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Abstract Video multicast oﬀers a scalable solution for large-scale television distribution. For commercial-grade video multicast services such as Internet Protocol Television (IPTV), it is often challenging to meet a set of conﬂicting design goals, including high video quality, low request response time and good system scalability. This dissertation addresses these issues by developing a decentralized peer-assistance architecture and integrating it with streaming-speciﬁc source and channel coding techniques to deliver multicast video in a timely, reliable and scalable way. Video quality is negatively aﬀected by network packet loss. An existing framework to simultaneously address packet loss and request response delay is to combine multicast with a unicast service that provides both packet loss repair and fast stream startup functionalities. Typically, servers that provide the unicast service could become the system bottleneck. To mitigate this problem, we propose an alternative distributed solution to partially shift the burden of the unicast servers to receivers of the multicast. Using a Peer-Assisted Repair (PAR) protocol, we demonstrate that packet repairs can be delivered reliably on time using a combination of server-peer coordination and redundant repairs. PAR can be naturally extended to a Peer-Assisted Startup (PAS) protocol to facilitate fast stream startup, where a missing portion of the multicast stream is treated as a long erasure burst to be repaired. In these applications, we show that video transcoding can be seamlessly integrated to provide improved robustness to packet loss, reduced stream startup latency and improved system scalability. Erasure correcting coding plays an essential role in the peer-assistance architecture. To understand how to mitigate its delay into the stream startup process, we v



explore the design of erasure correcting codes that takes into account a decoding delay constraint. Modeling the peer-assisted unicast service as communication over a set of parallel links, we propose a practical construction of parallel-link block erasure correcting code, where each source packet is decoded at the sink on-the-ﬂy with a strict decoding deadline. The proposed code handles two types of common errors in the upper layers of packet-switched networks – bursty packet loss and link outages. We further show that the proposed code construction is delay-optimal among all codes that achieve the Singleton bound. The proposed decentralized architecture requires in-network video transcoding at the multicast peer receivers, where it is often desirable to use a scheme with low complexity, such as open-loop requantization-based transcoding. A known drawback of this scheme is the requantization distortion drift problem. We develop an analytical model to capture the distortion drift eﬀect and show that this drawback can be largely mitigated through parameter optimization. We demonstrate its eﬀectiveness in the transcoded-to-primary stream switching problem in fast stream startup.
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Simulated traces of video packets received by a peer, to demonstration the selection of unicast startup RAP that optimize the startup delay. μU = 1 and no decoding delay is involved. In this experiment, β = 0.5; receiver joins at time 1.09. (a) demonstrates the case where optimization is applied; (b) demonstrates a simple strategy when the unicast terminates when it catches up with the multicast. Abbreviations: MCast – multicast, UCast RS – unicast sent from the unicast server, UC Req – request for unicast stream startup, MC Join – send multicast join request. . . . . . . . . . . . . . . . . . . . . . . . . . .
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Chapter 1 Introduction Video multicast oﬀers a scalable solution for large-scale television distribution over packet-switched networks. Multicast delivers datagrams to a group of selected receivers in a single transmission at the source and creates copies at network nodes only when required by the network topology. Since the early 1990’s, multicast has been an active research topic. Today, multicast ﬁnds many important real-world applications, ranging from Internet Protocol Television (IPTV) riding on network-layer IP multicast, to peer-to-peer video streaming or ﬁle sharing built on application-layer overlay multicast. This thesis is largely motivated by the real-world deployment of commercial-grade video streaming service over bandwidth-limited and error-prone access networks, for example, IPTV service over Digital Subscriber Line (DSL) links. In these applications, a set of conﬂicting design criteria must be met simultaneously: • Video quality. The received video must have as high a resolution as possible and should exhibit no artifacts due to lossy compression or network error. Video quality depends on the eﬃciency of the underlying video compression algorithm, network bandwidth provisioned and the system’s robustness in maintaining good video quality in the presence of network error, such as packet loss. IPTV-over-DSL provides challenges because the receiver downlink (i.e., the DSL link) is strictly bandwidth-limited and prone to impulse noise that leads to burst packet loss [32]. 1
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• Response time. The latency from the moment a user initiates a request (e.g., to start a new stream, or to switch to another new stream) to the moment a newly decoded video is displayed on the screen should be as low as possible. A subjective study [22] has shown that in order to achieve user satisfaction, the response time must be kept below one second. In IP networks, the overall response time is an aggregate eﬀect of a number of delay components, for example, acquisition delay for waiting for the next random access point (RAP) in the multicast stream, network buﬀering delay for error control mechanisms, and decoder buﬀering delay for storing a whole video frame before decoding can proceed. • Scalability. The system architecture must be able to cope with a growing number of users and supported multicast sessions (or television programs) while maintaining a reasonable cost. The ﬁrst two criteria aim to provide user satisfaction, as it is the user who has a high expectation on the service quality based on years of traditional broadcast or digital cable experience. The third criterion comes from the perspective of a service provider, whose primary concern is to maintain a low operational cost. A managed network infrastructure is often required to meet these goals. Current IPTV-over-DSL deployments complement source-speciﬁc multicast (SSM) [58, 84] with an error control mechanism, which combines multicast forward error correction (FEC) and unicast retransmissions to repair bursty packet loss [32]. Unlike randomly distributed packet loss, bursty loss are often harder to repair. In this architecture, retransmitted packets are generated by unicast servers, which are usually located at the edge of the core network. Besides, the unicast servers also support fast stream startup by introducing a unicast stream to avoid the acquisition delay of the video stream [166, 67, 33]. To better understand this, note that a missing video stream at the startup moment is akin to a long burst of packet loss to be repaired. However, given its unicast nature, each server can only support a limited number of downstream set-top boxes (STBs) lest they are overwhelmed by the transmission requests for erasure burst correction and stream startup. Typically, the unicast servers become
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Figure 1.1: Illustration of a multicast system combining multicast with unicast retransmissions for packet loss repair and fast stream startup. the bottleneck for the system to scale up to support a higher number of users. An illustration of such a system is shown in Figure 1.1. In this thesis, these challenges motivate us to re-examine the problem of video multicast from diﬀerent perspectives. From an architectural view, we consider an alternative distributed solution where the burden of the unicast servers is partially shifted to the multicast peer receivers. From a channel coding perspective, we explore how erasure correcting codes can be designed while taking into account the decoding delay constraint. From a source coding perspective, we explore how video transcoding can be optimized to yield good video quality while maintaining low computational cost, thus making it well suited for implementation in the decentralized architecture. The main contributions of this thesis are summarized as follows. • Design and analysis of PAR and PAS protocol s. We propose to utilize multicast peer receivers in the packet loss repair process to lessen the burden on the unicast servers. One main challenge in using this architecture is the uncertain status of the peers. For example, a peer’s departure from the group may lead to packet repair failures. We show that this issue can be greatly alleviated by introducing redundancy in the repairs. We propose the Peer-Assisted Repair (PAR) protocol, which coordinates the server and the peers to deliver repair packets in a timely, reliable and decentralized way. We also describe how PAR can be
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integrated with forward and retransmitted Systematic Lossy Error Protection (SLEP/SLEPr) – a transcoding-based source-aware error protection mechanism – to provide improved robustness to bursty packet loss. We further extend PAR to a reservation-based Peer-Assisted Startup (PAS) protocol to facilitate fast stream startup, and demonstrate how transcoding of the unicast video stream could beneﬁt in improving system scalability and reducing startup latency. Analytical models and simulation results are used to analyze the performance of PAR and PAS protocols. • Delay-optimal burst erasure code for parallel links. Motivated by the scenario of multiple peers assisting a single receiver, we study block erasure correcting coding for a sequence of packets streamed over a set of parallel links. We consider a new model for network error correction, where each source symbol is decoded at the sink on-the-ﬂy with a strict decoding deadline. We distinguish two error types which have very diﬀerent implications on the design of the code – bursty packet loss and link outages. For a class of codes that achieve the Singleton bound, we state a theorem that characterizes the fundamental tradeoﬀ among coding rate, decoding delay and erasure correction performance. To prove the theorem, we show the achievability via a practical code construction, and the converse via an entropy argument. We apply this code in the peer-assisted fast stream startup problem and demonstrate its eﬀectiveness in reducing the stream startup latency. • Distortion-drift-aware video transcoding. Open-loop transcoding based on requantization is well-suited for in-network processing of a video stream for bitrate reduction. A well-known drawback of this scheme is its requantization distortion drift problem. We develop an analytical model to capture the distortion drift eﬀect; we then show how this problem can be largely mitigated through parameter optimization. Finally, we demonstrate its eﬀectiveness in improving the video quality in the transcoded-to-primary stream switching problem in fast stream startup. Although the proposed solutions in this thesis are designed with IPTV multicast as
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a motivating application, we believe that it is naturally suited for a broader class of applications. Bursty error is commonly encountered in real-world scenarios. The impulse noise in DSL links is one example. In wireless communications, a prominent feature of wireless media is time-varying multipath fading, which often causes channel transition between good and bad channel states [170]. As another example, in packetswitched networks, when a router is overwhelmed by traﬃc, it tends to drop packets in bursts.1 Our proposed solutions have the potential to provide eﬀective solutions to mitigate the impact of bursty error and reliably deliver media content over these networks. The proposed peer-assistance architecture is also useful in other delayconstrained environments involving multiple receivers, such as multi-party audio or video conferencing, gaming and online whiteboarding, where both delay and reliability are important to the user experiences. The rest of this thesis is structured as follows. Chapter 2 reviews the related research areas of multicast architectures, video coding and video streaming techniques. Chapter 3 focuses on the aforementioned system-level solutions, where the multicast receivers are involved in the packet loss repair process. We ﬁrst present the proposed PAR protocol, then describe the combination of the PAR protocol with SLEP/SLEPr to improve resistance to bursty packet loss and overcome peer downlink bottleneck. We also present an analytical model with the aim of characterizing the performance trade-oﬀs and the gains achieved by the hybrid PAR-SLEP/SLEPr scheme. Chapter 4 presents the PAS protocol for fast stream startup. After description of the stream startup procedures, we analyze the various schemes and discuss the related parameter optimization. Chapter 5 focuses on burst erasure correcting codes for parallel links with a decoding delay constraint. After stating the problem model, we present the main result, which characterizes the fundamental tradeoﬀ between the code rate and the decoding delay. We then describe the construction of parallel-link burst erasure code construction and show its optimality among all Singleton-bound-achieving codes. The cases when the parallel links are heterogeneous in terms of capacity or link
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Unless the random early detection (RED) feature is turned on. To our best knowledge, in practice, RED is implemented in most routers but rarely turned on due to compatibility issues.
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delay are also examined. We then apply the constructed low-delay codes to the peerassisted fast stream startup problem and demonstrate its performance gain. Chapter 6 discusses distortion-drift-aware video transcoding and its application in fast stream startup. We ﬁrst introduce a model for the open-loop requantization-based transcoding scheme and analyze the distortion drift eﬀect. We then show how this framework can be applied to optimizing the received video quality in the transcoded-to-primary stream switching problem.



Chapter 2 Background Our work on low-delay robust video multicast builds upon prior work in multicast architectures, video coding and video transmission techniques. In this chapter, we review the state-of-the-art in these areas and discuss their relation to our work.



2.1



Multicast



Multicast is the delivery of information to a group of selected receivers in a single transmission at the source and creates copies automatically at network nodes only when required by the network topology. Multicast can be built at diﬀerent layers of a network. IP multicast [52, 127, 143, 138, 86, 66, 163, 129, 77, 135, 99], initially proposed by Deering [52], relies on the support of network routers to replicate messages at intermediate nodes to achieve one-to-many distribution. A content delivery network (CDN) [101, 179, 53, 137, 144, 149, 176, 161, 23, 95], on the other hand, implements cache servers placed at various locations in a network to mirror data and serve the local receivers. CDNs are often considered a viable alternative to IP multicast [130], as they provide similar beneﬁts but are easier to deploy. At the application layer, overlay multicast [41, 30, 175, 115, 104, 103, 209, 153] does not rely on any speciﬁc infrastructure. Data packets are replicated at the end hosts, which logically form an overlay network. Streaming of live video over peer-to-peer (P2P) networks [175, 115, 209, 206, 153], belongs to the latter category. As the solutions 7
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proposed in this thesis do not bind to any particular multicast implementations, they have the potential to be applied to any viable multicast infrastructures.



2.1.1



Reliable Multicast



Reliable multicast is a concept related to IP multicast. Reliable multicast protocols have been researched for a wide spectrum of applications, ranging from media conferencing, network gaming, to ﬁle transfer and news feeds. Similar to the Transmission Control Protocol (TCP), reliable multicast seeks mechanisms for unfailing delivery of network packets. A noticeable diﬀerence between the concept of reliable multicast and the robust multicast in this thesis is that the latter does not attempt to provide absolute guarantee of end-to-end packet delivery; instead, it seeks to deliver a video stream with a deadline while optimizing the received video quality. In the multicast scenario, achieving scalability by reducing the amount of feedback control traﬃc is an important concern. This issue has been addressed in either a hierarchical fashion, such as in Reliable Multicast Transport Protocol (RMTP) [138], or using multicast retransmission with feedback suppression [66, 135]. Scalable Reliable Multicast (SRM) [66] is a protocol implementing the “repair by any receiver” concept, which is similar in spirit to the PAR protocol in this thesis. However, as low latency is not important in SRM but essential in PAR, there are major diﬀerences between SRM and PAR. PAR provides coordination among the receivers by leveraging the presence of a dedicated server. In SRM, the repairs are fully distributed; the receivers implement random backoﬀ to suppress duplicated requests/repairs. In SRM, group members maintain status updates through lowfrequency session messages; in PAR, members promptly inform the dedicated server when joining/leaving the group and this information is promptly propagated to all the relevant members. Pretty Good Multicast (PGM) [163] is a protocol that bypasses the User Datagram Protocol (UDP) and interfaces directly with IP. Diﬀerent from PAR, PGM does not utilize peers in retransmission. To achieve good scalability, the key idea of PGM is to suppress duplicated negative acknowledgment (NACK) packets at intermediate
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routers as they propagate upstream towards the source. Designed with real-time applications in mind, low-latency is important in PGM. This is in principle similar to PAR. However, no precaution is taken for possible unavailability of repair – if no NACK packets are received by the time a transmit window times out, the data simply becomes unavailable for repair. Multicast File Transfer Protocol (MFTP) [129] targets bulk data delivery applications and has no low-latency requirement. MFTP breaks data into large chunks and aggregate repair requests for each chunk in NACK packets to reduce feedback implosion. A recent work named Cooperative Peer assists and Multicast (CPM) [77] for the applications of Video-on-Demand (VOD) implements the bulk data transfer idea. In addition, to achieve low start-up delay, CPM proposes to pre-populate the beginning of each video to the local machines during oﬀ-peak hours. However, this is not an available option for real-time streaming applications. CPM also uses dedicated server(s), but with the aim of constraining the latency. In contrast, the dedicated server is used for constraining the error probability in PAR.



2.1.2



Peer-to-Peer (P2P) and Peer-Assistance Architectures



P2P architectures have enjoyed wide popularity over the last decade. In a P2P system, there is no dedicated infrastructure and the receivers contribute their resources (e.g., bandwidth, storage) to the system. P2P architectures have been applied to ﬁle sharing [43, 7, 2, 5, 6, 3, 4], live video streaming [175, 115, 153, 209, 206], content delivery networking [23, 104] and VOD [24, 96, 77, 78]. A pure P2P architecture has many limitations, such as unreliability and prolonged startup delay. In view of these limitations, many works propose a hybrid architecture where P2P is backed by a more traditional server infrastructure [152, 77, 117, 79, 202, 195, 107, 134]. Our proposed peer-assistance architecture belongs to this category. To the best of our knowledge, we are the ﬁrst to use a peer-assistance architecture for the application of error resilience and reducing stream startup latency.
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2.1.3



Fast Stream Startup Architectures



In IP-based video multicast, the latency experienced by a user when starting up a new stream is an aggregate result of a number of delay components, for example, acquisition delay for waiting for the next RAP in the multicast stream, network buﬀering delay for error control mechanisms, and decoder buﬀering delay for storing a whole video frame before decoding can proceed. Various mechanisms to accelerate the stream startup procedure have been proposed. One approach is to send along the primary stream a companion stream of lower quality but more frequent RAPs, so that the acquisition delay can be eﬀectively limited [67, 102, 68]. A second approach is to use multiple time-shifted multicast sessions for a single video stream and let the receiver join one session that leads to a minimum acquisition delay [150, 34]. The companion stream approach and the time-shifted multicast approach impose extra burden on either the multicast router data plane and the access network downlinks, or on the multicast router control plane. A diﬀerent approach is to use a dedicated server to burst a unicast stream to achieve rapid acquisition of the new stream [166, 67, 33]. This approach can avoid the acquisition delay, as the unicast stream always starts with an RAP. The rapid acquisition approach is related to patching – a multicast technique for VOD services [87, 120, 89]. Both leverage multicast service with unicast to start a new video stream. However, there are a number of diﬀerences. First, as patching is for VOD, the unicast always starts from the very beginning of a video; on the other hand, since rapid acquisition is for real-time video, the unicast can start from any RAP in a video stream. Second, the original design of patching [87] assumes that the unicast and the multicast streams can be downloaded simultaneously without receiver downlink bandwidth constraint. In contrast, rapid acquisition explicitly considers this constraint in scheduling/pacing the unicast and multicast streams. An associated problem with the rapid acquisition approach is bitstream switching from the (transcoded) unicast back to the multicast stream. One way to do this is to switch the stream only at RAPs (e.g., I-frames). In this way, no mismatch distortion drift would be introduced, but this would lead to long delay or sacriﬁce the coding eﬃciency. Another approach is to generate SP/SI switching frames to bridge the two
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streams [91]. However, generating switching frames involves considerable complexity, which may lead to scalability issues under the multicast scenario. An approach without generating switching frames but could mitigate the distortion drift eﬀect is proposed in [197, 198]. The key idea is to choose a switching point in a neighborhood with the highest encoding quality, within a switching window determined by the delay constraint. In this thesis, we adopt an approach without generating switching frames as well, but the twist is that instead of selecting a switching time within a time window, we select a quantization parameter (QP) for each unicast frame to mitigate the distortion drift eﬀect. Under this approach, the delay associated with bitstream switching can be completely avoided, while good video quality can be maintained.



2.1.4



Network Coding



Network coding is the technique of coding packets (instead of merely forwarding) at intermediate network nodes to achieve improved throughput and error robustness. The coding scheme leveraged in the PAR/PAS protocols share some similarities with network coding [38, 40, 20, 105, 94, 201, 35, 93]. Both rely on encoding of packets at network nodes in a distributed manner, and decoding at the destination nodes upon receiving enough packets. There are, however, a number of diﬀerences. Practical network coding [40, 38, 39] leverages random linear codes to allow the encoding to proceed in a fully distributed manner (i.e., incoherent coding). The coding rules are tagged on the data packets to allow decoding to proceed in a distributed manner. Random linear codes [40, 105], by nature, have a small probability of failure. On the other hand, since retransmission requests in the PAR/PAS protocols are initiated by a single network node, the coding rules can be speciﬁed in a centralized way (i.e., coherent coding) and included in the request packets. The request recipients then generate the data packets according to the speciﬁed rules. Instead of random linear codes, deterministic codes, such as Reed-Solomon codes or low-delay burst erasure codes, can then be used to achieve the best possible performance.
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2.2 2.2.1



Video Coding Hybrid Video Coding Architecture



Today’s prevailing technology for video compression is based on a hybrid coding architecture that combines predictive coding and transform coding to reduce the redundancy of a video signal. The simulation results we present in this thesis are based on the latest video coding standard H.264/Advanced Video Coding (H.264/AVC), which was ﬁnalized in March 2003 [14]. Its predecessors including H.261, H.262 (MPEG-2), H.263 and MPEG-4 [17, 16, 18, 15], and competing standards [165, 164, 98] are all based on similar hybrid coding architectures. Its succeeding standard, High Eﬃciency Video Coding (HEVC, or H.265) [1], is currently under development (as of 2011). Overviews of modern video coding and in particular of H.264/AVC can be found in [182, 119, 136, 60]. State-of-the-art video codecs achieve high compression ratios by using appropriate combinations of a large number of tools. For example, H.264/AVC achieves bit rate reduction of up to 50% at a comparable quality compared to H.263 as a result of a combination of better motion-compensated prediction with more reference frames for prediction [194], a ﬁner granularity with varying block sizes down to 4x4 pixels [189], spatial prediction of independently coded frames [194], 4x4 integer transform [122], improved entropy coding [123], among many others. A reference software implementation of H.264/AVC is available [8].



2.2.2



Distortion Models for Hybrid Video Coding



Visual artifacts in a decoded video sequence could be the results of lossy compression and/or transmission error. To study the visual quality of a video sequence, the most straightforward metric is the mean-squared-error (MSE) distortion, or equivalently, the peak signal-to-noise ratio (PSNR), measured between the original and the decoded video signals. MSE has its limitations [70], and more advanced subjective or objective metrics have been proposed [27, 187, 186, 185, 151, 188, 139, 126]. However, due to its practicality for evaluation and simplicity for modeling, MSE is still widely used
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today. The results on video quality in this thesis are evaluated based on the MSE distortion of each frame of a video sequence. To model the distortion presented in a video sequence due to lossy compression using a motion-compensated hybrid video codec, a theoretical framework is ﬁrst presented in [69] based on the analysis of power spectral density of the video signal. This model leads to a closed-form expression of the distortion with the assumption that the source process is stationary and jointly-Gaussian. This framework is later extended in [71] to account for sub-pixel motion accuracy, in [72] for multi-hypothesis predictive coding (or B-frames) and in [65, 64, 63] where more speciﬁc information about prediction is considered. Other extensions of this framework include the analysis of SI/SP switching frames [91, 154, 155, 153], analysis of scalable video codecs [44, 140, 45] and motion side information estimation in distributed video coding [19, 73, 106]. The model presented in [69] provides insights on the inﬂuence of various elements of a video coding system, but its idealistic assumptions make the model unsuitable to precisely calculate the operational rate-distortion behavior for a particular video sequence. Various works have proposed empirical models to characterize operational rate-distortion functions [168, 82], some developed for speciﬁc implementations of codecs [55, 200, 50]. These empirical models are typically useful for rate control [81, 83, 128, 173]. In this thesis, we apply a modiﬁed version of the empirical model in [168] to the requantized video frames, to compensate for the requantization penalty – a factor not captured in the original model. Distortion may also be a result of channel noise or transmission error. In the event of video packet loss, the distortion in the current frame tends to propagate to the other predictively coded frames in a video sequence. Various models have been proposed to capture this distortion propagation eﬀect [168, 75, 47, 207, 59, 108, 36, 109]. A model for a general error process across predictively coded video frames is proposed in [168, 75], which not only applies to distortion caused by packet loss, but also to requantization distortions, as will be discussed in this thesis.
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2.2.3



Video Transcoding



Video transcoding is the procedure of performing one or more operations to transform one compressed video stream to another. Video transcoding can be performed with diﬀerent goals in mind, for example, bitrate reduction [116, 97, 80], format conversion [157, 88, 190, 158, 131], error resilience enhancement [196, 51, 181] and digital watermarking for copyright protection [48]. In this thesis, we focus on video transcoding to achieve bitrate reduction. For overviews of video transcoding, please refer to [180, 21, 90]. Video transcoding can be performed with various complexities – on one end of the spectrum is full-blown decoding/re-encoding, on the other end is simple openloop transcoding via requantization [132, 171, 204], with various schemes in between [199, 172, 92, 25], balancing video quality and complexity. This thesis revisits the simple architecture of open-loop transcoding by requantizing the motion-compensated transform coeﬃcients while preserving the coding modes, motion estimation information and group of picture (GOP) structure. This scheme has been studied extensively [132, 171, 172, 26, 204, 203, 199] and surveyed in [21, 90]. There are well-known drawbacks of the open-loop requantization architecture. First, additional requantization error occurs if the requantizer is not embedded with the encoder primary quantizer [25] . Second, since no closed-loop motion compensation is performed with requantization, the requantization distortion will drift across the subsequent frames until the next intra-coded frame (I-frame) [204, 90]. These drawbacks are relatively minor for our applications in packet loss repair and fast stream startup, since the transcoded video is only displayed transiently. Nevertheless, we would like to minimize their impact on the displayed video quality. One possible approach is to design a quantizer speciﬁcally for the transcoding purpose [192], but this would render the transcoded bitstream incompatible. Other approaches mainly focus on replacing the open-loop architecture with a closed-loop architecture [21, 90], which inevitably increases the system complexity. In this work we adapt a system-level backward-compatible approach – we model the rate-distortion behavior of each frame and the requantization distortion drift eﬀect, and select appropriate QPs of the standard quantizer for each frame to minimize the modeled distortion, while taking into account the additional
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requantization error problem. Another related topic is the theoretical analysis of requantization distortion. Conventional wisdom on quantization distortion is that it can be treated as independent additive noise. However, as discussed by Widrow and Kollar [193], this assumption holds only under certain conditions. For requantization distortion, several works [31, 159] have attempt to model its eﬀect without the independence assumption.



2.3



Error-Resilient Video Transmission



Error resilience techniques mitigate the impact of transmission error or packet loss on the quality of the decoded video. To achieve error resilience, tools from both video coding and error correcting coding have proven useful. Overviews of this topic can be found in [210, 205, 42, 76, 37, 184, 183, 74, 191, 177]. It is also possible to combine techniques from both areas to achieve superior performance. SLEP, which plays a crucial role in our robust video multicast architecture, belongs to this category.



2.3.1



Robust Video Coding



One approach to achieve error resilience is to introduce redundancy in the compressed video bitstream at the video encoding stage at the cost of lower coding eﬃciency. This can be done through, for example, varying the GOP size, intra-macroblock refresh, data partitioning, redundant slices, smart selection of reference pictures, and ﬂexible macroblock ordering [191, 167, 46, 208]. If a feedback channel is available, the transmitter can adapt the encoding to the feedback information sent by the decoder, via adaptive reference picture selection [74, 75, 61, 114, 110, 111, 112], or sending SP/SI switching frames [62, 91]. Error concealment is a post-processing technique at the decoding stage that acts as a last resort when error/loss is inevitable. The simplest technique of error concealment is frame repetition, which requires no additional computation but does not correct visual artifacts. Temporal linear interpolation algorithms can be implemented at the decoder to create new frames. More advanced schemes have been proposed based on a
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combination of spatial and temporal motion-compensated interpolation [174, 169, 49] and accurate estimation of coding modes and motion vectors [142, 28, 100].



2.3.2



Error Correcting Coding



Error correcting coding has been studied for over half a century. General discussions on error correcting coding can be found in [113, 121]. In this section, we review two topics in this area that are directly related to the work in this thesis. 2.3.2.1



Low-Delay Burst Erasure Codes



Low-delay burst erasure codes consider how to achieve minimal decoding delay when the erasures are bursty. Martinian et al. ﬁrst studied delay-optimal systematic codes for a single erasure burst [57, 125, 124]. They show that conventional maximumdistance-separable (MDS) codes (such as Reed-Solomon codes) are not delay-optimal, and codes with better rate-delay tradeoﬀ are possible. They design a family of delayoptimal block codes, then use diagonal interleaving [125] to convert the block codes into streaming codes. The single-link code is extended to a parallel-link code in [124], which is limited to correcting a single burst. Delay-optimal erasure codes for broadcast channel is studied by Khisti et al. in [29]. The burst erasure code proposed in this thesis diﬀers from [57, 125, 124, 29] as follows. First, block codes are considered instead of streaming codes. The conversion from block codes to streaming codes can be achieved trivially [125]. Second, a broader class of causal codes are considered instead of systematic codes. Third, more general erasure patterns are considered, including erasure bursts and link outages. In particular, we consider correcting multiple erasure bursts instead of a single burst as in [124]. 2.3.2.2



Hybrid Automatic Repeat reQuest (H-ARQ)



Hybrid Automatic Retransmission reQuest (H-ARQ) [162, 178] is a variation of the standard ARQ where FEC is combined with retransmissions for error correction. Two types of H-ARQ schemes have been used in practice. In Type I, the source
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message and the parity are transmitted. At the receiver, error correction decoding is attempted. If it fails, retransmission of the source data is requested. In Type II, the receiver sends a request asking for more parity information instead. When received, the parity and the forward transmitted parity are both used in a stronger error correction decoding. Type II H-ARQ is also known as incremental redundancy (IR) or on-demand FEC. Rate-adaptive codes such as shortened Reed-Solomon codes [147], LT codes [118] or Raptor codes [160] are required in Type II H-ARQ.



2.3.3



Systematic Lossy Error Protection (SLEP)



Equipped with both video coding and error correcting coding tools, SLEP is an application-layer forward error correction scheme for robust transmission of video over packet erasure channels [73, 145]. The scheme is systematic in the sense that the protection stream is separable from the source stream, and lossy in that robustness is achieved in exchange for a slight drop in video quality when error correction is needed. The concept originates from the distributed source coding principle and the problem of digital enhancement of a degraded analog signal [156]. SLEP is able to achieve graceful degradation even under very noisy channel conditions because it can avoid the “cliﬀ eﬀect” (i.e., the error correcting performance undergoes a sharp degradation at some threshold) that is usually experienced in conventional FEC. A practical implementation of SLEP using H.264/AVC redundant slices and Reed-Solomon codes is described in [145]. A theoretical analysis of the SLEP performance is presented in [146] for a ﬁrst-order Gauss-Markov source and a DPCM-like encoder. In this work, we build on top of the existing framework and extend SLEP to the H-ARQ mode.



Chapter 3 Peer-Assisted Packet Loss Repair In this chapter and the next, we take an architectural view and study a system-level video multicast solution with great scalability. In the current chapter, we focus on the packet loss repair problem; Chapter 4 is dedicated to fast stream startup. In Chapter 1 (Figure 1.1), we discussed a multicast system combining unicast retransmissions for bursty packet loss repair and fast stream startup. This system can be abstracted as shown in Figure 3.1(a), where only the unicast retransmission is shown. Since the repairs only involve the unicast server, we refer to this approach as Server-Assisted Repair (SAR). Unlike multicast where the server delivers a single stream to support multiple receivers, a unicast server must deliver data to each receiver individually; as a result, the traﬃc grows linearly with the supported number of receivers, making the unicast server the bottleneck for such a system to scale up to support a higher number of receivers. The key idea to overcome such a bottleneck is to realize that the unicast server is not the only resource that could provide such a retransmission service. The same video stream is also cached by the peer receivers of a multicast session. In a nutshell, our idea is to partially shift the unicast service from the server to the multicast peer receivers. The unicast server serves as the last resort to do the repair when the peerassisted repair becomes unavailable. We show how this can be achieved through the design of a Peer-Assisted Repair (PAR) protocol. 18



19



One challenging issue faced by PAR (but not by SAR) is unexpected peer departures that could lead to repair failures. For example, when a peer receiver leaves a multicast session, it is still deemed available for packet repair until the state update is relayed to the unicast server and other peers. Besides peer departure, other uncertainties could also lead to repair failures. For example, due to imperfect synchronization, the requested packet may fall outside a peer’s cache window. In this chapter, using the principle of end-to-end system design [148], we propose to address all these problems in the application layer using redundant repairs. The PAR protocol operates at the network/transport layers and is designed with low latency in mind; that is, unlike TCP or SRM [66], the system cannot aﬀord to let a peer receiver continue sending requests until the repair is received; instead, the system must ensure that the repair information is received after one retransmission attempt with high probability. In addition, the communication between the peers does not rely on exchanging state information between the peers. Instead, the unicast server pushes the state information to the peers. Given that the transported source is video instead of generic data, performance enhancement can be achieved by exploiting the property of a video stream. In this chapter, we also present how PAR can be integrated with forward and retransmitted Systematic Lossy Error Protection (SLEP/SLEPr) – a transcoding-based sourceaware error protection mechanism – to provide improved robustness to bursty packet loss and overcome peer downlink bottleneck. The joint PAR-SLEP/SLEPr scheme is able to eﬀectively deal with erasure bursts and peer departures within a uniﬁed framework. This chapter is organized as follows. Section 3.1 presents the proposed PAR protocol. Section 3.2 describes how to combine the PAR protocol with SLEP/SLEPr. Section 3.3 presents an analytical model with the aim of characterizing the gains achieved by the joint PAR-SLEP/SLEPr and the performance trade-oﬀs. Simulation results are presented in Section 3.4. The notations used in this chapter are summarized in Table 3.1.
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Notation ˜ N ˜ M ˜ Nm B; B s; p μ CR MS(·) CΩ\n (N, K) S PFWD ; MFWD PRET RFWD ; RRET αFWD ; αRET β RSRC TBURST TBB AS AFWD ARET AF RS ˜ PU RPU ; R ˜ PD RPD ; R γDEPT ANR ˜) pZ (m; s, M b(k; n, p) E{·}



Explanation Number of receivers Number of multicast sessions Number of receivers in Multicast Session m index set for erasure burst; erasure burst length B := |B| Source packet; parity packet Redundancy degree Coding rule Operator that maps a peer to a multicast session Peer n’s co-multicast set Number of channel symbols / source symbols in a coding block Index set for a block of source packets Index set for parity packets in FEC; MFWD := |PFWD | Index set for parity packets in retransmission FEC parity stream bitrate; retransmitted parity stream bitrate FEC parity stream rate budget; retransmitted parity stream rate budget SLEP stream compression ratio Bitrate of the source video stream Mean time of erasure bursts Mean time between two erasure bursts Event that a packet is successfully received Event that a packet is successfully repaired by FEC Event that a packet is successfully repaired by retransmission Event that a packet is failed to be repaired Unicast server bitrate ˜ PU := RPU Uplink bitrate at peer receiver link; R βRRET ˜ PD := RPD Downlink bitrate at peer receiver link; R βRRET Peer departure rate Event that a peer is unresponsive to a request ˜ Zipf probability distribution with parameter s and M  n k n−k Binomial distribution b(k; n, p) = k p (1 − p) Expectation of a random variable



Table 3.1: Notations used in Chapter 3.
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Figure 3.1: Packet loss repair protocols illustrated in simpliﬁed network topology. (a) Server-Assisted Repair (SAR), (b) Peer-Assisted Repair with Centralized Tracking (PAR-CT) and (c) Peer-Assisted Repair with Distributed Tracking (PAR-DT). Only the retransmissions are depicted. The lightning sign denotes a bursty erasure not correctable by FEC.



3.1



Peer-Assisted Repair (PAR)



In Section 3.1.1, we discuss how to introduce redundancy in the repair packets sent from diﬀerent peers. In Section 3.1.2 and 3.1.3 respectively, we discuss two variations of the PAR protocol – PAR with Centralized Tracking (PAR-CT) and PAR with Distributed Tracking (PAR-DT). Figures 3.1(b) and (c) illustrate these two variations. ˜ receivers. In the sequel, we consider the case that the router is connected with N ˜ multicast Attached to the router is one unicast server. Each peer may join one of M sessions. Each network packet may consist of multiple symbols, in which case they are multiplexed and encoded/decoded in parallel. For simplicity, we use the symbol notation si or pi to denote one network packet.



3.1.1



Redundancy of Repairs



Uncoded Case. When a peer receiver experiences an erasure burst, it ﬁrst attempts to correct the burst by applying FEC using the received parity packets. If the attempt fails, denote by B the index set for the residual erasure burst of size B := |B|, and
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{si }i∈B the set of erased packets. The simplest solution to recover these packets is to request redundant repairs for each packet si individually, thereby increasing the probability that the requesting peer receives at least one retransmitted packet for each si . Exactly μ copies are requested for each si from the requesting peer’s helping peers. When not enough helping peers are available, retransmission is performed by the unicast server, where redundant repairs are not needed since the unicast server is considered reliable. Note that the number of requested copies μ should not be too large, otherwise the redundant packets will cause congestion in the requesting peer’s downlink. The issue of selecting a suitable value of μ is discussed in detail in Sections 3.4.3 and 3.4.6.



Coded Case. A more eﬃcient solution is to apply erasure codes across helping peers to recover a burst of packet loss, as illustrated in Figure 3.2. Speciﬁcally, for a burst of size B, a (μB, B) code shall be applied. Note that unlike the uncoded case where the redundancy degree μ must be an integer, now μ can be a fractional number such that μB is an integer. In total, μB requests are generated and sent to the helping peers. Each Request  also includes a coding rule CR in the following form: CR = g˜() := [g(1, ), ..., g(B, )]T,  = 1, ..., μB. The vector g˜() corresponds to a column of the code generator matrix G ∈ QB×μB of a linear block code, where Q is a ﬁnite ﬁeld. Peer , after receiving the request with the coding rule CR , generates the coded packet p˜ according to p˜ =



B 



g(i, )s(i)



i=1



where {s(i) }B i=1 := {si }i∈B (we use the subscript (i) for the indexing of packets within B, which is diﬀerent from the index i used for the set of all packets) and transmits p˜ to the requesting peer, which performs decoding after successfully receiving B coded packets. Various erasure correcting codes can be applied, such as Reed-Solomon codes, in which case eﬃcient decoding methods such as Newton’s interpolation exist
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Figure 3.2: Generation and transmission of coded redundant repair packets from peers in the co-multicast set CΩ\n to the requesting Peer n. In this illustration, each repair packet is generated by a diﬀerent peer. [85]. In all the discussions, we assume that the code achieves the Singleton bound, i.e., it is MDS.



3.1.2



PAR with Centralized Tracking (PAR-CT)



In PAR-CT (Figure 3.1(b)), a peer’s status is continuously tracked by the unicast server. When a peer joins a multicast session, (we denote this by m = MS(n), where MS(·) is the operator that maps Peer n to Multicast Session m), the unicast server is promptly informed of this event via a special message [166]. During the session, the peer periodically sends messages to the unicast server to conﬁrm that it continues to receive the multicast. If no such message is received for some time, the server no longer considers the peer a receiver of that multicast session. When the peer leaves the multicast session, it promptly informs the server of this event. The server also ˜



maintains a table that keeps track of the peer-session pairs {(n, MS(n))}N n=1 . Thus, it knows the co-multicast set CΩ\n := {j : j = n, MS(j) = MS(n)} of any Peer n, i.e., the set of peers currently in the same multicast session as the peer.



CHAPTER 3. PEER-ASSISTED PACKET LOSS REPAIR



24



When a peer experiences an erasure burst B that causes loss of packets {si }i∈B which cannot be corrected by FEC, it sends a repair request to the unicast server, indicating B, i.e., which packets are missing. The server determines μ – the number of redundant repairs per packet needed to maintain a high probability of recovery. The total number of repair packets is then μB. Let Peer n be the requesting peer. If a minimum number of helping peers in the co-multicast set can be found, i.e., |CΩ\n | ≥ μ, the server then delegates the μB requests to these peers in CΩ\n . The requests should be assigned to the peers in a way that they share the load equally. If coding needs to be applied across the repair packets, the coding rules CR ,  = 1, ..., μB are also speciﬁed in the request packets (See Section 3.1.1). If not enough peers are found, i.e., |CΩ\n | < μ, the unicast server replies to Peer n with the requested packets {si }i∈B itself (i.e., the scheme fails over to SAR). Note that by delegating the request instead of sending the repair packets, the unicast server bitrate and computation can be greatly reduced. Upon receiving the request, each Peer  looks in its cache for the requested source packets, or for the packets required for generating the parity packets. If found, it responds to Peer n with the repair packets (i.e., the requested source packets or the generated parity packets).



3.1.3



PAR with Distributed Tracking (PAR-DT)



Similar to PAR-CT, in PAR-DT (Figure 3.1(c)) a peer’s status is always promptly ˜ maintains its own tracking table that updated. However, each Peer n, n ∈ {1, ..., N}, contains the co-multicast set CΩ\n . Whenever there is a status change, the unicast server is informed ﬁrst, which, in turn, sends a message to the relevant peers whose tracking tables need an update. When a peer experiences the loss of packets {si }i∈B which cannot be corrected by FEC, it ﬁrst determines the repair redundancy μ needed. The peer then assigns the μB requests to the selected peers in the co-multicast set CΩ\n in a similar way as the unicast server in PAR-CT does. It also speciﬁes the coding rules CR ,  = 1, ..., μB if coding shall be applied. Let Peer n be the requesting peer. If Peer n does not ﬁnd a suﬃcient number of peers receiving the same multicast, i.e., |CΩ\n | < μ, it sends the
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repair request to the server, indicating B (i.e., the scheme fails over to SAR). Either the server or the peers in CΩ\n respond with the repair packets, similar as in PAR-CT. PAR-CT and PAR-DT diﬀer from each other in (i) where the tracking table(s) are maintained, and (ii) who decides from where to request repair packets. Compared to PAR-CT, PAR-DT demands a lower server bitrate and reduces queueing delay at the server, but it is more diﬃcult for PAR-DT to achieve tracking table synchronization. This is because the server needs to constantly update the peers by sending them the state information. Since the state information is subject to delay and loss, there is more uncertainty in comparison with the solution that the server maintaining the tracking table itself.



3.2



Cross-Layer Design with SLEP/SLEPr



In this section, we describe how to combine the PAR protocol with forward and retransmitted SLEP (SLEP/SLEPr) to achieve improved resistance to erasure bursts, overcome the peer downlink bottleneck and eﬀectively deal with erasure bursts and peer departures within a uniﬁed framework. In Section 3.2.1, we highlight the SLEP packet generation and decoding procedure. In Section 3.2.2, we illustrate the SLEP/SLEPr procedure as an extension of SLEP in the hybrid error control scenario (i.e., H-ARQ, refer to Section 2.3.2.2). In Section 3.2.3, we show how to combine the application-layer SLEP/SLEPr with network/transport-layer PAR.



3.2.1



SLEP Packet Generation and Decoding



The SLEP scheme described in [145] consists of a codec for generating/decoding the H.264/AVC-compatible primary packets and an enhancement codec for generating/decoding the parity packets. Figure 3.3(a) illustrates the generation of SLEP parity packets, and Figure 3.3(b) illustrates its decoding process. Below we highlight the parity packet generation and decoding process. Interested readers can refer to [145] for more details.
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Packet Generation. The sender ﬁrst encodes the input video using a standard H.264/AVC coder into a stream of source packets. The bitstream corresponding to a number of macroblocks is encapsuled in a so-called primary slice, one per source packet. From each source packet, the sender then generates a redundant packet that contains one redundant slice (covering the same macroblocks as in the source packet). The redundant slice is obtained by open-loop transcoding through requantization with a QP larger than the primary quantization QP, thus reducing the data size of each slice. If the generated redundant slices are of diﬀerent sizes, they can be zero-padded to exactly the same size. Next, divide the source stream into blocks of packets, where the block boundary should align with the boundary of video frames. For a block of K packets, apply a systematic (N, K) block erasure code across the K redundant packets to generate N − K parity packets, where each parity packet contains the encoded parity slice plus some helper information. The helper information includes redundant slice QP and slice boundaries. The SLEP parity packet generation can be considered as a “compression scheme” for the parity packets, as the parity packets are generated based on the redundant packets instead of the source packets.



Packet Decoding. The receiver receives the source packets and the parity packets transmitted over an erasure channel. If the total number of received packets is no smaller than K, then from each received source packet, it regenerates a redundant packet that contains one redundant slice, the same way as at the sender. Then the regenerated redundant packets and the received parity packets are passed to the erasure decoder, where the redundant slices covering the same macroblocks as in the lost source packets are generated. The redundant slices are then decoded and fed into the H.264/AVC decoding loop as a substitute for the primary slices in the lost source packets. If the total number of source and parity packets is smaller than K, then post-processing error concealment is triggered in the decoding loop to cover the lost primary slice.
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(b)



Figure 3.3: SLEP parity packet generation (a) and decoding (b).



3.2.2



SLEP/SLEPr Procedure



Consider the scenario where SLEP is applied to a Type II H-ARQ (see Section 2.3.2.2). Let si denote a source packet, ˆsi a redundant packet and pˆi a parity packet. Let S denote the index set for a block of source packets. Among the SLEP parity packets from S, let {ˆpi }i∈PFWD be the set of parity packets used in FEC, where PFWD is the FEC index set, and {ˆpi }i∈PRET is the set of parity packets used in retransmission, where PRET is the retransmission index set. In practice, the forward parity packets are generated at the source encoding stage; depending on the repair schemes, the retransmitted parity packet may be either generated at the source encoding stage, or generated at the unicast server (as in SAR) or at the peers (as in PAR) upon request. We detail the procedure of SLEP/SLEPr as follows.



Forward Transmission. At the sender, the source packets {si }i∈S and the forward parity packets {ˆpi }i∈PFWD are transmitted to the receiver over the error-prone erasure channel.



Forward Error Correction. Let B denote an erasure burst occurred during forward transmission. At the receiver, use the received source packets {si }i∈S\B to regenerate the redundant packets {ˆsi }i∈S\B . If the total number of redundant packets
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regenerated and the parity packets received is larger than K, i.e., |{ˆsi }|i∈S\B + |{ˆpi }|i∈PFWD \B ≥ K,



(3.1)



apply block erasure decoding to recover the corrupted packets. Otherwise, the receiver sends a retransmission request for additional parity packets {ˆpi }i∈PRET . Retransmission. Upon receipt of the additional parity packets, apply erasure decoding if enough packets are received, i.e., |{ˆsi }|i∈S\B + |{ˆpi }|i∈PFWD \B + |{ˆpi }|i∈PRET \B ≥ K,



(3.2)



where B denotes new erasures (e.g., due to peer departure or packet loss) during retransmission of repair packets. Then decode the redundant slices and substitute into the primary video stream. If not enough packets are received, the decoder falls back on error concealment.



3.2.3



Joint PAR-SLEP/SLEPr Error Protection



We have seen that SLEP/SLEPr operates in the application layer whereas PAR operates in the network/transport layer. Note that erasure codes (e.g., Reed-Solomon codes) are used in both layers, but for diﬀerent purposes – for resisting the erasure burst in the application layer and for mitigating peer departures in the transport layer. This introduces ineﬃciency. If we can unify SLEP/SLEPr and PAR into one single framework, then erasure coding is performed only once and the redundancy can be utilized more eﬃciently. This is can be achieved by modifying the PAR protocol and make it aware of the encoding in SLEP/SLEPr. We refer to this new scheme as the jointly coded case. In contrast, the coded case discussed in Section 3.1.1 is referred to as the separately coded case. Speciﬁcally, we modify the coded case described in Section 3.1.1 as follows. The repair packet generation and transmission procedure is illustrated in Figure 3.4. Note that the erasure encoding/decoding is performed in blocks. Either the
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Figure 3.4: Generation and retransmission of coded redundant repair packets from peers in the co-multicast set |CΩ\n | to the requesting Peer n – joint PAR-SLEP/SLEPr error protection case. In this illustration, each repair packet is generated by a diﬀerent peer.



unicast server (in PAR-CT) or a peer receiver (in PAR-DT) must be aware of the coding blocks. Either the server or the peer speciﬁes the coding rules CR = g˜() := [g(1, ), ..., g(K, )]T ,  = 1, ..., |PRET | where g˜() corresponds to a column in the retransmission sub-matrix GRET ∈ QK×|PRET| of the generator matrix of a Q-ary linear block code. Note that each coding rule is now speciﬁed with support {ˆsi }i∈S , i.e., all the redundant packets within the coding block, instead of only for the corrupted source packets {si }i∈B as in Section 3.1.1. Each Peer , after receiving the request with the coding rule CR , ﬁrst regenerates the redundant packets {ˆsi }i∈S from source packets {si }i∈S , then generates the coded packets p˜ according to p˜ =



K  i=1



g(i, )ˆs(i)
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 K where ˆs(i) i=1 := {ˆsi }i∈S and transmits the coded packet ˜p to the destination Peer n. Once it receives a suﬃcient number of packets, including regenerated redundant packets and forward parity packets satisfying (3.2), Peer n performs erasure decoding. Note that one drawback of the joint scheme is the additional delay introduced by block coding.



3.3



Analysis



In this section, we present an analytical model for the packet repair protocols and SLEP/SLEPr error protection scheme described in Section 3.1 and 3.2. The aim is to characterize the performance trade-oﬀs and the gains achieved by the joint PARSLEP/SLEPr framework compared to other schemes. The analytical results will be later compared with the simulation results in Section 3.4.



3.3.1



Setup



Throughout the analysis, we make the following assumptions. ˜ receivers, each belonging to one 1. A video multicast system supports in total N ˜ multicast sessions. The receiver distribution among the multicast sesof M sions follows a Zipf model [141], having the following probability mass function (PMF):



s



˜ = 1/m pZ (m; s, M) ˜ M s n=1 1/n where m is the popularity rank of a particular multicast session and s ≥ 0 is the exponent that determines the shape of the distribution. The number of peers ˜)·N ˜. ˜m = pZ (m; s, M in Multicast Session m is N 2. The multicast source video stream has bitrate RSRC . The FEC parity packet stream has bitrate RFWD . If the SLEP compression is applied in generating the parity packets, the parity packet stream has bitrate βRFWD , where β ∈ (0, 1] is referred to as SLEP compression ratio (see Section 3.2.1). Similarly, the



3.3. ANALYSIS



31



retransmitted parity packet stream has on-time1 bitrate RRET , and if SLEP compression is applied, the SLEPr stream has on-time bitrate βRRET . Deﬁne αFWD := βRFWD /RSRC and αRET := βRRET /RSRC the forward and retransmission rate budget, respectively. 3. We model the channel of each receiver link using a two-state Markov model. The erasure burst duration tBURST and the time between two bursts tBB are independent random variables and each follows an exponential distribution with mean TBURST and TBB , respectively. Consequently, the expectation for any function g(tBURST , tBB ) is obtained by integrating over two exponential distributions: ˆ ˆ E{g(tBURST , tBB )} =



t



t



g(t, t )fEXP (t; TBURST )fEXP (t ; TBB )dtdt



with fEXP (t; T ) denoting the exponential distribution parametrized by mean T . 4. The erasure bursts in diﬀerent receiver links are independent. The reason for making this assumption is two-fold. First, in many applications, it is reasonable to assume that the error events are local (e.g., in DSL links one typical event that triggers impulse noise is turning on/oﬀ microwave ovens). Second, the independence assumption ensures that the analytical results can be expressed in closed forms. In Section 3.4, we will evaluate through simulations the case when the bursts are correlated. 5. If a packet is not aﬀected by the erasure burst, it is considered successfully received (denoted by event AS ); otherwise the packet is corrupted, and could be repaired by either forward error protection packets (event AFWD ), or retransmitted packets (event ARET ); if neither succeeds, the repair is considered as failed (event AF ). Denote by ωi the outcome of Packet i after transmission over the channel and SLEP/SLEPr recovery. We have ωi ∈ Ω = {AS , AFWD , ARET , AF }, 1



Note that the retransmitted stream is on-oﬀ.
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where Ω denotes the sample space. 6. The erasure burst falls into one forward error protection coding block. This is a pessimistic assumption since if the burst falls into two, it can be more easily corrected within each block separately. Furthermore, no two erasure bursts occur within the same coding block. This is true with a high probability when burst occurrence is rare.2 Our analysis relates the following ﬁgures of merit for each protocol analyzed: • The expected bitrate requirement at the unicast server link, E{RS }, for sending the repair packets and optionally forwarding the request packets.3 • The uplink and downlink bitrate at each peer receiver link, denoted by RPU and RPD , respectively.4 Alternatively, we can use the normalized uplink and downlink bitrate, deﬁned by ˜ PU := RPU R βRRET and ˜ PD := RPD , R βRRET ˜ PU and R ˜ PD represent the number of uploads and respectively. Intuitively, R downloads a peer simultaneously supports, respectively. • The overall repair failure rate P (AF ). 2



For example, below eﬀective packet loss rate of 1e-5 [32] in a typical DSL link. At any time instance, the bitrate RS at the unicast server link needed to support the peer requests and retransmissions is a random variable. By analyzing the expected bitrate E{RS } we are able to compare the performance of diﬀerent repair protocols. This is diﬀerent from the setup in the experiments in Section 3.4.2.1, where we ﬁx the bitrate at the unicast server link and observe the resulting probability of repair failures. 4 Note that the downlink bitrate RPD excludes the the forward transmitted primary stream rate RSRC , since we only consider repair packets in this analysis. 3
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Model for Packet Repair Protocols



Consider that source packets {si }i≥0 are multicast to the end-users. Denote by BSRC the packet size of the source stream. Each source packet has duration TSRC = BSRC /RSRC . A packet is considered lost if a portion of it is corrupted. Assume the starting location of the corruption is uniformly distributed over TSRC . For TBB  TBURST , the packet loss rate given tBURST and tBB can be approximated as P (Ω \ AS | tBURST , tBB ) =



tBURST + TSRC . tBB



(3.3)



Now consider forward error correction. For an erasure burst B of duration tBURST , following (3.3), the number of packets it corrupts (averaged over the starting location of corruption) is B := |B| =



tBURST + 1. TSRC



(3.4)



/ AS and B ≤ MFWD (see Let MFWD := |PFWD |. The outcome ωi = AFWD if ωi ∈ Section 3.2.2, (3.1)). The probability of event AFWD (i.e., that a packet can be repaired by forward error correction) is thus



 P (AFWD ) = E



tBURST + TSRC tBB







 ·1



tBURST + 1 ≤ MFWD TSRC



,



where 1(·) denotes the indicator function. Given tBURST and tBB , the probability of requesting a repair packet is  PRET := P (ARET AF | tBURST , tBB )   tBURST + TSRC tBURST = + 1 > MFWD . ·1 tBB TSRC Overall, the probability of requesting a repair packet is



PRET := P (ARET which can be calculated using (3.5).







AF ) = E{PRET },



(3.5)



CHAPTER 3. PEER-ASSISTED PACKET LOSS REPAIR



34



3.3.2.1



Server-Assisted Repair (SAR)



For SAR, the expected number of receivers sending request to the unicast server is ˜ The expected unicast server bitrate is PRET N. ˜ · RRET β. E{RSSAR } = PRET N Trivially, the normalized uplink bitrate need to support SAR at each receiver link is ˜ SAR = 0 R PU since no uplink is involved in SAR, and the normalized downlink bitrate is ˜ SAR = 1. R PD Given suﬃcient server bitrate, we assume that the repair handled by the server is reliable, i.e., P (ASAR ) = 0. F



3.3.2.2



Peer-Assisted Repair (PAR)



We analyze the two variations of the PAR protocol – PAR-CT and PAR-DT. We also analyze three cases of applying coding across packets – the uncoded case, the separately coded case (both described in Section 3.1.1) and the jointly coded case (described in Section 3.2.3). Our analysis proceeds in two steps: (i) We ﬁrst ﬁnd, for ˜ the probability of the unicast server directly each Multicast Session m, m = 1, ..., M, handling the repair, and the probability of repair failure, both as a function of the ˜m . (ii) We then compute the overall unicast server bitrate multicast session peer size N required, as well as the probability of repair failure for the uncoded, separately coded and jointly coded case. ˜m . In PAR, there are several possibilities Consider Multicast Session m of size N that may cause a peer receiver to be unresponsive to a request: (i) The peer may have just departed the multicast session and the request is sent before the notiﬁcation
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arrives. Denote this event by ADEPT and the probability of this event (referred to as peer departure rate) by γDEPT := P (ADEPT ). (ii) The peer’s corresponding packet is also lost and not repairable by FEC. (iii) The peer’s uplink is congested, denoted by ACONG . The event that a peer is unresponsive to a request, denoted by ANR , has conditional probability P(ANR ) = γDEPT + (1 − γDEPT )PRET + (1 − γDEPT )(1 − PRET )P(ACONG ).



(3.6)



To ﬁnd P(ACONG ), note that this is equivalent to the probability that the instantaneous demand on the uplink is beyond its capacity. Given normalized uplink bitrate ˜ PAR (assumed to be integer), each peer can serve up to R ˜ PAR repair requests simulR PU



PU



taneously. We further introduce the practical constraint that each peer can communicate with at most nNB neighboring peers, and nNB neighboring peers can receive repair packets from that peer. Then P(ACONG ) can be expressed as P(ACONG ) =



 PRET b k; n ˜ NB , , n ˜ NB ˜ PAR



n ˜ NB 



(3.7)



k=RPU



˜m − 1, nNB ), b(k; n, p) = where n ˜ NB := min(N



 n k p (1 − p)n−k denotes the binomial k



distribution. ˜ PAR as a parameter in (3.7). Now let us consider R ˜ PAR (for We have speciﬁed R PU PD both PAR-CT and PAR-DT). Denote by μ the redundancy of repair packets. For the uncoded case, it is the number of peers each request is sent to. For the separately/jointly coded case, it is the average redundancy degree for each lost packet, which can be a fractional number. The normalized peer downlink bitrate necessary to support PAR is ˜ PAR = μ. R PD



(3.8)



Now consider the server bit rate RS . For PAR-CT, the unicast server traﬃc
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consists of the request packets forwarded and the repair packets directly sent by the ˜m is no larger than μ, the request is handled server. Recall that if the group size N by the server. The expected number of peers the server directly send repairs to is ˜m . The expected unicast server bitrate for PAR-CT can be expressed PRET m:N˜m ≤μ N as E{RSPAR−CT } = PRET







˜m · RRET β + PRET N



˜m ≤μ m:N







˜m · μRCTL , N



˜m >μ m:N



where RCTL is the bitrate for the control information (i.e., the request). For PAR-DT, the unicast server traﬃc only consists of the repair packets directly sent by the server, thus its expected bitrate can be expressed as E{RSPAR−DT } = PRET







˜m · RRET β. N



˜m ≤μ m:N



We want to evaluate the PAR protocol repair failure probability for the uncoded, ˜m , the separately coded and jointly coded case. For a multicast session of size N  ˜m ). probability of repair failure conditioned on retransmission is P(AF | ARET AF , N  ˜m ), the overall probability of failure can be evaluated as Given P(AF | ARET AF , N P (APAR ) F



=



˜ M 



˜m )pZ (m; s, M) ˜ P (AF | N



m=1 ˜ M



=







E{PRET P(AF | ARET







˜m )}pZ (m; s, M). ˜ AF , N



m=1



The uncoded, separately coded and jointly coded case only diﬀer in the way that  ˜m ) is calculated. P(AF | ARET AF , N



˜m > μ, the repair is handled by the peers. In this case, given Uncoded Case. If N redundancy μ ∈ N, the probability of repair failure is P(ANR )μ . Otherwise the repair is handled by the unicast server, in which case we assume that the repair is reliable. ˜m , the conditional repair failure probability Overall, for a multicast session of size N is
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P(AF | ARET







⎧ ⎨P(ANR )μ , N ˜m > μ, ˜m ) = AF , N ⎩0, otherwise.



˜m > 1, the repair is handled by the peers. Separately Coded Case. Similarly, if N Recall that the number of corrupted packets B is computed by (3.4). The encoding generates μB packets. The repair is successful if B out of μB packets are received. Assume that the μB repair packets are transmitted with independent loss probability.5 The conditional repair failure probability is



P(AF | ARET



where b(k; n, p) =







 n k



⎧ ⎨ B−1 b(k; μB, 1 − P(ANR )), N ˜m > μ, k=0 ˜ AF , Nm ) = ⎩0, otherwise,



pk (1 − p)n−k denotes binomial distribution.



Jointly Coded Case. The jointly coded case diﬀers from the separately coded case in that MFWD FEC packets can help in the decoding. Assume the worst case that the burst always falls into one coding block, we have B = |B ∩ (S ∪ PFWD )|. The repair is successful if B − MFWD out of μB packets are received. Similarly, assume that the μB packets are transmitted with independent loss probability. The conditional repair failure probability is ⎧ ⎨ B−MFWD −1 b(k; μB, 1 − P(ANR )), N ˜m > μ,  k=0 ˜ P(AF | ARET AF , Nm ) = ⎩0, otherwise.



3.3.3



Numerical Results



In this section, we present numerical results obtained from the analytical model. The parameters used in obtaining the plots are selected from Table 3.2. Most of the parameters are chosen to mimic a practical setup; others are chosen while taking into 5



This independence assumption makes it possible to express the repair failure probability in a closed form, which can serve as a lower bound for the more general dependent case.
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Figure 3.5: Analysis: expected unicast server bitrate E{RS } as a function of the ˜ , for (1) number of supported peers N SAR, (2) PAR-CT and (3) PAR-DT. The redundancy μ is set to 1.
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Figure 3.6: Analysis: probability of repair failure event P (AF ) as a function of peer departure rate γDEPT , for repair redundancy μ = 1, 2, 3 and peer uplink bi˜ PU = 0, 1, 2 (PAR-CT and PARtrate R DT, uncoded case).



consideration the simulation constraints (e.g., the number of peers are selected to be 100 by default whereas in reality a unicast server could support more than thousands of peers). We ﬁrst look at the unicast server bitrate, which reﬂects the server burden. In Figure 3.5, we compare the expected bitrate of SAR, PAR-CT and PAR-DT. We can ˜ . The rate of PAR-CT consists of observe that the rate of SAR grows linearly with N two portions – control information (i.e., request packets) and repair packets. For PARDT, only the repair packets count towards the bitrate. The repair packet portion of ˜ increases, it grows until it reaches the bitrate exhibits an interesting behavior – as N ˜ grows, the a maximum and then it drops. This can be explained as follows. As N number of multicast groups increases, contributing to the overall rate. The number of peers within each group also increases, thus the availability of peers that possess the requested repair packets increases, alleviating the demand on the unicast server. The expected rate reaches the maximum at a point when each multicast group starts
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Figure 3.7: Analysis: probability of repair failure event P (AF) as a function of the peer departure rate γDEPT , for (a) uncoded case, (b) separately coded case and (c) jointly coded case. μ is set to 2; β is set to 0.5; αFWD and αRET are set at 5% and 5%, respectively.



Prob. Repair Failure P(AF)



Prob. Repair Failure P(AF)



10



−5



10



−10



10



β=1 β=1/2 β=1/3



−15



10



0



0.05 0.1 0.15 Peer Departure Rate γDEPT



0.2



Figure 3.8: Analysis: probability of repair failure event P (AF ) as a function of the peer departure rate γDEPT , for (a) β = 1, (b) β = 1/2 and (c) β = 1/3. We set ˜ PD = 1. the packets are jointly μβ = R coded with αFWD and αRET set at 5% and 5%, respectively.



to have at least one peer. Figure 3.6 illustrates how the redundancy degree μ and the peer uplink bitrate ˜ PU inﬂuence the probability of repair failure under diﬀerent peer departure rates. R The ﬁrst observation we make is that increasing repair redundancy could signiﬁcantly help mitigate the impact of peer departures. However, note that a high degree of redundancy is expensive because the peer downlink bitrate needs to be increased ˜ PU above 1 accordingly (recall (3.8)). Secondly, we observe that further increasing R does not help much in reducing the repair failure rate. This suggests that excessive peer uplink bitrate is not required in the system design. To examine the inﬂuence of applying coding across the repair packets, we plot the repair failure rate for the uncoded case, separately coded case and jointly coded case in Figure 3.7. The advantage of applying coding in mitigating the repair failure is prominent. As expected, the jointly coded case achieves even better performance
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than the separately coded case as it takes into account all the redundancy in network/transport/application layer in correcting the packet erasures. Lastly, we examine the eﬀect of SLEP compression of the parity packets. Figure 3.8 shows the repair failure rate for the case we apply SLEP compression ratio β = 1, 1/2, 1/3. In each case, the repair redundancy μ (in the jointly coded case) is set such that μβ = 1. This ensures that the bitrate used for error protection are the same in all cases. It is shown that when SLEP is applied, the repair failure rate can be lowered dramatically. However, note that in SLEP, the reconstructed video quality also degrades if erasure occurs. In Section 3.4, we will evaluate the performance in terms of the reconstructed video quality through simulations.



3.4



Simulation Results



In this section, the performance and properties of the PAR protocol, as well as its joint performance with application-layer error protection scheme SLEP/SLEPr are thoroughly evaluated through simulations.



3.4.1



Simulation Setup



We have implemented a simulation program for the peer-assisted packet loss repair system for video multicast in Network Simulator (ns-2) [11] and a modiﬁed H.264/AVC reference software JM (version 13.2) [8]. Table 3.2 summarizes parameters used in the simulations. To allow simulations of up to 1000 peers, we have made some simpliﬁcations. Only the repair packets (but not the forward transmitted parity packets) are simulated. The channel error model is assumed to be on-oﬀ exponential, which corresponds to the two-state Markov model assumed in Section 3.3. By picking proper values for TBURST and TBB , we simulate an environment with mean erasure burst length 2 ∼ 16 ms and packet loss rate (PLR) in the order of 1e-3. When the received video quality is evaluated, the results are based on six 4CIF format (i.e., having a spatial resolution 704×576) sequences of diverse rate-distortion
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Parameter



Default Value



˜ Nb. of peers N ˜ Nb. of multicast sessions M Zipf distr. shape s Primary stream bitrate RSRC Video duration FEC delay DFWD Retrans. delay DRET Peer-router delay Router-unicast server delay FEC budget αFWD Retrans. budget αRET Mean burst length TBURST Mean time btw burst TBB Packet loss rate P (Ω \ AS ) Req. pkt size BCTL Primary pkt size BSRC Repair redundancy μ SLEP compression ratio β Peer departure rate γDEPT ˜ PU Peer uplink bitrate R ˜ PD Peer downlink bitrate R Number of peer neighbors nNB



100 200 1 5 Mb/sec 300 frames 50 ms 0.5 sec 20 ms 0 ms 0% 10% 8 ms 2 sec 0.4% 64 Bytes 1375 Bytes 1 1 0 1 1 10



Range 10∼1000



240∼300 frames 0.1∼0.5 sec



0∼5% 5∼10% 2∼16 ms 0.2%∼0.8%



1∼3 0.5∼1 0∼0.25 0.1∼3 0.1∼3



Table 3.2: Simulation parameters. characteristics – Soccer, Ice, City, Harbour, Crew and Spincal. The sequences are encoded at 30 frames per second with an H.264/AVC JM encoder at QP 25 for I/P frames and 27 for B frames. The GOP structure is chosen to be IBBBP and the GOP size is 33.



3.4.2



Eﬀects of Link Bitrates



We examine the eﬀect of the three link bitrates of interests: server link bitrate RS , ˜ PD . ˜ PU and peer downlink bitrate R peer uplink bitrate R 3.4.2.1



Unicast Server Bitrate



We ﬁrst investigate the bitrate needed at the unicast server to support loss repairs in diﬀerent schemes. For this experiment, we ﬁxed the target PLR and ﬁnd the bitrate needed to achieve this PLR. Figure 3.9 plots the unicast server bitrate obtained in
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Figure 3.9: Simulation: unicast server bitrate RS , for a post-repair PLR of 3e-4, as ˜ for (1) SAR, (2) PAR-CT and (3) a function of the number of supported peers N, PAR-DT. Video sequence: Soccer. simulations. Note that in Figure 3.5 the y-axis is the expected bitrate, which is lower than the bitrate for a PLR of 3e-4 in Figure 3.9. Nevertheless, we observe a qualitative agreement between the simulation results and the analytical model. Both PAR-CT and PAR-DT curves exhibit a lower server bitrate than the SAR curve. Furthermore, the PAR-DT curve grows as the number of peers increase until it reaches a maximum and then it drops. Refer to Section 3.3.3 for more explanations on the curve shapes. 3.4.2.2



Peer Uplink Bitrate



Compared to SAR, PAR-CT and PAR-DT require additional uplink bitrate from each peer. Figure 3.10 plots the repair failure probability versus the normalized peer ˜ PU . We observe that no matter how much redundancy is introduced, uplink bitrate R it is suﬃcient to have the peer uplink bandwidth matched to the downlink bandwidth reserved for repair packets. The reason is that, for loss uncorrelated on diﬀerent links, the chance that a peer is burdened by simultaneous repair requests from more than one peer is small. This result was expected based on the model analysis in Figure ˜ PU above 1 does not reduce the repair failure rate. 3.6, where increasing R
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Figure 3.10: Simulation: probability of repair failure event P (AF) as a function of the ˜ PU , for (a) PAR-CT and (b) PAR-DT with request normalized peer uplink bitrate R redundancy μ = 1, 2, 3, uncoded case. The results are measured at γDEPT = 0.1. Video sequence: Soccer. 3.4.2.3



Peer Downlink Bitrate



According to (3.8), the peer downlink bandwidth needs to be increased with the repair redundancy to accommodate more packet arrivals and avoid congestion. This is conﬁrmed in the simulation result in Figure 3.11. The plots show that in the ˜ PD = 1), repair redundancy uncoded case, if we keep the downlink bitrate low (e.g., R does not necessarily reduce the repair failure probability. In other words, the peer downlink bandwidth needs to be increased in accordance with repair redundancy, so as to accommodate more packet arrivals and avoid congestion. Therefore, using uncoded repairs with high redundancy is not an eﬀective repair strategy. We will show in Section 3.4.3 that coded repairs with moderate redundancy (e.g., μ = 3/2) ˜ PD = 1. are more eﬀective in reducing the repair failure probability, even if we keep R



3.4.3



Eﬀect of Repair Redundancy



Figure 3.12 shows the repair failure probability as a function of the unicast server bitrate RS , for various degrees of redundancy. Increasing the (uncoded) redundancy
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Figure 3.11: Simulation: probability of repair failure event P (AF) as a function of ˜ PD , for (a) PAR-CT and (b) PAR-DT with the normalized peer downlink bitrate R redundancy μ = 1, 2, 3, uncoded case. The results are measured at γDEPT = 0.1. Video sequence: Soccer. of repair packets is an eﬀective tool to mitigate the peer departures, but at the expense of potentially congesting the communication links. This is evidenced by the ineﬀectiveness of increasing the redundancy from 2 to 3. This conﬁrms the observation we made in Section 3.4.2.3. If we instead use a moderate redundancy (e.g., μ =3/2) and apply Reed-Solomon codes across the redundant packets, as shown in Figure 3.12, we can avoid the peer downlink congestion while we further reducing the PLR in the presence of peer departures. Applying coding across packets is a more eﬀective solution for mitigating the impact of peer departures.



3.4.4



Eﬀect of Correlated Loss



PAR is most eﬃcient when the packet loss among peers are uncorrelated. This is because that under uncorrelatedness, the probability that the peers lose the same portion of the stream is small. Figure 3.13 plots the repair failure probability at diﬀerent correlation degrees. For some percentage of peers, the loss is fully correlated whereas for the rest, they are uncorrelated. The plot shows that the PLR becomes quite signiﬁcant when 30% or more peers are correlated. However, note that in many
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Figure 3.12: Simulation: probability of repair failure event P (AF) as a function of unicast server bitrate RS for (1) PAR-CT and (2) PAR-DT at diﬀerent redundancy and uncoded/coded cases. The results are measured at γDEPT = 0.1. Video sequence: Soccer. practical cases (e.g., DSL system), in only very rare events (e.g., lightning strikes) the loss is correlated. Furthermore, PAR-DT appears to be somewhat less susceptible to correlated loss than PAR-CT. This is because that most of the requests in PAR-DT do not need to go through the unicast server link, therefore they are not aﬀected by the congestion created by the simultaneous requests in the bandwidth-limited server link.



3.4.5



End-to-End Latency



We verify the delay characteristics of SAR, PAR-CT and PAR-DT. We select a unicast server bitrate suﬃcient to support all schemes, and vary the pre-determined playout delay. Figure 3.14 illustrates the repair failure probability as a function of the retransmission delay. The result suggests that PAR-CT and PAR-DT require additional playout delay of about twice the peer-router delay (40 ms) than SAR. This is not unexpected. For each repair request, PAR-CT and PAR-DT traverse two hops more than SAR. Notice that, compared to the target retransmission delay of 500 ms (see Table 3.2), the additional 40 ms is a rather short delay.
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Figure 3.13: Simulation: probability of repair failure event P (AF) as a function of unicast server bitrate RS at diﬀerent percentage of correlated peers. The results are measured at γDEPT = 0.1. Video sequence: Soccer.
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Figure 3.14: Simulation: probability of repair failure event P (AF) as a function of retransmission delay DRET for (1) SAR, (2) PAR-CT and (3) PAR-DT. The unicast server bitrate is set such that at an excessive delay of DRET = 0.6 sec, all schemes experience no packet repair failure within 100 runs of experiments.



3.4. SIMULATION RESULTS



3.4.6



47



Joint PAR-SLEP/SLEPr Error Protection



In this section, we evaluate the performance of the jointly coded scheme combining PAR and SLEP/SLEPr. Since SLEP/SLEPr causes a slight video quality degradation even if the corrupted packet is successfully repaired, we evaluate diﬀerent systems based on the received video quality. Figures 3.15 and 3.16 show the received video quality (in terms of the empirical cumulative distribution function (CDF) of frame PSNR) of the six test sequences, transmitted with PAR-CT and PAR-DT in uncoded, separately coded and jointly coded settings at TBURST = 8 ms. As expected, for all the test sequences, the gain of applying coding across packets over the uncoded case can be reﬂected on the CDFs of reconstructed video quality. The jointly coded case achieves even better performance than the separately coded case as it combines the redundancy in network/transport/application layer in correcting the packet erasures. To evaluate the eﬀect of repair redundancy and SLEP parity packet compression, we present results of received video quality for various schemes in Figure 3.17 and Figure 3.18. We compare the video quality for three schemes with diﬀerent combinations of redundancy μ and SLEP compression ratio β: (i) β = 0.5, μ = 2, (ii) β = 1, μ = 1 and (iii) β = 1, μ = 2. It can be seen that both (ii) and (iii) incur worse video quality. The case of (ii) fails because it does not provide redundancy against peer departures whereas the case of (iii) fails due to peer downlink congestion. In comparison, the case of (i) demonstrates robustness performance as it avoids congestion by transmitting packets of reduced sizes. For a deeper understanding of the video reconstruction quality in these schemes, in Figure 3.19 we select some peers and plot the frame PSNR trace, and select some frames and plot the frame PSNR for all the peers. The results show that the video quality can be made robust by applying redundant repairs jointly with SLEP/SLEPr to resist bursty packet erasures and overcome peer departures while avoiding the peer downlink congestion.
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Figure 3.15: Simulation: CDF of frame PSNR over 100 peers at peer departure rate γDEPT = 0.1 for PAR-CT and PAR-DT in the uncoded, separately coded and SLEP/SLEPr jointly coded settings. The FEC budget and retransmission budget is set at 5% and 5%, respectively. TBURST is set to 8 ms. Video sequence: (a) Soccer, (b) City and (c) Crew.
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(d) Harbour
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Figure 3.16: Simulation: CDF of frame PSNR over 100 peers at peer departure rate γDEPT = 0.1 for PAR-CT and PAR-DT in the uncoded, separately coded and SLEP/SLEPr jointly coded settings. The FEC budget and retransmission budget is set at 5% and 5%, respectively. TBURST is set to 8 ms. Video sequence: (d) Harbour, (e) Ice and (f) Spincal.
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Figure 3.17: Simulation: CDF of frame PSNR over 100 peers at peer departure rate γDEPT = 0.15 for PAR-CT and PAR-DT for diﬀerent combinations of redundancy μ and SLEP compression ratio β: (i) β = 0.5, μ = 2, (ii) β = 1, μ = 1 and (iii) β = 1, μ = 2. The repair bitrate is set to be 10% of the primary video stream bitrate. Video sequence: (a) Soccer, (b) City, and (c) Crew.
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(d) Harbour



25 30 Frame PSNR (dB)



PAR−CT



35



40



PAR−DT



−1



−1



10



10



−2



β=1, μ=1 β=1, μ=2 β=0.5, μ=2



−2



CDF



10



CDF



10



−3



−3



10



10



−4



−4



10



15



10



20



25 30 35 Frame PSNR (dB)



40



45



15



20



(e) Ice



25 30 35 Frame PSNR (dB)



PAR−CT



40



45



PAR−DT



−1



−1



10



10



−2



β=1, μ=1 β=1, μ=2 β=0.5, μ=2



−2



CDF



10



CDF



10



−3



−3



10



10



−4



−4



10



15



10



20



25 30 Frame PSNR (dB)



35



40



15



(f) Spincal



20



25 30 Frame PSNR (dB)



35



40



Figure 3.18: Simulation: CDF of frame PSNR over 100 peers at peer departure rate γDEPT = 0.15 for PAR-CT and PAR-DT for diﬀerent combinations of redundancy μ and SLEP compression ratio β: (i) β = 0.5, μ = 2, (ii) β = 1, μ = 1 and (iii) β = 1, μ = 2. The repair bitrate is set to be 10% of the primary video stream bitrate. Video sequence: (d) Harbour, (e) Ice and (f) Spincal.
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Figure 3.19: Simulation: frame PSNR for 100 peers at peer departure rate γDEPT = 0.15 for diﬀerent combinations of redundancy μ and stream compression ratio β: (i) β = 0.5, μ = 2, (ii) β = 1, μ = 1 and (iii) β = 1, μ = 2. (a) PSNR trace for peer 25, PAR-CT, (b) PSNR trace for peer 65, PAR-DT, (c) PSNR of frame 20 for all peers, PAR-CT, (d) PSNR of frame 20 for all peers, PAR-DT. Video sequence: Soccer.



Chapter Conclusion In this chapter, we have focused on the system-level peer-assistance solution where the multicast receivers are involved in the packet loss repair process. We ﬁrst presented the proposed PAR protocol, then described how to combine the PAR protocol with SLEP/SLEPr to achieve improved resistance to impulse noise and overcome peer downlink bottleneck. We also presented an analytical model with the aim of characterizing the gains achieved by the hybrid PAR-SLEP/SLEPr scheme and the performance trade-oﬀs. Simulations using ns-2 and a modiﬁed H.264/AVC coder were conducted to evaluate the performance. Through analysis and simulation results, we have conﬁrmed that in the application of packet loss repair, our approach of combining the servers and the peers in a uniﬁed fashion is able to greatly improve the system scalability while preserving the reliability oﬀered by a pure server-based model. Additionally, we have also veriﬁed that applying coding to proactively protect against uncertainties appears to be a viable way of ensuring robustness and timeliness.



Chapter 4 Peer-Assisted Fast Stream Startup In a digital television service, the response time to a request to start a new stream experienced by a user is a crucial measure of the user’s quality of experience. For commercial-grade IPTV service, to achieve user satisfaction, the response time must be kept below one second [22, 67, 56]. Compared to traditional analog television and digital cable, the startup delay in IP-based video multicast could be particularly signiﬁcant. Typically, the overall startup latency is the sum of several delay components: • Delay due to multicast operations, including the delay for leaving a previous multicast session and delay for joining a new multicast session. • Delay due to network operations, including the delay caused by error control mechanisms such as FEC and/or retransmissions, link delay and network buﬀering in order to smooth out jitters. • Acquisition delay, referring to the waiting time until the information in the stream necessary for decoding is acquired, such as program speciﬁc information (PSI), encryption keys and a video stream RAP (e.g., an I-frame). • Decoder buﬀering delay, due to the need to buﬀer data (e.g., a video frame) before decoding and playout can commence. 53
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We have discussed existing approaches to expediting the stream startup for video multicast in Section 2.1.3. One approach we would like to highlight here uses a dedicated unicast server to burst a unicast stream to achieve rapid acquisition of the decodable video stream, and lateron switches from the unicast stream back to the multicast [166, 33, 67]. Since the unicast stream can always start from a RAP, the acquisition delay can be avoided. Furthermore, the unicast stream is bursted at a rate higher than the multicast rate, expediting the decoder buﬀering process. The same unicast server used for packet loss repair (as in Chapter 3) can be used to support fast stream startup, because the missing stream at the startup moment can be essentially treated as a long erasure burst. When the unicast server is used for facilitating fast stream startup, the system scalability is limited by a bottleneck eﬀect similar to that of the packet loss repair service. In order to overcome this limit, in this chapter, we extend the PAR protocol presented in Chapter 3 to the application of fast stream startup. Furthermore, we show that video transcoding is especially helpful in improving the system scalability, since even moderate transcoding of the video could lead to a tremendous reduction of unicast data volume. The proposed Peer-Assisted Startup (PAS) protocol combines PAR-CT with the unicast rapid acquisition and unicast-to-multicast switching procedure.



For fast



stream startup, PAR-CT appears to be a more suitable candidate than PAR-DT for the following reason. If PAR-DT is used for fast stream startup, each peer receiver needs to maintain information of the new multicast session it is about to join (thus potentially information of all multicast sessions). This is diﬀerent from the packet loss repair case, where each peer receiver only maintains information about its current multicast session. Thus, PAR-DT would result in much larger control overhead. The new PAS protocol must take into account a number of diﬀerences between packet loss repair and fast stream startup: • Duration of unicast stream. In packet loss repair, the duration of each repair packet stream is typically short (e.g., less than 100 ms); in fast stream startup, the unicast stream can last up to a few seconds. This has a few implications: (i) it is more desirable to use a reservation-based mechanism during peer-assisted
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stream startup, rather than relying on repair packets to be delivered on-time with high probability. (ii) The chance that the peer link experiences erasure burst during unicast streaming should not be ignored, thus it is desirable to apply erasure correcting codes to resist these errors.1 (iii) Unlike in the peerassisted packet loss repair case where Reed-Solomon code can be suﬃciently applied to short coding blocks, it is more desirable to consider erasure correcting codes that explicitly consider the decoding delay (we will explore this topic further in Chapter 5). • Utilization of peer downlink bitrate. In packet loss repair, the repair packet stream is transmitted in tandem with the forward-transmitted source stream and FEC stream, thus it only uses the residual bandwidth available in the peer downlink. In fast stream startup, however, after the previous multicast stream is stopped, the unicast stream may grab the full bandwidth of the peer downlink. To fully utilize this bandwidth, the peer-assistance protocol should consider the typical asymmetry of peer uplink and downlink bandwidth. Furthermore, when the new multicast stream arrives, the unicast stream may keep on transmitting, but at a lower rate to avoid link congestion. Thus, the protocol must properly pace the packets sent to the peer receiver to achieve certain average bitrate. • Statistics of requests. In packet loss repair, the overall load of unicast is primarily aﬀected by the rate of error occurrence on the communication links; in fast stream startup, the load is mainly aﬀected by the incoming rate of startup requests. In addition, in peer-assisted packet loss repair, the load is aﬀected by the current receiver distribution among the multicast sessions; in fast stream startup, it is also aﬀected by the likelihood of which multicast session a new receiver is to join. Thus, a diﬀerent statistical model must be used in the system behavior analysis and parameter selection. In the sequel, after describing the stream startup procedures in Section 4.1, we model and analyze the various protocols/schemes and discuss their parameter optimization 1



In principle, retransmissions could also be applied, but the worst-case latency would be longer.
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Notation ˜ N ˜ M ˜m N s; p B; B Rm (κn , κMAX ) n U μU ; μM M β TJ ; IJ TC T B ; BB  RPU ; RPD e λSS TSS T U ; BU RS RSRC CR MS(·) ˜) pZ (m; s, M γDEPT ANR b(k; n, p) φm E{·}



Explanation Number of receivers currently in multicast sessions Number of multicast sessions Number of receivers in Multicast Session m Source packet; parity packet Index set for erasure burst; erasure burst length B := |B| Receiver group of Multicast Session m Number of reservations made on Peer n; its maximum number Index set for unicast stream Redundancy of unicast stream; redundancy of multicast stream Number of simultaneous helping peers (PAS) Transcoding compression ratio Multicast join delay; multicast join instant Block erasure coding delay Decoder buﬀering delay; decoder buﬀer data size Peer receiver uplink bitrate; peer receiver downlink bitrate Excessive bandwidth factor (e-factor) Stream startup request arrival rate Stream startup latency Unicast stream duration; unicast stream data size Unicast server bitrate Bitrate of the source video stream Coding rule Operator that maps a peer to a multicast session ˜ Zipf probability distribution with parameter s and M Peer departure rate Event that a peer is unresponsive toa request Binomial distribution b(k; n, p) = nk pk (1 − p)n−k Number of peers currently reserved in Rm Expectation of a random variable



Table 4.1: Notations used in Chapter 4.



in Section 4.2. In Section 4.3, we present simulation results based on ns-2, and evaluate the performance in terms of server bitrate, channel change latency and unicast burst duration.



The notations used in this chapter are summarized in Table 4.1.
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Figure 4.1: Procedure of Server-Assisted Startup (SAS).



4.1



Stream Startup Procedures



4.1.1



Server-Assisted Startup (SAS)



We refer to the fast stream startup mechanism using a dedicated unicast server to achieve rapid acquisition as Server-Assisted Startup (SAS), as illustrated by Figure 4.1. The scheme uses the Internet Group Management Protocol (IGMP) for multicast signaling. The unicast server is situated at the edge of the distribution network and continuously caches the packets of all multicast sessions in a previous period of time (typically dozens of seconds) received from the multicast router. When a peer receiver requests assistance for starting a new multicast stream, the peer sends an IGMP LEAVE message to the multicast router (corresponding to Step (a) in Figure 4.1) to stop its current multicast stream if needed; at the same time, the peer sends a rapid acquisition request message to the unicast server (Step (b)). The server responds with a message announcing whether the request would be served (Step (c)), and if served, the server determines the sequence numbers U of the packets to be sent, always starting from a RAP, and starts sending the stream {si }i∈U from its cache of the multicast stream (Step (d)). If transcoding is applied to the unicast stream, the server sends the redundant packets {ˆsi }i∈U generated from the source packets {si }i∈U instead. If block erasure coding is applied, the encoded stream is sent instead. If the request is rejected, the peer joins the multicast session regularly (i.e., fail over to the multicast join process without the unicast server). The unicast packets
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Figure 4.2: Procedure of Peer-Assisted Startup (PAS). are carefully paced such that the peer downlink bitrate is utilized fully while the link is not congested. After some period of delay (which, depending on the implementation, may be calculated at the server side and signaled to the peer), the peer sends the multicast router an IGMP JOIN message for joining the new multicast session (Step (e)). After a short delay, the multicast stream from the router arrives at the peer (Step (f)), and eventually the unicast stream ceases.



4.1.2



Peer-Assisted Startup (PAS)



The procedure of PAS is illustrated in Figure 4.2. In PAS, a peer receiver’s status is continuously tracked by the unicast server, similar to that in PAR-CT (see Section 3.1.2). The server maintains a table that keeps track of which peer is currently ˜



receiving which multicast, i.e., the peer-session pairs {(n, MS(n))}N n=1 . In addition, – the maximum numeach Peer n is associated with a positive integer number κMAX n ber of new stream startups it can simultaneously support (thus be reserved), which depends on its uplink bandwidth and processing power. The server also maintains ˜



)}N {(κn , κMAX n n=1 , where the positive integer κn is the number of reservations Peer n currently has. When a peer requests assistance for starting a stream of a new multicast session, the peer sends an IGMP LEAVE message to the multicast router to stop its current multicast stream if needed (corresponding to Step (a) in Figure 4.2); at the same time, the peer sends a rapid acquisition request message to the unicast server (Step (b)).
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The server responds with a message (Step (c)) with one of three possible outcomes: (i) If a group of M reliable2 peers in the new multicast session that are available for reservation (i.e., each Peer n has κn < κMAX ) can be found, the request would be n served by these peers. In the meanwhile, these helping peers are also notiﬁed and reserved by the server. (ii) Otherwise, if the server has enough resource to provide the fast stream startup, the request would be served by the server itself, in which case the scheme fails over to the SAS case described in Section 4.2.2. (iii) Otherwise, the request is rejected, in which case the scheme fails over to the regular multicast join procedure. In the sequel, we focus on Case (i). The selection of the number of helping peers M should depend on both the reservation availability and the uplink/downlink bitrate of the peer receiver links (see Section 4.2 for more details). The unicast server determines the unicast coding redundancy μU and the total number requests μU |U|. Usually these requests are split evenly among the M peers. The server then sends the requests at evenly spaced time intervals to each helping peer (in order to control the average rate of the unicast stream), including the speciﬁed coding rule CR,m (Step (d1 )). Assume block coding is applied on every K source packets, the rules for generating a block of MN channel packets are speciﬁed as CR,m = g˜m () := [gm (1, ), ..., gm (K, )]T ,  = 1, ..., N, m = 1, ..., M where g˜m () corresponds to a column in the erasure code generator matrix Gm ∈ QK×N . Note that in this case, the coding redundancy is related as μU =



MN . K



If



transcoding is applied to the unicast stream, each helping Peer m, m = 1, ..., M, upon receiving assistance notiﬁcation from the server, starts transcoding the stream by generating the redundant packets {ˆsi }i∈U from source packets {si }i∈U . Upon receiving



2



In practice, it is possible to ﬁlter out unreliable peer receivers. For example, in IPTV, it is possible to learn viewers’ channel change behavior and determine if a viewer is currently surﬁng channels. If this is the case, the viewer’s dwell time is short, thus the peer should be excluded from the group providing peer assistance.
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a request, it generates the coded packet p˜,m according to ˜p,m =



K 



gm (i, )ˆs(i)



i=1



and sends ˜p,m to the requesting peer (Step (d2 )), which then performs decoding when enough packets are received. Lastly, after some period of delay, the requesting peer sends the multicast router an IGMP JOIN message (Step (e)). After a short delay, the multicast stream arrives (Step (f)), the unicast stream ceases, and eventually the M helping peers are notiﬁed by the server that the reservation ends.



4.2



Analysis



This section introduces an analytical model to characterize the performance of SAS and PAS, combined with the unicast stream transcoding. The goal is to capture the fundamental trade-oﬀs in these systems without introducing too many implementation details. Based on the model, we also discuss the selection of a few key parameters that optimize the system performance.



4.2.1



Setup



The main assumptions of this model are listed below. 1. Three delay components are considered – multicast join delay TJ , block erasure coding delay TC and decoder buﬀering delay TB . Recall that both SAS and PAS can avoid the acquisition delay. 2. Signaling is assumed ideal among the nodes. That is, the control messages among the multicast peer receivers, the unicast server and the multicast router are assumed to be lossless and instantaneous. Furthermore, the unicast server is able to send the unicast packets (or the requests) to control the unicast stream bitrate in perfect coordination with the multicast arrival to avoid congestion.
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3. The multicast (unicast) stream has bitrate μM RSRC (μU RSRC ), where RSRC is the bitrate of the source video stream and μM > 1 (μU > 1) reﬂects the FEC redundancy applied to the multicast (unicast) stream. For the unicast stream, if video transcoding with compression ratio 0 < β ≤ 1 is further applied, the bitrate becomes μU βRSRC . The maximum bitrate in the peer receiver downlink  = (1 + e)RSRC where e > 0 is referred to as the excessive bandwidth is RPD



factor (or the e-factor).3 The bitrate in the peer receiver uplink is RPU . ˜ current re4. Assumption 1 of Section 3.3.1 applies, i.e., the distribution of N ˜ and the ˜ multicast sessions follows a Zipf model pZ (m; s, M), ceivers among M ˜ )· N. ˜ ˜m = pZ (m; s, M number of current peer receivers in Multicast Session m is N Furthermore, we assume the arrival of stream startup requests follows a Poisson process with arrival rate λSS and the probability of a request joining a multicast session is proportional to the popularity of that session characterized by the Zipf model. 5. Assumptions 3, 4 and 6 of Section 3.3.1 also apply. We use the following ﬁgures of merit to evaluate each stream startup scheme: • The stream startup latency TSS – the duration between request and actual playout of the new stream. During the analysis and parameter optimization, we assume that TSS has the highest priority among all the criteria. • The duration of the unicast stream TU and the total data size of the unicast stream μU βBU , where BU is the corresponding video data size if no transcoding is applied. TU and μU βBU capture the burden on the unicast server control plane and data plane, respectively. As we will see, in most cases, the optimization of TU and BU are consistent with each other. During the analysis, we arbitrarily select BU as the objective to optimize. • The expected bitrate requirement at the unicast server link, E{RS }. • The quality of the decoded video at the receivers. 3



 RPD of Chapter 3 diﬀers from RPD in that RPD only considers the bitrate used by retransmissions, excluding the bitrate of the multicast stream.
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4.2.2



Server-Assisted Startup (SAS)



4.2.2.1



Modeling of SAS Procedure



At time 0, after a peer sends a request, the unicast server starts bursting a unicast stream, starting from some preceding RAP at the bitrate (1 + e)RSRC . The higher bitrate allows the unicast to catch up with the multicast. RAP also determines BCAT – the video data size the unicast needs to catch up (refer to Figure 4.3). Let TCAT be the duration needed for the unicast to catch up with the multicast, which can be computed as TCAT =



μU βBCAT . (1 + e − μU β)RSRC



We distinguish two cases: if the peer joins the multicast before the unicast catches up, or if TJ ≤ TCAT , we have Case I (Figure 4.3(a)); if TJ > TCAT , we have Case II (Figure 4.3 (b)). In both Case I and II, the data arrived at the peer becomes available to the video decoder only after block erasure coding delay TC ; then after TB , when BB video bits are completely buﬀered, the video decoder starts decoding. Now we discuss each of the two cases as follows.



Case I. At some instant IJ , the peer sends an IGMP JOIN message to the multicast router; after TJ , the peer starts receiving the real-time multicast stream of bitrate μM RSRC from the router. To make room for the multicast, the unicast server lowers its unicast bitrate to (1 + e − μM )RSRC at the moment the multicast stream arrives. The unicast stream keeps on transmitting at that bitrate until TU , when the gap between the unicast and multicast stream is closed. Denote by THBR the duration in which the unicast stream is sent at the high bitrate (1 + e)RSRC . It is clear that THBR of Case I is SAS−I = IJ + TJ , THBR



as the unicast stream bitrate must be lowered when the multicast stream arrives. The unicast duration of Case I can be expressed as TUSAS−I = IJ + TJ +



μU βBU − (IJ + TJ )(1 + e)RSRC . (1 + e − μM )RSRC
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Figure 4.3: Video data received by a peer receiver over time for (a) SAS, Case I and (b) SAS, Case II. For the diagram displayed, we assume the video is not transcoded. Abbreviation: BCAT – data size the unicast needs to catch up; TSS – stream startup latency; IJ – multicast join instant; TJ – multicast join delay; TU – unicast duration; TC – block erasure coding delay; BB – decoder buﬀering data size.



Note that the selection of IJ > 0 must be subject to the following constraint. If IJ is too early, it may result in a gap between the multicast and unicast streams, thus interrupting the playout. To avoid this, we must ensure that at the moment the last unicast bit is passed to the video decoder (i.e., at TU + TC ), this bit is not played out yet; that is, (TU + TC − TSS )RSRC ≤ BU .



(4.1)



Case II. After the unicast catches up, it should never pass the multicast, thus the unicast has to lower its bitrate from (1 + e)RSRC to μU RSRC . The unicast server terminates the unicast at the moment the multicast begins. Thus, the unicast duration of Case II is TUSAS−II = IJ + TJ .
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The duration of unicast bursting at the high bitrate of Case II is SAS−II = TCAT . THBR



4.2.2.2



Performance Measurements



Stream Startup Latency TSS . The stream startup latency of SAS consists of the block erasure coding delay TC and the decoder buﬀering delay TB : TSS = TC + TB . TC and TB can be obtained as follows. By Assumption 7 of Section 3.3.1, we select a MAX . Applying a MDS block erasure code to resist one erasure burst of duration TBURST



code with redundancy μU results in a worst-case decoding delay (i.e., a block length) TCSAS−MDS =



MAX μU TBURST . μU − 1



To compute TB , note that since reducing TSS has the highest priority, we should transmit the unicast at high bitrate (1 + e)RSRC until BB bits are stored in the video buﬀer. Thus, TB =



μU βBB , (1 + e)RSRC



as long as the unicast burst duration at the high rate THBR is long enough, i.e., THBR ≥ TSS .



(4.2)



Unicast Video Data Size BU . In SAS, BU can be related to BCAT and IJ as BU = BCAT + (IJ + TJ )RSRC .



(4.3)



Unicast Server Bitrate. Lastly, the unicast server handles all the stream startup requests, which has mean arrival rate λSS requests/sec. If we model the position of video at stream startup request as a random variable uniform over a RAP interval,
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the unicast data size BU is also a random variable, which can be modeled as being independent of the request arrival process. The expected unicast server bitrate is thus E{RSSAS } = μU βE{BU }λSS . 4.2.2.3



Optimization of RAP and IJ



In SAS, two tunable parameters are present – the unicast startup RAP and the multicast join instant IJ . We would like to select (RAP∗ , IJ∗ ) to optimize both stream startup latency TSS and unicast duration TU . First, it is clear that TSS is optimal as long as (4.2) is met. In (4.3), BCAT is determined by RAP. The problem now becomes the selection of (RAP∗ , IJ∗ ) to minimize BU subject to the constraints: (RAP∗ , IJ∗ ) = argminBU (RAP,IJ )



subject to



(4.4)



TSS ≤ THBR , (TU + TC − TSS )RSRC ≤ BU .



It is possible to search in the feasible domain of (RAP, IJ ) the optimal parameters that minimizes BU . A good approximation to (4.4) is the following two-step formulation. First, select RAP∗ =



argmin



RAP:TSS ≤TCAT



BCAT .



Then, select IJ∗ = minIJ IJ



subject to



TSS ≤ THBR , (TU + TC − TSS )RSRC ≤ BU .



4.2.3



Peer-Assisted Startup (PAS)



PAS essentially combines PAR-CT with the SAS procedure of unicast rapid acquisition and unicast-to-multicast stream switching. The modeling and optimization of RAP and IJ presented in Section 4.2.2 applies to PAS, with the exception for the calculation of the block erasure coding delay TC . We will discuss the calculation of TC
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and the selection of a unique parameter in PAS – the number of peers M involved in a stream startup. Lastly, we will discuss the unicast server bitrate and the probability of peer-assisted startup failure. Block Erasure Coding Delay TC . Diﬀerent from SAS, in PAS, the erasure code applied should resist not only erasure bursts, but also peer departures. Assume we would like to apply an M-link block code that resists Z erasure bursts of maximum MAX and L peer departures. Applying an MDS code with redundancy μU duration TBURST



results in a worst-case decoding delay TCPAS−MDS =



MAX ZμU TBURST . M(μU − 1) − LμU



(4.5)



Selection of Helping Peer Number M. In PAR-CT of Section 3.1.2, we randomly select as many peers as possible from the co-multicast group CΩ\n of a peer to maximize the path diversity and minimize the impact of peer departures. In PAS, as the unicast stream is potentially very long, it is necessary to deterministically select a number of peers and send them the requests periodically. Besides (i) path diversity, the selection of assistance peer number M is also subject to the following considerations. (ii) M should not be too small, given the typical asymmetric bitrate of peer uplink and downlink. Speciﬁcally, to support the full rate of peer downlink, we  should select M ≥ RPD /RPU . (iii) The larger M is, the more source bits are modeled



as having the same deadline. In reality, since the video stream is sequential in nature, there is a penalty in decoding delay when sequential deadlines are considered parallel. Therefore, M should not be too large. Overall, an appropriate value of M should be selected to balance all three considerations. Unicast Server Bitrate. In PAS, if a new request for Multicast Session m arrives, ˜m . In the unicast server looks into Session m’s current receiver group Rm of size N = 1, i.e., each peer can handle at most one this analysis, for simplicity, assume κMAX n reservation at a time. Let φm be the number of peers currently reserved in Rm . If ˜m − φm < M, the request is handled by the unicast server, where the server sends N
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data of size μU βBU ; otherwise, the request is handled by M helping peers, where the CTL B . Here BCTL and BSRC are the data packet server sends control data of size μU B BSRC U



and control packet size, respectively. We would like to ﬁnd the distribution of φm . By Assumption 4. of Section 4.2.1, the request arrival processes of Multicast Session ˜ are mutually independent, each following a Poisson process of mean m, m = 1, ..., M ˜ )λSS . For each request, if M peers are reserved for duration arrival rate pZ (m; s, M TU , it can be shown that φm ˜ )λSS TU ) ∼ Poisson(pZ (m; s, M M ˜ are mutually independent. The overall expected unicast server and φm , m = 1, ..., M bitrate can be expressed as: E{RSPAS }



=



˜ M 



˜m − φm < M)μU βBU + E{1(N



m=1



˜m − φm ≥ M)μU 1(N



BCTL ˜ SS . BU }pZ (m; s, M)λ BSRC



(4.6)



Note that BU and TU are functions of the position of video at stream startup request, which is a random variable uniform over one RAP interval. The expectation on the right hand side of (4.6) is over both the video startup position and the request arrival process, which are assumed independent.



Probability of Startup Failure P (AF). For simplicity, we make the following assumptions. (i) Diﬀering from (3.6) for PAR, since PAS is reservation-based, assume the event that a peer is unresponsive to a request, ANR , is due to peer departure only. Thus P (ANR ) = γDEPT . (ii) The erasure decoding failure is due to peer departure only. (iii) The peer departures are independent. The probability of request failure for Multicast Session m can
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Figure 4.4: Analysis: startup latency TSS , unicast data size μU βBU and unicast duration TU as a function of the multicast stream’s relative position within a RAP interval when the receiver initiate a stream startup request, at e-factor e = 0.2, 0.3 and 0.4. β = 1. then be expressed as ˜m − φm ≥ M)} P (AF | MSm ) = E{1(N



M −L−1



b(k; M, 1 − P (ANR ))



k=0



where b(k; n, p) =



n k



pk (1 − p)n−k denotes the binomial distribution. The overall



probability of request failure is



P (AF ) =



˜ M 



˜ (AF | MSm ). pZ (m; s, M)P



m=1



4.2.4



Numerical Results



Based on our analysis, we present a set of numerical results that characterize the behavior of the stream startup schemes discussed. If not stated otherwise, the parameters used in obtaining the plots are selected from Table 4.2. We start with the simple scenario of a unicast server supporting a single receiver using SAS. The same result also applies to PAS, when the unicast is from the peer receivers. In Figure 4.4, we show under various e-factors, how the startup latency and



4.2. ANALYSIS



69



0.4



0.2



0 0.4



e=0.2 e=0.3 e=0.4 0.6



β



0.8



1



9



45



8



40



7



35



6



U



0.6



50



30



U



μ β B (Mb)



TSS (sec)



0.8



10



TU (sec)



1



55



25



4



20



3



15



2



10



1



5 0.4



0.6



β



0.8



1



5



0 0.4



0.6



β



0.8



1



Figure 4.5: Analysis: startup latency TSS , unicast data size μU βBU and unicast duration TU as a function of the transcoding compression ratio β, at e-factor e = 0.2, 0.3 and 0.4. The relative position within a RAP interval is 0.8.



unicast data size/duration vary as a function of the multicast stream’s relative position within a RAP interval when the receiver initiate a stream startup request. First, the startup latency TSS is independent of the initial position, as expected, indicating that the unicast-based stream startup mechanism is able to avoid the acquisition delay. The unicast data size/duration, however, vary signiﬁcantly with the initial position, which determines how much data the unicast needs to catch up. The variation is particularly prominent when the e-factor is small, when it takes a considerable amount of time for the unicast stream to catch up with the multicast stream. Also note that the unicast data size/duration is not linear with the relative position within the RAP interval; instead, a sawtooth pattern can be observed. The reason is that the optimization scheme selects a RAP that ensures that the unicast is bursted at full bitrate before the stream startup is completed; if the unicast catches up too soon, the unicast is forced to start from a RAP earlier than the immediate RAP. In Figure 4.5, we show how the startup latency and unicast data size/duration vary as a function of the transcoding compression ratio β. First, the startup latency TSS decreases linearly with decreasing β, due to the reduction of the video data size the decoder has to buﬀer. We then look at the unicast data size/duration. At the region where β is close to 1, the unicast data size/duration reduces superlinearly with
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Figure 4.6: Analysis: expected retransmission bitrate E{RS } as a function of (a) ˜. stream startup request arrival rate λSS , and (b) number of current peer receivers N M = 6.



β. As illustrated by the unicast data size, at e-factor e = 0.2, where β is reduced from 1 to 0.8, the data size is reduced from over 50 Mb to about 15 Mb. This eﬀect can be explained by the fact that reducing β is similar to increasing the e-factor, which could make the unicast catch up much faster with the multicast. However, note that reducing β further may lead the unicast server to start bursting from a RAP earlier than the immediate RAP (to avoid the delay of stream startup as we discussed above), thus increasing the unicast data size. In practice, we should always avoid selecting a β that is so low that it would lead to both a lower video quality and a larger unicast data size. Now we shift the attention to PAS. The most interesting quantity to examine is the unicast server bitrate E{RS } required. We examine it both as a function of λSS ˜ – the number of peer receivers that – the stream startup request arrival rate and N helps in peer-assisted stream startup, shown in Figure 4.6. In Figure 4.6 (a), as the request rate increases, E{RS } in SAS increases linearly. For PAS, however, initially E{RS } increases fairly slowly (mostly due to control traﬃc), until it reaches some saturation level when E{RS } starts increase linearly at the same rate as SAS. This is expected, since the stream startup request rate supported is limited by the number
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Parameter



Default Value



Range



˜ Nb. of current peer receivers N Nb. of requesting peer receivers ˜ Nb. of multicast sessions M Zipf distr. shape s Primary stream bitrate RSRC Video duration Peer-router delay Router-unicast server delay Req. pkt size BCTL Primary pkt size BSRC SLEP compression ratio β Retrans. server bitrate % e-factor e Multicast join delay TJ Decoder video buﬀer TB Unicast redundancy μU Multicast redundancy μM MAX Max. erasure burst dur. TBURST Nb. of assistance peers M RAP (GOP) interval



10 10 10 1 5 Mb/sec 300 frames 20 ms 0 ms 64 Bytes 1375 Bytes 1 70% 0.2 100 ms 500 ms 1.1 1.1 50 ms 3 1.1 sec



0∼20



240∼300 frames



0.5∼1 10%∼100% 0.2∼0.4



1.1, 1.2 1.1, 1.2 3, 6



Table 4.2: Simulation parameters. ˜ . As we increase N ˜ from 100 to 200, the supported request of current peer receivers N rate when saturated also increases. This claim is validated by Figure 4.6 (b), where ˜ eﬀectively reduces we observe that increasing the number of current peer receivers N the expected server rate E{RS }. However, when the request arrival rate λSS is high, the number of current peer receivers required to drive down the server rate has to be large. The numerical results for failure probability due to peer departures is qualitatively similar to Chapter 3, Figure 3.6, which we do not repeat here.



4.3



Simulation Results



We implement a simulation program in ns-2 and a modiﬁed H.264/AVC reference software JM version 13. Unlike the packet loss repair simulation in Chapter 3 where only unicast traﬃc is simulated, in fast stream startup both the multicast and unicast
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Figure 4.7: Simulated traces of video packets received by a peer, to demonstration the selection of multicast join time IJ that optimizes the unicast data size. μU = 1 and no decoding delay is involved. In this experiment, β = 1; receiver sends stream startup request at time 0.165. (a) demonstrates the case where optimization is applied; (b) demonstrates a simple strategy when the unicast terminates when it catches up with the multicast. In this illustration, no decoding delay is involved, otherwise the last unicast packet has to be received earlier. Abbreviations: MCast – multicast, UCast RS – unicast sent from the unicast server, UC Req – request for unicast stream startup, MC Join – send multicast join request. traﬃc are simulated. To simulate the operation of the PAS protocol, we consider a simpliﬁed setup where the peer receivers attached to the multicast router are divided into two groups – the current peers and the requesting peers. The current peers join the multicast session from time 0 and are prepared for responding to assistance requests. The requesting peers each send the unicast server a stream startup request at a random instant within a simulated interval. The primary simulation parameters are listed in Table 4.2.



4.3.1



Stream Startup Parameter Optimization



We ﬁrst give some intuition on how the optimization of parameters IJ and RAP works. Consider the simple case where the unicast server supports a single receiver and the downlink bandwidth is suﬃcient. We demonstrate the stream startup procedure in a
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Figure 4.8: Simulated traces of video packets received by a peer, to demonstration the selection of unicast startup RAP that optimize the startup delay. μU = 1 and no decoding delay is involved. In this experiment, β = 0.5; receiver joins at time 1.09. (a) demonstrates the case where optimization is applied; (b) demonstrates a simple strategy when the unicast terminates when it catches up with the multicast. Abbreviations: MCast – multicast, UCast RS – unicast sent from the unicast server, UC Req – request for unicast stream startup, MC Join – send multicast join request.



few traces of video packets received over time, shown in Figure 4.7 and Figure 4.8. In Figure 4.7 (a), the optimization scheme selects a multicast join instant IJ and lowers its unicast rate at the moment when the multicast traﬃc comes, in such a way that at the moment the unicast ends, the decoder is just about to play the last unicast packet (in this illustration, no decoding delay is involved, otherwise the last unicast packet has to be received earlier). This ensures that the unicast server sends the least amount of unicast data while not interrupting the playout. In contrast, in Figure 4.7 (b), when a simple strategy is implemented, i.e., the unicast terminates when it catches up with the multicast, the amount of unicast data is signiﬁcantly larger. Note that in this experiment, the playout delay is the same for both cases. In Figure 4.8 (a), we illustrate a scenario where the optimization scheme chooses to start the unicast stream at a RAP earlier than the immediate RAP, so that during the decoder buﬀering of video data, the unicast can be bursted at the full receiver downlink bitrate. In contrast, in Figure 4.8 (b), when the simple strategy mentioned
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Figure 4.9: Simulation: (a) Unicast data size/duration (mean and standard deviation) from the unicast server and the peers, as a function of the number of current peers. (b) CDF of server unicast data size/duration for SAS (i.e., analogous to that the number of current peers is 0), PAS with number of current peers 5 and 15. The number of requesting peers is 10.



above is used, the resulting instant of playout is delayed (refer to the distance between the starting point of the red and black curves).



4.3.2



Number of Multicast Receivers



We are interested in how PAS shifts the unicast traﬃc from the unicast server to the peers. In Figure 4.9 (a), we plot the mean and standard deviation of the unicast data size/duration, from both the unicast server and the peers, as a function of the number of current peers supporting PAS. Both the server unicast data size and duration decreases as we increase the number of current peers. This agrees well with the analytical result in Figure 4.6 (b). The current peers’ unicast data size/duration increases with the number of current peers. In Figure 4.9 (b), we also plot the CDFs of server unicast data size/duration for some selected numbers of current peers.
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Figure 4.10: Simulation: unicast server unicast data size/duration (mean and standard deviation) as a function of the stream startup request arrival rate λSS , for SAS, and PAS with number of current peers 10 and 20.



4.3.3



Eﬀect of Request Arrival Rate



In Section 4.2.4, we discussed the unicast server bitrate’s behavior as the stream startup request arrival rate λSS increases at diﬀerent numbers of current peers. In this section, we verify this behavior in terms of the unicast data size and duration of the unicast server, as shown in Figure 4.10. For the SAS case (i.e., analogous to that the number of current peers equals to 0), both unicast data size and duration increases linearly with the request rate. For PAS with number of current peers larger than 0, initially both the unicast data size and duration increases slowly, until it reaches a saturation level when they start increase linearly at the same rate as SAS. This agrees with the behavior predicted by the model.



4.3.4



Eﬀect of Video Transcoding



We examine the eﬀect of applying transcoding to the unicast video stream on the reduction of stream startup latency TSS and the unicast data size/duration. Figure 4.11 shows TSS and the server unicast data size/duration as a function of the transcoding
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Figure 4.11: Simulation: stream startup latency TSS and the unicast server unicast data size/duration (mean and standard deviation) as a function of the transcoding compression ratio β. The number of current peers and requesting peers are both 15. We set the unicast server bitrate to be 70% of the suﬃcient to introduce modest contention among the receivers. compression ratio β. First of all, TSS linearly decreases with decreasing β. This agrees with our observation from the analytical results in Figure 4.5. Second, at e = 0.2, the unicast data size and duration reduce signiﬁcantly when β reduces from 1 to 0.8, and then continue reducing with β. The unicast data size/duration reduction is less signiﬁcant when e is higher.



Chapter Conclusion In this chapter, the peer-assistance architecture has been applied to the fast stream startup problem.



After a description of the stream startup procedures and the



SAS/PAS protocols, we modeled and analyzed the protocols and discussed their parameter optimization. Lastly, we presented results of ns-2 simulations, and evaluated the performance in terms of server bitrate, channel change latency and unicast burst
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duration. We have veriﬁed the applicability of the peer-assistance architecture in aiding the fast startup of new video streams, as well as the beneﬁt of transcoding the unicast video stream for reducing the unicast server load and improving the system scalability.



Chapter 5 Low-Delay Burst Erasure Codes Erasure correcting coding plays an essential role in the peer-assistance architecture. To resist unexpected peer departures that may lead to repair failures, coding is applied across the repair packets sent from multiple peer receivers. To repair a long erasure burst, a hybrid scheme complementing multicast FEC with unicast parity packet retransmissions achieves great eﬃciency. When the hybrid erasure correcting scheme is further combined with robust video coding, the resulting SLEP/SLEPr is able to achieve improved resistance to erasure burst at a slight cost in video quality. Erasure correcting coding inevitably introduces decoding delay. In fast stream startup, a long decoding delay would contribute to the overall latency for starting a new stream, hence aﬀecting the user experience. In this chapter, we study how to design an erasure correcting code that explicitly takes into consideration the decoding delay constraint. In the peer-assistance architecture, a receiver is aided by its peers receiving the same multicast stream. This scenario can be modeled as a communication problem where a single sender transmits data over a set of parallel links to a single receiver, which also encompasses the single-link problem as a special case. We would like to design a parallel-link erasure correcting code to handle two types of network errors – link outages and packet erasure bursts. A link outage refers to the case where all packets transmitted over a link are lost, which could be the result of a peer departure. Packet erasure bursts may occur on multiple links. However, in designing the code, 78
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we make the assumption that no two erasure bursts occur in the same link within a coding block, similar to Assumption 6 of Section 3.3.1. We also restrict ourselves to the FEC case, as in fast stream startup, we assume that after the user initiates the request, all the unicast packets are forward transmitted. The primary question we would like to answer is: given a code rate and the error correction performance constraint, what is the fundamental lowest decoding delay achievable and how to construct a code to achieve it? After the formal problem statement in Section 5.1, we state the main theorem of this chapter in Section 5.2, which characterizes the fundamental design tradeoﬀ among the code rate, error correction performance and decoding delay for any Singletonbound-achieving parallel link codes. In Section 5.3, we describe the practical code constructions. We start with the single-link burst erasure codes, built on top of which we propose the parallel-link burst erasure code construction. The cases when the parallel links are heterogeneous in terms of capacity and link delay are discussed in Section 5.4. Lastly, in Section 5.5, we apply the constructed low-delay codes to the peer-assisted fast stream startup problem and demonstrate its performance gain. The notations used in this chapter are summarized in Table 5.1.



5.1



Problem Setup



An M-parallel-link network contains a sender node connected to a receiver node via M parallel links. We consider homogeneous links and assume each link has unit capacity, i.e., it can transmit one symbol within a unit time. For the time being, we also assume that the links are delay-free. The more general cases with heterogeneous capacity and link delay are discussed in Section 5.4. Multiple channel symbols can be transmitted over a link sequentially over time. The channel symbol can either be erased (denoted by symbol ) or passed to the receiver intact. Consider a length-N channel symbol block for each Link m, m = 1, ..., M. Denote by B ⊆ {(m, n) : m = 1, ..., M, n = 1, ..., N} an erasure pattern, i.e., the set of channel symbol positions where erasures occur. When x[m, n] is transmitted over the link, the received channel
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Notation s, x, y H(x) H(x | y) (m, n) a:b M N B B; {B} Z L T K Kn Q R ⊗  τ Em ; Em,n D; Dn C



Explanation Random variables in sans-serif letters Entropy of x Conditional entropy of x given y Symbol index within a coding block, m – link and n – time a, ..., b Number of parallel links Number of time slots within a coding block Number of symbols an erasure burst spans Erasure pattern; set of erasure patterns Number of erasure bursts within a coding block Number of link outages within a coding block Decoding delay (in number of symbols) Number of source symbols within a coding block Number of source symbols injected at time n Finite ﬁeld Rate of code Kronecker product Erasure symbol Link delay Encoding function for Link m; encoding function for Link m, time n Decoding function; decoding function for time n Code, C = ({Em }M m=1 , D)



Table 5.1: Notations used in Chapter 5.



symbol is y[m, n] =



⎧ ⎨,



(m, n) ∈ B



⎩x[m, n], otherwise.



We care about two types of practically relevant errors. If a link outage occurs, all the symbols transmitted over a link are erased. A B-burst is B consecutive symbol erasures on a link. In this thesis, we assume that within a coding block, at most one burst occurs in a link. We usually consider a set of erasure patterns {B}, for example, the set of all patterns with L link outages and Z B-bursts, each occurring on a separate link. A code C over an M-parallel-link network consists of a set of M encoding functions {Em }M m=1 and a decoding function D. The operation of the code is described as follows. Encoding. At time n, the source node observes a vector of source symbols S[n] =
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(s[1, n], ..., s[Kn , n])T ∈ QKn ×1 , where each source symbol is over ﬁnite ﬁeld Q, and Kn is the number of source symbols injected at time n.1 To encode the source symbols into channel symbols, for each Link m, m = 1, ..., M, we consider an encoding function K 2 Em : QK → QN that takes in a vector of K := N n=1 Kn source symbols S ∈ Q and maps them into a block of N channel symbols. The generated channel symbols Xm = Em (S) are then transmitted sequentially over the link. The rate of the code is deﬁned as: R :=



K symbols/unit time. N



(5.1)



The code is causal, if in the encoding function the current channel symbol is a function of the current and previous source symbols. That is, let Em = {Em,n }N n=1 , where Em,n is the encoding function for output symbol at time n, then x[m, n] = Em,n ({S[n ]}nn =1 ), m = 1, ..., M, n = 1, ..., N. If the code is linear, the encoding functions can be represented in matrix multiplication as Xm = Em (S) = S · Gm



(5.2)



where S ∈ Q1×K , Xm ∈ Q1×N and Gm ∈ QK×N . Decoding. At the sink, the decoding function D : {Q, }M ×N → QK takes in the received channels symbols {Ym }M m=1 , where Ym = (y[m, 1] ... y[m, N]), and maps S = S for every B ∈ {B}, we them into the reconstructed source symbols  S ∈ QK . If  say code C is feasible for correcting the set of erasure patterns {B}. Furthermore, each source symbol is subject to a decoding delay of T symbols. That is, let D = {Dn }N n=1 , where Dn is the decoding function that outputs the reconstructed source vector  S[n] ∈ QKn ×1 , then  S[n] = Dn ({y[m, n ]}m=1,...,M, n =1,...,n+T ), n = 1, ..., N. We then say the code is delay-T . The Singleton bound, in the context of erasure codes, requires that the number 1



In our setting, Kn varies over time. This is akin to the single-link (N, K) block code case, where Kn = 1 for n = 1, ..., K and Kn = 0 for n = K + 1, ..., N . Note that the source symbol rate can be smoothed out by packetizing symbols through diagonal interleaving [125]. 2 S and {S[n]}n=1,...,N are bijective, but the symbols could be re-ordered at the convenience of the algorithm description. See Section 5.3.2.1 for more details.
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of source symbols is no larger than the number of unerased symbols. For an Mparallel-link block code feasible for correcting L link outages and Z B-bursts, it means MN ≥ K + LN + ZB. If MN = K + LN + ZB, we refer to the code as Singleton-achieving.



5.2



Main Result



Our main result for the parallel-link burst erasure codes can be summarized in the following theorem: Theorem 1. It is possible to construct a delay-T rate-R Singleton-achieving Mparallel-link causal block erasure code feasible for L link outages and Z B-bursts, each occurring on a separate link, if ⎧ ⎨M − L − ZB , T +B R ≤ R∗ := ⎩M − L − Z,



T ≥ B,



(5.3)



T < B,



Conversely, if R > R∗ , no feasible code can be constructed. Proof. The achievability of the code is proven by construction in Section 5.3. The converse is proven in Appendix A.1. Theorem 1 assures the best rate that can be achieved for the case when the decoding of the source takes place either before (T < B) or after (T ≥ B) the end of a single burst. An alternative view of the theorem is by obtaining the expression for T from (5.3): ⎧  ⎨max  Z − 1, 1 B, R > M − L − Z, M −L−R T ≥ ⎩0, R ≤ M − L − Z,



(5.4)



which suggests that when R > M − L − Z, the lowest delay that can be achieved is T = B, which occurs when R = M − L − Z2 . The delay T cannot be reduced further when M − L − Z < R < M − L − Z2 . However, when R ≤ M − L − Z, we could have T = 0.
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Figure 5.1: Numerical comparison of the rate-delay bound for delay-optimal codes and MDS codes. In this plot, we ﬁx L = 2 and Z = 3.



When M = 1, Z = 1 and L = 0, (5.4) degenerates to 



R T ≥ max , 1 · B, 1−R



(5.5)



which is the single-link single-burst bound in [57]. As expected, in this case it is not possible to recover an erasure before delay B. However, note that the result in [57] applies only to the systematic codes (i.e., the ﬁrst K channel symbols are a replica of the K source symbols) whereas Theorem 1 applies to the more general causal codes. We plot in Figure 5.1 the rate-delay bound derived in Theorem 1 for a few parameters. The result is benchmarked against the bound for codes that use symbols within delay T from diﬀerent links forming a long coding block, and apply a K × (MN) generator matrix for MDS codes (for example, Reed-Solomon code). We observe that the bounds are the same at T < B. At T ≥ B, the delay-optimal bound has higher rate than the bound for MDS codes, with the largest gain in low-rate region. The gain diminishes as rate



R M



T B



becomes large. Furthermore, codes of larger M have a higher per-link



than codes of smaller M. This is expected, as path diversity introduces more
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robustness to error, in turn improves coding eﬃciency. It is interesting to note that each rate-delay curve has a discontinuity at T = B. In other words, for a rate R within a certain range of values, the best delay T achievable is lower-bounded by the burst length B. To get some intuition on why this is the case, ﬁrst consider the single-link single-burst case with bound (5.5), where T is bounded by B regardless of the rate R, because if the burst occurs from the beginning of a block, no information can be received before the burst ends. In the case M > 1, as we will show in the converse (see Appendix A.1), the only way that T can be lower than B is to form coding blocks across the links (but not over time) at a low rate R, which will incur T = 0.



5.3



Code Construction



We consider the achievability part of Theorem 1 by constructing codes to meet the rate-delay bound in (5.4). We start with the single-link burst erasure codes, and then describe the proposed parallel-link burst erasure codes built on top of it.



5.3.1



Single-Link Burst Erasure Code



For single-link block codes (M = 1) that correct one B-burst with delay T , it is suﬃcient to use a (T, T − B) cyclic code over ﬁnite ﬁeld Q, with generator matrix 



 GC =



(5.6)



IT −B P(T −B)×B



where IM ∈ QM ×M denotes M × M identity matrix and P(T −B)×B ∈ Q(T −B)×B is the parity sub-matrix. Martinian et al. [57, 125, 124] propose a construction of (T +B, T ) code with the same delay and burst correction performance, but of better rate, having 



the form: GD =



IT



IB P(T −B)×B



 (5.7)



where P(T −B)×B is the same as in (5.6). An intuition behind this construction is that since it does not correct wrap-around bursts, the rate can be improved. Clearly, the
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proposed code construction achieves the rate-delay-burst bound in (5.5).



5.3.2



Parallel-Link Burst Erasure Code



The parallel-link burst erasure code we propose utilizes the single-link burst erasure code as a building block. It also has some similarity with product codes, which is a special class of concatenated codes [133]. 5.3.2.1



Encoding



Proposition 2 (Encoding). The encoding matrices Gm , m = 1, ..., M, of a delay-T rate-R∗ (as in (5.3)) Singleton-achieving M-parallel-link causal linear block erasure code feasible for L link outages and Z B-bursts, each occurs on a separate link, can be constructed as follows. First select a ﬁeld size q m such that a (T, T − B) cyclic code, an (M, M −L) MDS code and an (M, M −L−Z) MDS code can be constructed in the ﬁnite ﬁeld Q = GF(q m ). Create a systematic (T, T − B) cyclic code with generator matrix GC and the corresponding single-link inner code generator matrix GD (as in (5.7)). Create an (M, M − L) MDS outer code with generator matrix U ∈ Q(M −L)×M and an (M, M − L − Z) MDS outer code with generator matrix V ∈ Q(M −L−Z)×M . Create a generator matrix G ∈ Q[(M −L)T +(M −L−Z)B]×[(T +B)M ] as  G=



G



U



GL







⎛ := ⎝



⎞



U ⊗ GD   ⎠ V ⊗ 0B×T IB



where ⊗ denotes Kronecker product, 0B×T ∈ QB×T is an all-0 matrix and IB ∈ QB×B is an identity matrix. GU ∈ Q[(M −L)T ]×[(T +B)M ] and GL ∈ Q[(M −L−Z)B]×[(T +B)M ] are the upper and lower part of G, respectively. Divide G into M equal-size sub  and use Gm ∈ Q[(M −L)T +(M −L−Z)B]×[T +B] matrices, i.e., G = G1 G2 ... GM as the generator matrix for link m, m = 1, ..., M. Let the source vector (as in (5.2)) be S =: (s1 s2 ... sK ). S[n], the source symbols injected at time n, is speciﬁed in (5.8). Example. To construct a 4-parallel-link code that corrects one link outage and two
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 −L T ({s(i−1)T +n }M n = 1, ..., T i=1 ) , S[n] = M −L−Z T ({s(M −L−1)T +(i−1)B+n }i=1 ) , n = T + 1, ..., T + B.



⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝



1 0 0 0 0 0 0 0 0 0 0



0 1 0 0 0 0 0 0 0 0 0



0 0 1 0 0 0 0 0 0 0 0



1 0 1 0 0 0 0 0 0 1 0



0 1 1 0 0 0 0 0 0 0 1



0 0 0 1 0 0 0 0 0 0 0



0 0 0 0 1 0 0 0 0 0 0



0 0 0 0 0 1 0 0 0 0 0



0 0 0 1 0 1 0 0 0 1 0



0 0 0 0 1 1 0 0 0 0 1



0 0 0 0 0 0 1 0 0 0 0



0 0 0 0 0 0 0 1 0 0 0



0 0 0 0 0 0 0 0 1 0 0



0 0 0 0 0 0 1 0 1 1 0



0 0 0 0 0 0 0 1 1 0 1



1 0 0 1 0 0 1 0 0 0 0



0 1 0 0 1 0 0 1 0 0 0



0 0 1 0 0 1 0 0 1 0 0



1 0 1 1 0 1 1 0 1 1 0



0 1 1 0 1 1 0 1 1 0 1



(5.8)



⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠



(5.9)



2-bursts with delay 3, we choose a (5, 3) single-burst block erasure code in GF(2) with generator matrix GD as



⎛



⎞



1 0 0 1 0 ⎟ ⎜ ⎟ GD = ⎜ ⎝ 0 1 0 0 1 ⎠, 0 0 1 1 1 a (4, 3) MDS code in GF(2) with generator matrix ⎛



⎞



1 0 0 1 ⎜ ⎟ ⎜ U =⎝ 0 1 0 1 ⎟ ⎠ 0 0 1 1 and a (4, 1) MDS code in GF(2) with generator matrix V = (1 1 1 1) . G = (G1 G2 G3 G4 ) is then constructed as in (5.9). Let S = (s1 s2 ... s11 ). The source symbols injected at time 1 to 5 is speciﬁed as S[1] = (s1 s4 s7 )T , S[2] = (s2 s5 s8 )T , S[3] = (s3 s6 s9 )T , S[4] = (s10 )T and S[5] = (s11 )T . The constructed generator matrix G consists of two parts. The upper part GU



5.3. CODE CONSTRUCTION



87



uses the single-link code GD as the inner code at each link, and is further coded by an outer code U of rate



M −L M



applied across the links to resist up to L link outages. The



upper part GL , if used alone, provides resistance to up to one B-burst at each link and up to L link outages. Given that the B-bursts occur only in Z links, the lower part GL inserts additional source symbols. The inserted source symbols (corresponding to the IB part) share the channel symbols with the parity part of GD . Since they have to resist both L link outages and Z bursts, they are coded by the outer code V of rate



M −L−Z . M



One can verify that the constructed code is causal by observing the source symbols S[n] injected at each time n and the corresponding coeﬃcients in Gm , m = 1, ..., M. One can also verify that the constructed code has rate R = M − L −



ZB B+T



. As



a special case, when T < B, (5.3) suggests that we rather consider codes with R = M −L−Z, which would give us T = 0. In this case, the generator matrix degenerates to G = V ⊗ IN , i.e., the source symbols are coded via generator matrix V and then interleaved by N. For the single-link code with M = 1, L = 0 and Z = 1, G simply degenerates to GD . For codes that only correct link outages, i.e., Z = 0 (or equivalently, B = 0), the generator matrix degenerates to G = U ⊗ IN . In a slight modiﬁcation to this construction, we can also construct an burstcorrection-only (M − L)-link code correcting Z B-bursts as the inner code and an (M, M − L) MDS outer code across the links. This concatenated construction, after simpliﬁcation, gives a generator matrix very similar (but not identical) to the one in Proposition 2. This type of construction often requires a larger ﬁeld size Q, but is useful when extending the parallel-link code to single-source multicast networks.



5.3.2.2



Decoding



Deﬁne L as the set of link outages and B the set of links where erasure bursts occur. Divide the source vector into S = ( A1 ... AM −L B1 ... BM −L−Z )
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where Ai ∈ Q1×T and Bi ∈ Q1×B are the sub-vectors corresponding to GU and GL , respectively. Denote by EGD : QT → QT +B the encoding function of the single-link code with generator matrix GD , and DGD : {Q, }T +B → QT ×QT +B the corresponding decoding function that outputs the source symbol vector and the clean channel symbol vector. The encoding and decoding functions for U and V are deﬁned similarly. Proposition 3 (Decoding). The M-parallel-link causal linear block erasure code described in Proposition 2 can be decoded in the following steps: • For each link m ∈ / L







B , mark the last B symbols of Ym as erased and perform



L decoding (Cm , XU m ) = DGD (Ym ). Compute the diﬀerence Xm  L B where XLm corresponds to the information encoded by



= Ym − XU / m, m ∈ GL .



 i }M −L−S , {XL }M ) = DV ({XL }m∈ • Perform decoding ({B / L ∪B ). Compute the m m=1 m i=1 U U diﬀerence Ym = Ym − XLm , m ∈ B where Ym corresponds to the information



encoded by GU (but still corrupted by the bursts). U • Perform decoding (Cm , XU m ) = DGD (Ym ), m ∈ B .



 i }M −L , {XU }M ) = DU ({XU }m∈ • Perform decoding ({A / L ). m m=1 m i=1  M −L B  M −L−Z ).  1 ... A  1 ... B • Output  S=( A Example. Consider the 4-parallel-link code example correcting one link outage and two 2-bursts with delay 3, described in Section 5.3.2.1. Assume Link 1 is lost (i.e., L = {1}), Link 2 has y[2, 1], y[2, 2] erased, and Link 3 has y[3, 2], y[3, 3] erased (thus B = {2, 3}). To decode, start with decoding channel symbols on Link 4. Mark y[4, 4], y[4, 5] as erased (since they are “corrupted” by the last two source symbols) and perform decoding to recover XU 4 . Note that since the code is linear, if we linearly combine three codewords, the resulting sum is still a codeword, thus the decoding can be performed successfully. After that, we recover XL4 = Y4 − XU 4 and perform decoding on XL4 , which allows us to completely recover the source information corresponding to the lower part GL . After removing these information, we are left with Y2U and Y3U , U and then we can proceed to recover XU 2 , X3 and the corresponding source information
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within delay constraint. Finally, performing decoding across the links, we recover XU 1 and the corresponding source information.



5.3.3



Complexity



We discuss a few issues related to the computational complexity of the constructed parallel link code.



5.3.3.1



Finite Field Size



Small ﬁnite ﬁeld size is generally desirable for the complexity of ﬁnite ﬁeld arithmetic. Proposition 2 suggests that the required ﬁeld size q m should meet the need for (i) a (T, T − B) cyclic code, (ii) an (M, M − L) MDS code and (iii) an (M, M − L − Z) MDS code. It is suﬃcient to use (shortened) Reed-Solomon codes in all three cases. Since Reed-Solomon code must satisfy n ≤ q m − 1 where n is the coding block length, it is suﬃcient to use a ﬁeld size q m = q · max(T, M). For the example of constructing a 4-parallel-link code that corrects one link outage and two 2-bursts with delay 3, a suﬃcient ﬁeld size is q m = 22 . Note that the example in Section 5.3.2.1 uses ﬁeld size 2, since a Hamming code and a repetition code are used instead of a Reed-Solomon code, both requiring smaller ﬁeld size.



5.3.3.2



Encoding Complexity



Since the code is linear, the encoding can be represented in matrix multiplication. Generally, the encoding complexity is in the order of O(K · N), where K = (M − L)T + (M − L − Z)B and N = (T + B)M. Note that the generator matrix G can be very sparse in our construction.
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5.3.3.3



Decoding Complexity



The decoding complexity mainly involves the decoding of (i) a (T, T − B) cyclic code, (ii) an (M, M − L) MDS code and (iii) an (M, M − L − Z) MDS code. If in all three cases, the Reed-Solomon codes and a Fast-Fourier-Transform-like decoding scheme are used, the decoding complexity for each block is in O(n log n), where n is the coding block length.



5.4



Extension to Heterogeneous Parallel Links



In this section, we extend our results to the more general cases involving heterogeneous link capacity and delay.



5.4.1



Parallel Links with Heterogeneous Capacity



In Section 5.1, we model the parallel links as having unit capacity, i.e., each link can transmit one symbol within a unit time. It is not hard to generalize this to parallel links with heterogeneous capacity. First, if the capacity is a fractional number, we can always approximate it well with an integer when choosing the time unit suﬃciently small. Therefore, we can focus on the integer case. We can model a link with capacity cm , where cm > 1 is an integer, as cm parallel links each with unit capacity. The delay penalty associated with this conversion is at most one symbol duration. To see this, consider that within a unit symbol duration, a link with capacity cm can send cm symbols sequentially. The ﬁrst symbol will ﬁnish the transmission after 1/cm . If, however, the cm symbols are sent in parallel over cm unit-capacity links, each symbol will ﬁnish the transmission after 1. Therefore, the worst delay penalty is 1 − 1/cm ≤ 1. If we further assume the worst case that the link outages and burst erasures occur on the links with highest capacities, then the following proposition characterizes the performance when a unit-capacity parallel-link code is applied to the heterogeneouscapacity parallel links:



5.4. EXTENSION TO HETEROGENEOUS PARALLEL LINKS



91



Proposition 4. For M parallel links, each with capacity cm ∈ N, m = 1, ..., M arranged in descending order, to correct L link outages and Z B-bursts with decoding delay T , each occurring on a separate link, it is suﬃcient to apply a Singleton-achieving ( M m=1 cm )-parallel-link causal block erasure code with decoding delay T − 1, feasible for Lm=1 cm link outages and L+Z m=L+1 cm B-bursts.



5.4.2



Parallel Links with Heterogeneous Link Delay



Previously we assume that the links are delay-free. We would like to generalize the results developed in Section 5.2 to parallel links where each link has a potentially diﬀerent delay. Consider the problem setup similar to Section 5.1, except that for the M parallel links, each introduces a delay of τm symbols, m = 1, ..., M, that is, the received channel symbol y[m, n] is related to the transmitted channel symbol x[m, n] as:



y[m, n + τm ] =



⎧ ⎨,



(m, n) ∈ B



⎩x[m, n], otherwise.



It is not hard to justify that the following strategy will work: we simply encode the source symbols using the same code construction in Section 5.3. At the decoder, we wait the longest τm until all symbols needed for performing the current decoding arrive, i.e., we recover S[n] at time n + T + maxm τm , n = 1, ..., N. The question is, can we do better than this strategy? Unfortunately, the following result shows that this is not possible. Theorem 5. For M parallel links, each with link delay τm , m = 1, ..., M, it is possible to construct a rate-R Singleton-achieving M-parallel-link causal block erasure code with decoding delay T  = T + maxM m=1 τm , feasible for L link outages and Z B-bursts, each occurring on a separate link, if ⎧ ⎨M − L − ZB , T +B ∗ R ≤ R := ⎩M − L − Z,



T ≥B T < B,



(5.10)
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Conversely, if R > R∗ , no feasible code can be constructed. Proof. Achievability: encode the source symbols using the generator matrix G in Proposition 2. At time n + T  , n = 1, ..., N, the decoder collects {y[m, n ] : n = τm + 1, ..., τm + n + T, m = 1, ..., M} and apply decoding as in Proposition 3 to  reconstruct S[n]. A proof of the converse is outlined in Appendix A.2. This result shows that in order to achieve low decoding delay over parallel links, the variation of link delay should be made as low as possible.



5.5



Application to Fast Stream Startup



In this section, we apply the constructed parallel-link burst erasure code to the peerassisted fast stream startup system discussed in Chapter 4 and show that it can eﬀectively help reduce the overall startup latency. In Section 4.2.3, we have shown that if an MDS code is applied, the resulting decoding delay can be expressed in (4.5). If a low-delay block erasure code is applied, by (5.4), the decoding delay can be expressed as



TCPAS−LD



=



⎧   ZμU MAX ⎨max − 1, 1 TBURST , μU < M (μU −1)−LμU ⎩0,



μU ≥



M M −L−Z M . M −L−Z



We illustrate the performance of both the MDS code and the low-delay code using the ns-2 simulation program discussed in Section 4.3. Assume that the erasure burst duration follows an exponential distribution with mean 16 ms. We examine the cases that the target maximum burst duration correctable is set to 50 ms and 100 ms, which correspond to the 99.8% and 99.99% percentile of the distribution, respectively. In Figure 4.11, we have shown that decreasing β helps reduce the startup latency, as transcoding helps reduce the decoder buﬀering data size. We would like to show how much gain could low-delay coding achieve on top of transcoding. In Figure 5.2, we plot the CDFs of the startup latency TSS under various combinations of transcoding (β = 0.5) / no transcoding (β = 1) and MDS code / low-delay code. It can be
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Figure 5.2: Simulation: CDFs of stream startup latency TSS under proposed transcoding and erasure correcting coding schemes. Both maximum burst durations of 50 ms and 100 ms are examined. Abbreviation: LD – low-delay codes, MDS – maximum distance separable codes. β is the transcoding compression ratio. observed that low-delay coding could achieve additional delay reduction on top of transcoding. The largest reduction is achieved when transcoding is combined with low-delay coding. Furthermore, the longer the burst duration to be corrected, the more saving the low-delay code could achieve.



Chapter Conclusion In this chapter, we have studied the design of an erasure correcting code for the peerassistance architecture that explicitly takes into consideration the decoding delay constraint. After a formal problem statement, we presented the main theorem that characterizes the fundamental design tradeoﬀ among the code rate, error correction performance and decoding delay for any Singleton-bound-achieving parallel link codes. We then described the practical code construction of the parallel-link burst erasure code. The cases when the parallel links are heterogeneous in terms of capacity and link delay were also discussed. Lastly, we applied the constructed low-delay codes
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to the peer-assisted fast stream startup problem and demonstrated its performance gain. Through this chapter, we have demonstrated the feasibility of designing a code with an aim beyond the conventional error correction performance.



Chapter 6 Distortion-Drift-Aware Video Transcoding In previous chapters, we have demonstrated that video transcoding can greatly enhance our system performance via reducing the stream bitrate. In Chapter 3, when video transcoding is integrated with erasure correcting coding, the resulting sourceaware error protection scheme SLEP/SLEPr achieves improved robustness to bursty packet loss and overcomes the peer downlink bottleneck issue. In Chapter 4, we have shown that video transcoding is especially helpful in improving the scalability of the system for fast stream startup, since even moderate transcoding of the video could lead to a tremendous reduction of the unicast data volume. In the proposed peer-assistance architecture, video transcoding needs to be performed in-network at the multicast peer receivers, where it is often desirable to use a scheme with low complexity. One of the approaches is to use open-loop transcoding by requantizing the motion-compensated transform coeﬃcients while preserving other control information (refer to Section 2.2.3 for more discussions). A known drawback of this scheme is the requantization distortion drift problem; that is, the distortion caused by requantization in a frame would propagate over many predicted frames until the end of a GOP, potentially leading to visible artifacts. In our applications of packet loss repair and fast stream startup, this problem is relatively minor, since the transcoded video is only displayed transiently. Nevertheless, we would like to 95
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minimize its impact on the video visual quality. In this chapter, we propose to use an optimization framework to mitigate the impact of transcoding on the received video quality. We ﬁrst develop an analytical model to quantitatively capture the transcoding distortion drift eﬀect in a video sequence. We then optimize the received video quality based on selecting appropriate QPs of the quantizer for individual frames to minimize the modeled distortion. This distortion-drift-aware transcoding framework is proven useful for both packet loss repair and fast stream startup. In this chapter, we will demonstrate its eﬀectiveness in the transcoded-to-primary stream switching problem in fast stream startup. In Section 6.1, we introduce a simpliﬁed model for the open-loop requantizationbased transcoder, based on which we analyze the requantization error process in Section 6.2. In Section 6.3, we formulate the optimization problem for transcoded-toprimary stream switching, and show simulation results to demonstrate its eﬀectiveness in improving the video quality. Lastly, we test the distortion-drift-aware transcoding framework in the peer-assisted fast stream startup system. Throughout this chapter, when the received video quality is evaluated, we use a setup similar to that in Chapter 3. The results are based on six 4CIF (i.e., having a spatial resolution 704×576) sequences of diverse rate-distortion characteristics – Soccer, Ice, City, Harbour, Crew and Spincal. The sequences are encoded at 30 frames per second with an H.264/AVC JM encoder at QP 25 for I/P frames and 27 for B frames. The GOP structure is chosen to be IBBBP and the GOP size is 33. Table 6.1 summarizes the notations used in this chapter.



6.1



Problem Model



In the open-loop requantization-based transcoding architecture, the transcoder requantizes the motion-compensated transform coeﬃcients while preserving the coding modes, motion estimation information and GOP structure. The block diagram of the video encoder (with embedded decoder) and the transcoder is shown in Figure 6.1.



6.1. PROBLEM MODEL



Notation x, v, q E{·} f (·) τ (·) i n [i−/+ (m), n−/+ (m)] −/+ μn x  x  x v  v  vT q qT σ02 [n] 2 σT [n] 2 σEE [n] 2 ΔσT [n] (Dn , Rn , θn ) (A)+ α[m, n] βn ; γn ΦPT N M
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Explanation Random variables in sans-serif letters Expectation of a random variable Spatial loop ﬁlter Motion-compensation operator Space index i = (ix , iy ) Time index Position [i, n]’s mth-order backward/forward recursive reference Backward/forward prediction coeﬃcients for a B-frame n Video signal Encoder local reconstruction of x Decoder local reconstruction of x Prediction error signal Quantized prediction error signal Requantized prediction error signal Quantization error signal Requantization error signal Quantization distortion in primary video Frame n Quantization distortion in transcoded video Frame n End-to-end distortion in decoder reconstruction Frame n 2 2 ΔσT [n] := σT [n] − σ02 [n] Parameters of rate-distortion model [168] (A)+ := max(A, 0) Power transfer factor after m steps for a process starting from Frame n Model parameters associated with α[m, n] Power transfer matrix Number of frames in a GOP Stream switching point within a GOP



Table 6.1: Notations used in Chapter 6. The encoder structure represents a typical hybrid predictive-transform video coding architecture. After receiving the encoded video, the transcoder performs entropy decoding to reconstruct the quantized transform coeﬃcients, followed by dequantization. It then uses a coarser quantizer to requantize the coeﬃcients, followed by entropy re-encoding.1 The control data and motion data are kept intact in the transcoded stream. This transcoder saves the complexity of both the motion estimation and the closed-loop motion compensation operations. 1



If intra-frame prediction is invoked (e.g., in H.264/AVC), the transcoder must also invert the transform coding and the intra-frame prediction before applying requantization, in order to prevent catastrophic distortion propagation within the same frame. But since the complexity of intraframe prediction is much lower than inter-frame motion compensation, such operations are assumed aﬀordable.
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Figure 6.1: Block diagram of the video encoder (with embedded decoder) and the open-loop requantization-based transcoder.



Consider a simpliﬁed codec structure used for analysis, shown in Figure 6.2, where the transform coding and entropy coding blocks are omitted since they can be considered lossless. The video signal x[i, n] is discrete in two-dimensional space i = (ix , iy ) and time n. The codec includes a spatial loop ﬁlter f (·) such that f (x[i, n]) := f [i] ∗ x[i, n], where the impulse response f [i] represents eﬀects like sub-pel interpolation, and a motion-compensation operator τ (·), which involves spatial and temporal shifting. Note that τ (·) is time- and space-variant and should be indexed as τi,n (·), but for convenience, we omit the subscript. For intra-coded frames (I-frames), uni-directionally predicted frames (P-frames) and bi-directionally predicted frames (B-frames), respectively: τ (x[i, n]) = 0,



(6.1)



τ (x[i, n]) = x[i− , n− ],



(6.2)



− − + + + τ (x[i, n]) = μ− n · x[i , n ] + μn · x[i , n ],



(6.3)



where n− and n+ are Frame n’s backward and forward reference frame, respectively, each associated with a motion vector (i, i− ) and (i, i+ ). For a B-frame n, μ− n ≥ 0 and μ+ n ≥ 0 are the backward and forward prediction coeﬃcients, respectively. Note that (6.3) is a simpliﬁcation of the more general case where the forward and backward predictions are independent, each involving a diﬀerent interpolation (or ﬁltering) operation.
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Figure 6.2: Simpliﬁed codec structure for analysis. The encoder, transcoder and decoder are modeled as follows. • Encoder. The input video signal x is fed into the encoder. x is predicted by some ﬁltered and motion-compensated reference based on the encoder local reconstruction x. The prediction error signal v is quantized to  v. Denote by q the additive quantization error, which is modeled as zero-mean. We send  v to the transcoder.  v is also used for the local reconstruction of  x. The quantities at the encoder can be related as: x[i, n] = f (τ ( x[i, n])) + v[i, n],



(6.4)



 v[i, n] = v[i, n] + q[i, n],



(6.5)



x[i, n] = f (τ ( x[i, n])) +  v[i, n].



(6.6)



• Transcoder. The transcoder coarsely requantizes  v to  vT , with qT denoting the zero-mean additive requantization error:  vT [i, n] =  v[i, n] + qT [i, n].



(6.7)



We send  vT to the decoder. • Decoder. At the decoder, we generate the reconstruction based on the received
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 vT and the locally available reference x:  x[i, n] = f (τ ( x[i, n])) +  vT [i, n].



(6.8)



We are primarily interested in (i) σ02 [n] – quantization distortion in the primary video Frame n, (ii) σT2 [n] – quantization distortion (due to both primary quantization and 2 [n] – end-to-end disrequantization) in the transcoded video Frame n, and (iii) σEE



tortion in the decoder reconstruction Frame n, respectively deﬁned as: σ02 [n] := E{q[i, n]2 }, σT2 [n] := E{(q[i, n] + qT [i, n])2 }, 2 [n] := E{( x[i, n] − x[i, n])2 }, σEE



(6.9) (6.10) (6.11)



where E{·} denotes expectation. Throughout our analysis, we make two uncorrelatedness approximations: (i) The primary quantization error q and the requantization error qT in any frames are uncorrelated, i.e., E{q[i, n] · qT [j, m]} = 0, ∀i, j, n, m.



(6.12)



This approximation will be further discussed in Section 6.2.1.1. (ii) The requantization errors are spatially and temporally uncorrelated, i.e., E{qT [i, n] · qT [j, m]} = 0, ∀i = j, or n = m.



6.2



(6.13)



Analysis of Transcoding Error Process



2 The main objective of this analysis is to model the end-to-end distortion {σEE [n]}N n=1



for a GOP of N frames as a function of their frame sizes {RT [n]}N n=1 . In Section 6.2.1, through analysis of the intra-frame requantization error, we relate the transcoded frame size RT [n] to the quantization distortions σ02 [n] and σT2 [n]. In Section 6.2.2, 2 [n] to σ02 [n] and through analysis of the inter-frame requantization error, we relate σEE



σT2 [n].



6.2. ANALYSIS OF TRANSCODING ERROR PROCESS



101



Note that the transcoded frame size RT [n] can be associated with the the transcoding compression ratio β in Chapter 4 (and the SLEP compression ratio β in Chapter 3), by deﬁning



RT [n] , β := n n R0 [n]



where R0 [n] is the data size of Frame n when it is not transcoded.



6.2.1



Intra-Frame Requantization Distortion



By (6.9) (6.10) and the uncorrelatedness approximation (6.12), we have: E{qT [i, n]2 } = σT2 [n] − σ02 [n] =: ΔσT2 [n],



(6.14)



i.e., for each Frame n, the power of the requantization error can be computed as the diﬀerence between the distortion of the transcoded frame and that of the primary frame, denoted by ΔσT2 [n]. It is suggested in (6.14) that to compute the power of the requantization error, we need to ﬁnd both σ02 [n] and σT2 [n]. σ02 [n] can be obtained during primary video encoding. The way we obtain σT2 [n] is by establishing a rate-distortion model via measuring a few values at diﬀerent frame sizes RT [n] (by transcoding the current Frame n while keeping other frames intact, followed by decoding of Frame n) and ﬁtting them with a parametric model. Additionally, we also want to model the quantization parameter QPT [n] that achieves σT2 [n].



6.2.1.1



Rate-Distortion Model



The rate-distortion characteristic of a transcoded frame depends on diﬀerent factors, including the video content, the frame type (I, P or B-frame) and the QP used for encoding the primary video. Following [168, 145], we use a parametric model: σT2 [n] = Dn +



θn , RT [n] > (Rn )+ RT [n] − Rn



(6.15)



102



CHAPTER 6. DISTORTION-DRIFT-AWARE VIDEO TRANSCODING



where (A)+ := max(A, 0) and θn > 0, Dn , Rn are the three model parameters to be determined by trials of transcoding and decoding of Frame n. Figure 6.3 shows the simulated results and the ﬁtted models of the MSE versus frame size for the ﬁrst 15 frames of Soccer, encoded using IBBBP structure. We can see that most of the points can be modeled by the parametric form (6.15), except for the points in P and B frames with ΔQP of about 2 ∼ 8 (the primary video is encoded with QP 25, and ΔQP is the diﬀerence between the transcoding QP and primary video QP), which lie far from the rate-distortion convex hull, implying additional distortion penalty associated with requantization. In the transcoding process, we would like to avoid these operating points, since they give ineﬃcient marginal return on the improvement of the video quality. This requantization penalty indicates that the uncorrelatedness approximation (6.12) is not always valid. More precisely, when the quantization and requantization stepsizes are close, the associated errors cannot be well approximated as being uncorrelated. We are primarily interested in operating in the range where the approximation is valid. In Appendix B, a more detailed explanation of the requantization penalty is provided.



6.2.1.2



QP-PSNR Model



Next, we would like to relate the QP used in quantization to the distortion. In H.264/AVC, each increment of six in the QP doubles the quantization stepsize Δ [122], i.e., Δ = A · 2QP/6 , where A is a constant. Furthermore, the distortion σT2 [n] is quadratic with the stepsize. It is thus clear that the frame peak signal-to-noise ratio (PSNR), deﬁned as  PSNRT [n] := 10 · log10



2 σMAX σT2 [n]



,
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Figure 6.3: Frame MSE after transcoding versus frame size for the ﬁrst 15 frames of Soccer, encoded using IBBBP structure. The model is ﬁtted using 4 out of the 23 simulation points (the points lying oﬀ the convex hull are avoided). The triangle represents the operating point of the primary video (QP 25).
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Figure 6.4: Frame PSNR after transcoding versus the transcoding QP for the ﬁrst 15 frames of Soccer, encoded using IBBBP structure. The model is ﬁtted using 4 out of the 23 simulation points (except those with QP diﬀerence between primary quantization and requantization equal to 0 and 1). The triangle represents the operating point of the primary video.
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where σMAX is 255 for 8-bit depth, is aﬃne with QPT [n]. Therefore, we can model the relationship between PSNRT [n] and QPT [n] as: PSNRT [n] = an + bn · QPT [n]



(6.16)



where an > 0 and bn < 0 are to be determined by trials of transcoding and decoding of Frame n. Figure 6.4 shows the simulation results and the ﬁtted models of the PSNR versus QP for the ﬁrst 15 frames of Soccer, encoded using IBBBP structure. We can see that most of the operating points can be explained by the model, except in B and P frames when the QP diﬀerence between the primary quantization and requantization is 0 and 1. These are the cases when the additional requantization error is small (or zero when the QP diﬀerence is 0). In our model, we use (6.16) for the QP diﬀerence > 1 cases, and directly use the measured PSNR for the cases when the QP diﬀerence equals 0 and 1.



6.2.2



Inter-Frame Requantization Drift



Having considered the requantization distortion occurring within each frame, we now shift the focus to the propagation of the distortion across frames due to the drift between encoder and decoder. First consider iteratively expressing the error between the reconstructed value at the encoder x and that at the decoder  x in terms of qT [i, n]:  x[i, n] − x[i, n] = qT [i, n] + f (τ ( x[i, n] − x[i, n]))



(6.17)



= qT [i, n] + f ◦ τ (qT [i, n]) + f ◦ τ ◦ f ◦ τ ( x[i, n] −  x[i, n])



(6.18)



= ... n  (f ◦ τ ◦)m qT [i, n] =



(6.19)



m=0



where ◦ denotes the composition of functions (i.e., f ◦g(·) := f (g(·))) and (f ◦ τ ◦)m (·)
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denotes recursively composing spatial ﬁltering f (·) and motion compensation τ (·) m times. (6.17) follows (6.6), (6.7) and (6.8); both (6.17) and (6.18) use the linearity of f (·) and τ (·). The end-to-end distortion for any Frame n can then be expressed as: 2 [n] = E{(( x[i, n] −  x[i, n]) + ( x[i, n] − x[i, n]))2 } σEE n  (f ◦ τ ◦)m qT [i, n] + q[i, n])2 } = E{(



= E{(



m=0 n 



(f ◦ τ ◦)m qT [i, n])2 } + E{q[i, n]2 }



(6.20)



m=0



where (6.20) follows the uncorrelatedness approximation (6.12) and the linearity of f (·) and τ (·). Since τ (·) for diﬀerent types of frames are diﬀerent, the way to expand the ﬁrst term of (6.20) is diﬀerent. In the sequel, we ﬁrst consider each case individually, and then combine the results in a uniﬁed matrix form.



6.2.2.1



I-Frame



Since an I-frame does not have a reference frame, its end-to-end distortion purely consists of the current frame’s primary quantization and requantization distortions. For an I-frame n, we have: 2 [n] = ΔσT2 [n] + σ02 [n] = σT2 [n]. σEE



6.2.2.2



(6.21)



P-Frame



The end-to-end distortion incurred on a P-frame consists of the eﬀects due to quantization of the current frame as well as drift distortion from its recursively referenced I- and P- frames. Consider (f ◦ τ ◦)m qT [i, n] for a P-frame n: (f ◦ τ ◦)m qT [i, n] = (f ◦)m (τ ◦)m qT [i, n] = (f ◦)m qT [i− (m), n− (m)]



(6.22) (6.23)
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where in (6.22) f (·) and τ (·) are re-ordered assuming, for mathematical tractability, that both are spatially and temporally shift-invariant. In (6.23), [i− (m), n− (m)] denotes the mth-order backward recursive reference of [i, n]. For example, [i, n] has reference [i− (1), n− (1)], which in turn has reference [i− (2), n− (2)], and so on (which are either I- or P-frames). We can then write E{(



n 



m



2



(f ◦ τ ◦) qT [i, n]) } = E{(



m=0



=



n 



n 



(f ◦)m qT [i− (m), n− (m)])2 }



m=0



E{((f ◦)m qT [i− (m), n− (m)])2 }



(6.24)



m=0



where (6.24) follows the uncorrelatedness approximation (6.13). All we left with is to study the power drift eﬀect under repetitive ﬁltering (f ◦)m (·). In general, the power decays with the number of ﬁlterings. This decaying eﬀect is studied by F¨arber and Girod [75] for a general error process u across inter-coded video frames, where it is shown that with the Gaussian assumption of both the error signal power spectral density (PSD) and the transfer function magnitude, the error power after m repetitive ﬁltering of u can be approximated by E{((f ◦)m u[i, n])2 } = α[m]σu2 , where α[m] :=



1 − βm 1 + γm



(6.25)



(6.26)



is the power transfer factor after m steps, β is the percentage of intra-coded macroblocks in inter-frames and γ is the leakage parameter, deﬁned as γ :=



σf2 . σg2



Here σf is a parameter describing the ﬁltering strength of the spatial loop ﬁlter f (·) and σg is a parameter describing the error signal’s spectral shape. The stronger the ﬁltering eﬀect (i.e., larger σf ) and ﬂatter the error signal’s PSD (i.e., smaller σg ), the larger γ is (i.e., the less error propagation).
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Figure 6.5: The power transfer factor α[m, n] as a function of the power transfer step m (only over I and P frames within a GOP). The GOP of 33 frames from the Soccer sequence are encoded using the IBBBP structure. The models are ﬁtted with data points obtained by transcoding the starting frame while keeping the other frames intact and recording the MSE of the subsequent propagated frames. In this example, as the decaying behaviors of the error processes starting from a P frame are similar, we aggregate the data points to obtain one uniﬁed model for them.



In general, the decaying behavior for an requantization error process should depend on its starting frame. For example, since in a P-frame, the coeﬃcients are the residues after temporal prediction, the requantization error signal tends to have a ﬂatter PSD, leading to a faster decay due to repeated low-pass ﬁltering. In the sequel, we denote by α[m, n] the power transfer factor after m steps for an error process starting from Frame n, and by βn and γn the corresponding model parameters. The values of βn and γn can be determined by trial transcoding of Frame n while keeping the other frames intact, decoding and model ﬁtting. In Figure 6.5, we plot some simulated data points and the ﬁtted model for one GOP of the Soccer sequence. It can be empirically veriﬁed that the requantization error process starting from a P frame exhibits faster decay compared to that starting from an I frame.
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Combining (6.20) (6.24) (6.14) and (6.25), we obtain the ﬁnal form of the end-toend distortion for a P-frame n: 2 [n] σEE



=



σ02 [n]



+



n 



α[m, n− (m)] · ΔσT2 [n− (m)].



(6.27)



m=0



6.2.2.3



B-Frame



The analysis for a B-frame is similar to P-frame’s, except that a B-frame has two reference Frames n− and n+ , which are either I- or P- frames. Similarly, let [i+ (m), n+ (m)] denote the mth-order forward recursive reference of [i, n]. We can obtain the ﬁnal form of the end-to-end distortion for a B-frame n: 2 [n] σEE



=



σ02 [n]



+



ΔσT2 [n]



+



n 



(μ− [n])2 · α[m, n− (m)] · ΔσT2 [n− (m)]



m=1



+(μ+ [n])2 · α[m, n+ (m)] · ΔσT2 [n+ (m)]. 6.2.2.4



(6.28)



Power Transfer Matrix



2 We note that in (6.21) (6.27) and (6.28), σEE [n] is expressed as a linear combination of 2 the terms ΔσT2 [n] and σ02 [n]. Thus, we can express σEE [n] in a matrix form. Consider 2 2 2 := (σEE [1] ... σEE [N]), ΔσT2 := (ΔσT2 [1] ... ΔσT2 [N]) and a GOP of N frames.2 Let σEE



σ02 := (σ02 [1] ... σ02 [N]) be 1 × N row vectors. Deﬁne the power transfer matrix ΦPT as 2 [n], an N × N matrix with entry ΦPT (m, n) denoting the coeﬃcient of ΔσT2 [m] for σEE 2 can be expressed as: which can be obtained from (6.21) (6.27) and (6.28). Then σEE 2 σEE = ΔσT2 · ΦPT + σ02 .



(6.29)



As an example, in Figure 6.6, we plot the power transfer matrix for a GOP of 33 frames from the Soccer sequence, encoded using the IBBBP structure. The coeﬃcients are estimated through trials of coding and model ﬁtting of parameters. For more discussions about parameter estimation, refer to Section 6.2.4. 2



We only consider closed GOP, which starts with an instantaneous decoder refresh (IDR) frame.
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Figure 6.6: Power transfer matrix obtained for a GOP of 33 frames from the Soccer sequence, encoded using IBBBP structure. The coeﬃcients are estimated through trials of coding and model ﬁtting of parameters.



6.2.3



Numerical Results



From (6.15) (6.16) and (6.29) together, we are allowed to predict the reconstruction PSNR and data size for each frame of the transcoded video. We compare the proposed analytical model with simulation results, for the end-to-end distortion of the decoded frames and the frame data size. Figure 6.7 shows examples of the PSNR trace and frame data size for a GOP of 33 frames. It can be seen that the proposed model can fairly accurately predict the reconstructed video quality and the frame data size.



6.2.4



Complexity of Parameter Estimation



The prediction of the end-to-end distortion and data size of each frame involves the estimation of the parameters in (6.15), (6.16) and (6.29), which can be obtained through trials of coding and model ﬁtting at the video encoding stage. In practice, we always face the tradeoﬀ between estimation accuracy and computational complexity. For (6.15) and (6.16), most generally, we need to obtain Dn , Rn , θn , an and bn for each Frame n = 1, ..., N, by transcoding the current Frame n followed by decoding at three diﬀerent QPs. If the video content is relatively stationary,
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Figure 6.7: Traces of PSNR and frame data size for a GOP of 33 frames from Soccer, encoded using IBBBP structure with diﬀerent frames transcoded: (a) all Frame 1 to 33 are transcoded, (b) Frame 1 to 15 are transcoded, (c) Starting from Frame 1, every one out of three frames are transcoded, (d) Frame 2 to 5, 20 to 23 are transcoded. The primary video QP and transcoding QP are 25 and 33, respectively.
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Figure 6.8: Stream composition in a rapid acquisition architecture for fast stream startup. The unicast section is colored red; the multicast section is colored green. we can aggregate all the parameters for I, for P and for B frames individually, thus we only need to sample three frames. For (6.29), most generally, we need to obtain the the parameters βn and γn in (6.26) by model ﬁtting for each n. But typically, we can aggregate the parameters for all the error processes starting from I, from P or from + B frames. For B frames, the values of μ− n and μn can be heuristically determined



through linear interpolation based on their distance to the reference frames.



6.3



Transcoded-to-Primary Stream Switching



The analytical model we have developed thus far enables us to quantitatively capture the transcoding distortion drift eﬀect, which is a necessary step for formulating optimization problems with the aim of improving the received video quality. This optimization framework can be applied in many scenarios. In this section, we demonstrate its eﬀectiveness by applying it to the transcoded-to-primary stream switching problem, which is an important concern when the open-loop requantization-based transcoding is applied to the rapid acquisition architecture for fast stream startup. Recall that in the rapid acquisition architecture, after a stream startup request is initiated, a unicast stream starting from a RAP is sent at a higher-than-usual bitrate to the receiver. Later on, at a pre-determined moment, the stream is switched from the unicast back to the multicast. The switching point could be an arbitrary position in the stream, typically between two RAPs. A resulting stream composition is illustrated in Figure 6.8. If open-loop requantization-based transcoding is applied to the unicast stream, the resulting requantization distortion will drift across all the
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unicast section, then continue drifting across the multicast section until the next RAP, even if the multicast frames are never transcoded. Our objective is to minimize the distortion incurred by the transcoding operation via selecting appropriate QPs of the quantizer for individual unicast frames, given the constraint on the unicast data size budget. The problem formulation should capture the following intuitions. First, the selected QPs should depend the types of the frames. For example, an I- or P-frame which has many subsequent frames referring to it should deserve a QP that yields more bits than a B-frame which has no dependent frame (hence no distortion drift). Second, the selected QPs should also depend on the relative position of the switching point within a GOP – if the switching point is earlier, there are fewer number of unicast frames transcoded, but the distortion is going to drift further in the primary multicast frames; and vice versa. Formally, consider a GOP of N frames crossing a switching point M, where Frames 1, ..., M belong to the transcoded stream, and Frames M + 1, ..., N belong to the primary stream. Since the switching point is arbitrary within a GOP, we can model M as a random variable uniformly distributed in {1, ..., N}. For each M = M, we are free to choose the requantization QPs for each transcoded frame and the corresponding data size RT (M) := (RT (M)[1]...RT (M)[M]), where RT (M) is a 1×M row vector. In choosing the transcoded frame size, we want to avoid the ineﬃcient operating points falling oﬀ the rate-distortion convex hull boundary (see Section 6.2.1). In other words, we want to impose the constraint that / (n , un ), RT (M)[n] ∈



(6.30)



where (n , un ) is the rate interval corresponding to the ineﬃcient operating points (typically corresponding to ΔQP = 2 ∼ 8). The total data size of the unicast section is



M



n=1



RT (M)[n], which is also a ran-



dom variable. The expected unicast data size should subject to a constraint, i.e., E{ M n=1 RT (M)[n]} ≤ E{M} · RT , where RT is a pre-determined value for the average unicast frame size. The objective is to minimize the expected per-frame distortion
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across the whole GOP. Overall, this optimization problem can be cast as: 1 2 T ∗ (M)}N {RT M =1 = argmin E{ N σEE · 1 }, {RT (M )}



subject to



2 σEE = (σT2 − σ02 ) · ΦPT + σ02 ,



σT2 [n] ≥ Dn +



θn , RT (M)[n]−Rn



n = 1, ..., M,



σT2 [n] ≥ σ02 [n],



n = M + 1, ..., N,  RT (M)[n] ∈ / (−∞, (Rn )+ ) (n , un ), E{ M n=1 RT (M)[n]} ≤ E{M} · RT .



n = 1, ..., M, M = 1, ...N, (6.31)



Note that in this formulation, there are N(N + 1)/2 unknowns that need to be solved. This optimization problem is non-convex, since the domain for each RT (M)[n] is non-convex. However, the following heuristic can lead to a good sub-optimal solution. First, we solve the optimization problem without considering the constraint (6.30). Excluding this constraint makes the problem convex, implying that it can be solved ∗ tractably. The solution may contain components RT (M)[n] that fall inside (n , un ),



in which case we simply quantize its value to n ; this would lead to unused data size. Note that (6.15) is monotonic, thus the optimality occurs when E{RT [M]} = RT . The next step is to allocate the excessive rate to other frames. We use the heuristic that when allocating the excessive rate, an I-frame has priority over a P-frame, and a P-frame has priority over a B-frame. Additionally, an earlier P-frame has priority over a later P-frame. In Figure 6.9, we plot the frame PSNR traces and the allocated frame data size (i.e., total bits allocated for the transcoded unicast stream) for diﬀerent switching point locations within a GOP, for a GOP of 33 frames from Soccer, transcoded using ﬁxed QPs for each frame, and optimized QPs based on solving the optimization problem (6.31). Two cropped frames, each selected from the ﬁxed QP or the optimized QP scheme, is shown in Figure 6.10 for visual comparison. From the results, we observe that the gain is especially prominent when the switching point is late within the GOP. Looking at the transcoding data size allocation, we ﬁnd that more bits are allocated to the case of early switching points. Intuitively, this is to reduce the error propagation within the long primary stream after an early switching point.
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(b) Figure 6.9: (a) PSNR traces and (b) the corresponding frame size allocation for different switching point locations within a GOP, for a GOP of 33 frames from Soccer, where the transcoded stream uses (a) ﬁxed QP for each frame, and (b) optimized QP based on (6.31). The mean transcoded frame size is 93 Kb.
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(b) Optimized QP



Figure 6.10: Visual comparison of the decoded video frame from Soccer, for transcoded-to-primary switching point M = 33, (a) using ﬁxed QP (PSNR 29.1dB) and (b) using optimized QP (PSNR 39.8dB). Playout frame #33.



In Figure 6.11, for the six test sequences, we show the mean and the standard deviation of the frame PSNR as a function of the mean transcoded frame data size. The results are averaged over switching points uniformly distributed over each GOP. From the results, it can be observed that if we transcode the video using the optimized QPs, the received video quality has a signiﬁcant gain over the case with ﬁxed QPs. The gain is the most prominent when the transcoded data size is 70% to 80% of the original primary stream data size. This is partially due to the fact that at this region, the ﬁxed-QP scheme operates very ineﬃciently because of the requantization penalty discussed (refer to Section 6.2.1) whereas the optimized-QP scheme is able to avoid this operational region, thus being immune from this penalty. Lastly, we examine the gain of the transcoded-to-primary stream switching optimization scheme in the fast stream startup system, using the simulation settings in Section 4.3. The average stream compression ratio is set to be β = 0.7 to provide a good balance between the video quality and the reduction of unicast data size/duration. As our main focus here is on the eﬀect of transcoding on the video quality, in this set of experiments we assume that no bursty erasures occur in the received unicast/multicast stream. In Figure 6.12, we plot the CDF of frame PSNR resulted for the six test sequences, comparing the scheme with optimized QPs with
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Figure 6.11: Mean and standard deviation of the frame PSNR as a function of the mean transcoded frame data size in the transcoded-to-primary stream switching problem, for the six test sequences, transcoded using (i) ﬁxed QP for each frame, and (ii) optimized QP based on solving (6.31).
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the scheme with ﬁxed QPs. It can be observed that the optimized-QP scheme works well in the system, achieving considerable gain over the ﬁxed-QP scheme.



Chapter Conclusion In this chapter, we discuss distortion-drift-aware video transcoding and its application in the transcoded-to-primary stream switching problem in fast stream startup. We ﬁrst introduce a model for the open-loop requantization-based transcoding scheme and analyze the distortion drift eﬀect. We then show how this framework can be applied to optimization of the received video quality in the transcoded-to-primary stream switching problem. The performance gain in video quality demonstrated in the simulation results suggests that it is indeed very important to exploit the characteristic of the video content in the video transport process.
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Figure 6.12: Simulation: CDF of frame PSNR for unicast-to-multicast stream switching with (i) optimized QP using the formulation in (6.31) of Chapter 6, and (ii) with ﬁxed QP. The simulation results are obtained using PAS with 10 current peers and 10 requesting peers. The stream transcoding compression ratio is selected to be β = 0.7. As our main focus here is on the eﬀect of transcoding on the video quality, in these simulations we assume that no bursty erasures occur in the received unicast/multicast stream.



Chapter 7 Conclusions The study of low-delay robust video multicast in this thesis is largely motivated by the real-world deployment of commercial-grade video services over bandwidth-limited and error-prone access networks, under which a set of challenging design criteria must be met simultaneously, including high video quality, low response time and system scalability. These challenges motivate us to re-examine the video multicast problem from a number of perspectives, including a peer-assistance architecture to improve the system scalability, a practical construction of decoding delay-optimal erasure correcting code that nicely ﬁts into the peer-assistance architecture, and a distortion-drift-aware transcoding scheme which ensures that video can be transcoded in-network with good quality and low complexity. We have also demonstrated that all the proposed solutions can work seamlessly together. In this ﬁnal chapter, we discuss the application scenarios of our solutions, summarize the major lessons learned from conducting this research and suggest a number of general ideas for future research in this area.



7.1



Applications



The motivating example of our proposed solutions is IP multicast of video over bursty error-prone access networks. However, we would like to emphasize that these solutions are naturally suited for a broader class of applications. First, bursty error is commonly 119
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encountered in real-world scenarios. Besides impulse noise in the access network, the time-varying multipath fading and bursty drop-tail strategy implemented at network routers are both common causes for bursty packet loss. Our proposed schemes have the potential to provide eﬀective solutions to mitigate the impact of bursty packet loss and reliably deliver media content over these networks. Second, our solutions ride on a generic multicast architecture and do not make any assumptions about its implementation details. Thus, our solutions can be naturally applied to application-layer overlay multicast [41], digital video broadcasting (DVB) [9] or multicast-like solutions such as CDNs [95]. Third, besides video streaming applications, the proposed PAR framework also has the potential to be applied in real-time collaborative services involving multiple receivers, such as multi-party audio or video conferencing, gaming and online whiteboarding, where both delay and reliability are important to the user experience. Recently, with the development of ﬁber-to-the-home technology, it is possible to provide network connection speed at gigabits per second with very low error rate [10]. One natural question to raise is, would this new trend in technology eventually make our solutions outdated? Our answer to this question is two-fold: First, video is extremely resource-hungry, and it is always challenging to push the limit of a communication technology to meet the ever-augmenting bandwidth demand of emerging applications such as high-deﬁnition/3D/stereo television/gaming. In this regard, it is always a better choice to have a viably engineered solution, where error is admissible but handled by error correction mechanisms, rather than an over-engineered solution where error is absolutely suppressed [148]. Second, even if packet loss repair is no longer needed under the new network infrastructure, the peer-assistance architecture for fast stream startup will still be useful.



7.2



Lessons Learned



We summarize the major lessons learned from conducting this research, hoping that they might provide insights to beneﬁt the broader class of applications discussed above.
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A network system that purely relies on servers to provide services to a large number of users could easily suﬀer from scalability issues. Likewise, a pure P2P system without any infrastructure could have many limitations, such as unreliability and prolonged startup delay. When combining the servers and the peers in a uniﬁed fashion, however, the resulting system could overcome the shortcomings of both. In this work, through designing the PAR and PAS protocols, we have demonstrated that it is possible to partially shift the servers’ burden to the local peers to improve the system scalability, by using the peers to assist the servers in error control and stream startup. Other works (e.g., [152]) have demonstrated that it is also possible to start from a P2P network, and add servers to the architecture to enhance reliability and reduce latency while preserving the scalability beneﬁt of a P2P network. A P2P network, by nature, involves many uncertainties. One important concern is peer departures, among others, that could easily lead to failure of services. There are many ways to overcome these issues, such as building a reliable service at the same layer as IP multicast [138, 66, 163], or providing probabilistic guarantees based on swarming in the overlay network [2, 209]. In this work, we have learned that we can also apply coding in the application layer to proactively protect against uncertainties, meeting both reliability and latency requirements. Shannon’s celebrated channel coding theorem has established the fundamental limit of the data rate of reliable communication over a channel contaminated by noise. However, latency, an important concern in real-time communication, has not been part of the formulation. Given practical assumptions about the channel, is it possible to tailor the code design to take into account this new objective? In this work, through the design of parallel-link burst erasure code with low decoding delay, we have shown that this is possible. Compared to generic data, video and other media format could have very diﬀerent properties. First of all, diﬀerent parts of the coded stream may carry unequal importance when the reconstruction quality is concerned. Second, depending on the semantic meaning they carry, diﬀerent media streams could exhibit diﬀerent resilience to errors. In the transport process, when these properties are exploited properly, often large gains in end-to-end reconstruction quality can be observed.
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7.3



Open Problems



In the proposed peer-assistance architecture, a key insight is that the a video stream is replicated and cached by many network nodes, including the unicast servers and the peer receivers. A lost packet is successfully repaired as long as anyone of the nodes delivers a copy of that packet. In the current PAR and PAS protocols, the unicast servers explicitly take on roles of coordinating the repair, or keep on pushing the status information to the peers. It is desirable to handle such tasks more transparently. Content-centric networking (CCN) [13], or named data networking (NDN) [12], is a promising networking paradigm that builds packet caching and look-up services in low layers of a network, thus greatly enhancing the eﬀectiveness. How to build real-time packet loss repair and fast stream startup services under the CCN or NDN paradigm are very interesting research questions. In the work presented in this thesis, we have imposed some practical constraints to ensure that our solutions are directly implementable in the current IP multicast architecture. In a bigger picture, however, the concept of “multicast” can be generalized. Instead of creating duplicates of packets at network nodes when needed, it is possible to create new packets by arbitrarily coding the received packets and relay the new packets to the subsequent nodes [20]. The system is considered as multicast as long as each receiver is able to decode the intended source messages. In such an “information ﬂow” view of multicast, there is no need to distinguish between multicast and unicast. Thus, the coding we currently consider on the unicast stream can be jointly applied to the multicast stream. Furthermore, the distinction between the unicast servers and the peer receivers should be de-emphasized. Each can be regarded as a network node “in the cloud” with some caching capabilities to accommodate time shifts, with the only diﬀerence of being either a receiver or not. This generalized model could encompass a greater class of problems – not only the packet loss repair and fast stream startup we considered in this thesis, but also services such as video-on-demand which involves a larger time shift and a focus on storage. Under this framework, both the low-delay codes and distributed storage codes [54] should be studied in a uniﬁed fashion.



Appendix A Converse Proofs A.1



Converse of Theorem 1



In this section, we prove the converse part of Theorem 1. The converse result in [57, 124] based on the periodic erasure channel argument is applicable when the code is systematic. For the more general causal codes, a diﬀerent proof technique is required. The entropy argument used in this section is based on the following reasoning. Since the feasibility of a code must be irrespective of the source’s prior distribution, if we can assign the source symbols some distribution, and use the entropy inequalities to show that there exists a set of conditions (i.e. erasure patterns) that the code cannot possibly meet all at the same time, we thereby show the infeasibility of the code. Another way of interpreting this entropy argument is as follows. Recall that the Bayes risk of any estimator is always no larger than its minimax risk. If we can show that its Bayes risk is bounded away from the targeted risk, then its minimax risk is surely bounded away as well. We start with a useful entropy lemma: Lemma 6. Let X = (x1 , ..., xn ), n ≥ 2, and XΩ\i = (x1 , ..., xi−1 , xi+1 , ..., xn ). If H(s) > 0 and H(s | XΩ\i ) = 0, i = 1, ..., n, then H(X) 



n



i=1



H(xi ). 123



(A.1)
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Proof. Consider H (x1 | xn2 ) ≤ H (s, x1 | xn2 ) = H (s | xn2 ) + H (x1 | s, xn2 ) = H (x1 | s, xn2 )



(A.2)



≤ H (x1 | s, xn3 ) = H (s | x1, xn3 ) + H (x1 | xn3 ) − H (s | xn3 ) = H (x1 | xn3 ) − H (s | xn3 )



(A.3)



≤ H (x1 ) − H (s | xn3 )



(A.4)



where xji denotes (xi , ..., xj ). In (A.2) and (A.3) we apply (A.1) for i = 1 and i = 2, respectively. Apply (A.4), we have: H(X) = H (x1 | xn2 ) + H (xn2 ) ≤ H (x1 ) − H (s | xn3 ) + H (xn2 ) n  H(xi ) − H (s | xn3 ) . ≤ i=1



If H (s | xn3 ) > 0, the conclusion follows; otherwise we have H (s | xn3 ) = 0.



(A.5)



Similarly, apply (A.5), together with (A.1) for i = 3 to upper bound H (x21 | xn3 ), we end up with     H x21 | xn3 ≤ H x21 − H (s | xn4 ) . If H (s | xn4 ) > 0, the conclusion follows; otherwise we have H (s | xn4 ) = 0. Repeat the same argument until we exhaust all the cases.



The proof of the converse proceeds as follows. Let the source symbols s[m, n],
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m = 1, ..., Kn , n = 1, ..., n be distributed i.i.d. uniform over Q. Thus H(s[m, n]) = H(s) := log Q.



(A.6)



Furthermore, since each x[m, n] is over Q, we have H(x[m, n]) ≤ H(s),



∀m, n.



(A.7)



For simplicity, we only consider the W := M − L links without link outage. By the Singleton-achieving assumption, K = W N − BZ.



(A.8)



In the sequel, we discuss two cases. Note that the causality assumption is used in proving Case II, and the proof for Case I holds for general non-causal codes. Case I : T ≥ B, where we want to show T ≥ N − B.



(A.9)



Assume the opposite is true, for example, T = N −B −1. Then S[1] must be recovered at time N − B. Let Xurgent := x[1 : W, 1 : (N − B)] be divided into non-overlapping segments of length B except the segments in the last columns, then the number of segments in ! each row is NB := N B−B . Precisely, let the index sets be Im,1 = {(1, 1), ..., (1, B)}, Im,2 = {(1, B + 1), ..., (1, 2B)}, ..., Im,NB = {(1, NB B − B + 1), ..., (1, N − B)}, m = 1, ..., W , then Xurgent = {x[Im,i ]}m=1,...,W, i=1,...,NB . Overall, there are W NB segments. Let them be indexed as I(1) = I1,1 , I(2) = I2,1 ,..., I(W +1) = I1,2 ,..., I(W NB ) = IW,NB . Consider a set of W NB − Z + 1 erasure patterns (refer to Table A.1(a) for an example): Bi = {I(j) }Z−1 j=1







I(Z−1+i) ,



i = 1, ..., W NB − Z + 1.
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That S[1] is recovered at N − B implies H(S[1] | Xurgent \ x[Bi ]) = 0, i = 1, ..., W NB − Z + 1. Applying Lemma 6 with s = S[1] and xi = x[I(Z−1+i) ], i = 1, ..., W NB − Z + 1, we have H(Xurgent \ x[{I(j) }Z−1 j=1 ]) 



W N B −Z+1



H(x[I(Z−1+i) ])



(A.10)



i=1







≤



H(x[m, n])



x[m,n]∈Xurgent \x[{I(j) }Z−1 ] j=1



≤ (K − W B + B) · H(s)



(A.11)



where (A.11) follows (A.8) and (A.7). Intuitively, this suggests that the channel symbols Xurgent \ x[{I(j) }Z−1 j=1 ] cannot have the maximum entropy possible.



Now, consider the erasure pattern (refer to Table A.1(b) for an example): B0 = {I(j) }Z−1 j=1







{(W, N − B + 1), ..., (W, N)}.



The feasibility of the code implies that all the source symbols S must be recovered from the remaining symbols Xurgent \ x[{I(j) }Z−1 j=1 ] and x[1 : W − 1, N − B + 1 : N], or H(S | Xurgent \ x[{I(j) }Z−1 j=1 ], x[1 : W − 1, N − B + 1 : N]) = 0.
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But 0 = H(S | Xurgent \ x[{I(j) }Z−1 j=1 ], x[1 : W − 1, N − B + 1 : N]) ≥ H(S) − H(Xurgent \ x[{I(j) }Z−1 j=1 ])



(A.12)



−H(x[1 : W − 1, N − B + 1 : N])) > K · H (s) − (K − W B + B) · H(s) −(W − 1)B · H(s)



(A.13)



= 0 where in (A.12) we use the fact that x[m, n] must be a function of S, implying H(Xurgent \ x[{I(j) }Z−1 j=1 ], x[1 : W − 1, (N − B + 1) : N] | S) = 0; (A.13) follows (A.6), (A.7), (A.11) and that the source symbols are independent. Intuitively, since we have seen that Xurgent \ x[{I(j) }Z−1 j=1 ] cannot have the maximum entropy possible, it is not suﬃcient to fully recover S. Thus, the assumption fails and (A.9) is true. Combining (5.1), (A.8) and (A.9), we obtain R≤W−



BZ , T ≥ B. T +B



Case II : T < B, where we want to show N ≤ B.



(A.14)



Assume the opposite is true, for example, let N = B + 1, thus N > T + 1. In other words, when S[1] is recovered at time T + 1, there are channel symbols remaining to be received. We will show these “excessive” channel symbols lead to a problem. Deﬁne two index sets I(Z−1)×B := {(m, n)}m=W −Z+2,...,W, n=1,...,B , I(Z−1)×1 := {(m, n)}m=W −Z+2,...,W, n=N .
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Table A.1: Illustration of the erasure patterns used in proving the converse.  denotes an symbol erasure. Time 1 2 Link 1   Link 2   Link 3



3 4 5



Time 1 2 Link 1   Link 2 Link 3



(a) Case I: B1 . W = 3, Z = 2, B = 2, N = 5. Time 1 2 Link 1   Link 2 Link 3  



3 4  



5



(c) Case II: B1 . W = 3, Z = 2, B = 4, N = 5.



5











(b) Case I: B0 . W = 3, Z = 2, B = 2, N = 5. Time 1 2 Link 1  Link 2 Link 3  



 



3 4



3 4  



5 



 



(d) Case II: B2 . W = 3, Z = 2, B = 4, N = 5.



Consider the erasure pattern (refer to Table A.1(c) for an example): B1 = I(Z−1)×B



 {(1, 1), ..., (1, B)}.



Since S[1] is recovered at T + 1, where T + 1 ≤ B, we must have H(S[1] | x[2 : (W − Z + 1), 1 : (T + 1)]) = 0, or S[1] = f (x[2 : W − Z + 1, 1 : T + 1]) . Now consider the erasure pattern (refer to Table A.1(d) for an example): B2 = I(Z−1)×B







{(1, 2), ..., (1, N)}.



(A.15)
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That the code is feasible implies 0 = H(S | x[1 : W − Z + 1, 1], x[2 : W − Z + 1, 2 : N], x[I(Z−1)×1 ]) = H(S | x[1 : W − Z + 1, 1], x[2 : W − Z + 1, 1 : N], x[I(Z−1)×1 ])



(A.16)



≥ H(S | S[1], x[2 : W − Z + 1, 1 : N], x[I(Z−1)×1 ])



(A.17)



= H(S | f (x[2 : W − Z + 1, 1 : T + 1]) , x[2 : W − Z + 1, 1 : N], x[I(Z−1)×1 ]) ≥ H(S | x[2 : W − Z + 1, 1 : N], x[I(Z−1)×1 ])



(A.18) (A.19)



= H(S) −H(x[2 : W − Z + 1, 1 : N], x[I(Z−1)×1 ])



(A.20)



≥ [K − (W − Z)N − (Z − 1)] · H (s)



(A.21)



= H (s)



(A.22)



where in (A.16) we repeat the conditioning x[2 : W − Z + 1, 1], (A.17) follows the causality of code, thus x[1 : W − Z + 1, 1] must be a function of S[1], (A.18) follows (A.15), (A.19) follows that T + 1 ≤ N, (A.20) follows that x[m, n] is function of S for all m, n, (A.21) follows (A.6) and that the source symbols are independent, and (A.22) follows (A.8). The whole equation cannot be valid since H (s) > 0. Therefore, the assumption is false, and we have (A.14). The key factor that leads to contradiction is that since the code is causal, x[1 : W − Z + 1, 1] must be a function of S[1], which in turn must be a function of x[2 : W − Z + 1, 1 : T + 1]. This dependency reduces the entropy of the symbols remaining after B2 is erased. Finally, combining (5.1), (A.8) and (A.14), we obtain R ≤ W − Z, T < B.
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A.2



Converse of Theorem 5



In this section, we sketch the converse of Theorem 5, highlighting the diﬀerences from Appendix A.1. Again, for simplicity, we only consider the links without link outage. We follow similar source distribution and the Singleton-achieving assumption, so (A.6), (A.7) and (A.8) still apply. In the case each link m is with delay τm , each channel symbol x[m, n] is received at time n+τm as y[m, n+τm ]. Let τ ∗ := maxM m=1 τm be the longest link delay, and L∗ := {m : m = arg maxM m =1 τm } be the set of link(s) with the longest delay. We discuss two cases in the sequel. Case I : T ≥ B, where we want to show that T ≥ N − B.



(A.23)



Assume the opposite is true, for example, T = N − B − 1, or T  = N − B + τ ∗ − 1. Then S[1] must be recovered at time N − B + τ ∗ . At this moment, what have been received are within Xurgent



⎫ ⎧ ⎧ ∗⎬ ⎨ ⎨1, ..., N − B + 1, m ∈ /L := x[m, n ] : n = . ⎩ ⎩1, ..., N − B, ∗⎭ m∈L



In a similar manner, we can deﬁne I(1) , I(2) , ..., I(NU ) such that Xurgent = {I(i) }i=1,...,NU . We can proceed to show that H(Xurgent \ x[{I(j) }Z−1 j=1 ]) cannot achieve maximum entropy possible by invoking Lemma 6. Next, let m∗ be one of the links in L∗ and consider the erasure pattern: B0 = {I(j) }Z−1 j=1



 {(m∗ , N − B + 1), ..., (m∗ , N)}.



The feasibility of the code implies that all the source symbols S must be recovered from the remaining symbols. But since Xurgent \x[{I(j) }Z−1 j=1 ] cannot have the maximum entropy possible, the remaining symbols are not suﬃcient to fully recover S. Thus, the assumption is false and (A.23) is true. Case II : T < B, where we want to show N ≤ B. Assume the opposite is true, for
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example, let N = B +1, thus N +τ ∗ > 1+T +τ ∗ . Similarly, the key is to realize when S[1] is recovered at time 1 + T + τ ∗ , there are “excessive” channel symbols remaining to be received, which will cause contradiction when multiple erasure patterns are considered. We can complete the proof by contradiction using the early recovery, full recovery property and the causality of code.



Appendix B Requantization Penalty In this part, we provide a detailed explanation for the distortion penalty associated with requantization, as discussed in Section 6.2.1.1. Figure B.1 shows an example where applying quantization twice with diﬀerent stepsizes could lead to an inconsistent result compared to applying quantization once only. Consider scalar quantizers with uniform stepsizes. The ﬁner quantizer and the coarser quantizer have stepsize Δ1 and Δ2 , respectively, with Δ1 < Δ2 . For any value x, its quantization level by the ﬁner quantizer, by the coarser quantizer and by the ﬁner quantizer followed by the coarser quantizer are denoted by Qx1 , Qx2 and Qx12 , respectively. For value a, Qa2 = Qa12 , thus no additional error occurs. However, for value b, Qb2 = Qb12 , implying that there are additional quantization error due to applying quantization twice on the source. Typically, the additional quantization error is most severe when Δ2 is less than the double of Δ1 .1 The eﬀect of requantization has been studied by Shen in [159] by carrying out analytical study based on the number theory. However, in his work, no simple analytical form about the distortion and the stepsize has been be derived. Instead, in this part we empirically study the eﬀect of requantization penalty based on synthetic data. We generate 105 samples according to i.i.d. Laplacian distribution with zero mean and standard deviation 1.0 and 5.0, apply uniform quantization/requantization on the samples and compute the MSE measured between the original samples and 1



Doubling the stepsize corresponds to a QP diﬀerence of 6.
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Δ1



Δ1



Qa1



Qb1



a



Δ1



b



Qa2 = Qa12 = Qb2 Δ2



Qb12 Δ2



Figure B.1: Illustration of additional error introduced by requantization. Reproduced from Figure 2, [25]. the reconstructed samples. Figure B.2 plot the MSE as a function of the quantization stepsize (left) and the MSE as a function of the entropy of quantized data (right) for the two cases of interest: (i) the samples are quantized once by a coarse quantizer with Δ2 , (ii) the samples are ﬁrst quantized by a ﬁne quantizer with Δ1 , then requantized by a coarse quantizer with Δ2 . Based on these plots, we make the following observations: 1) From the relation of MSE and stepsizes, it is evident that quantization and requantization errors are not well approximated by the uncorrelated assumption especially when the source variance is low. Instead, the MSE varies as a function of the stepsize ratio: at odd integer numbers, requantization incurs zero error; at even integer numbers, the error is especially high (note that this depends on the form of the quantizer as well). 2) From the relation of MSE and entropy, it is evident that when the source variance is low, there is a large penalty at high-entropy region. The variation of MSE as a function of the entropy is complicated – ﬁrst, the relation is not monotonic; second, it is interesting to see that sometimes requantization do help reduce the MSE (although overall, the MSE is higher). 3) When the source variance is high, the behavior of the two cases (i) and (ii) become more consistent, which explains why in Figure 6.3, the plot for the I-frame appears to have less requantization penalty than the other plots.
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(b) Figure B.2: Requantization eﬀect on synthetic data: MSE vs. quantization stepsize (left) and MSE vs. entropy of quantized data (right) for source with (a) standard deviation 1.0 and (b) standard deviation 5.0. We generate 105 samples according to i.i.d. Laplacian distribution, and compare two cases of interest: (i) the samples are quantized once by a coarse quantizer with stepsize Δ2 (Quant), (ii) the samples are ﬁrst quantized by a ﬁne quantizer with stepsize Δ1 = 1, then by a coarse quantizer Δ2 , where Δ2 ≥ Δ1 . The quantizers have the form  with stepsize  |x| f (x) = sgn(x) Δi + 0.5 Δi , i = 1, 2.
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