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Abstract In some real-life many-to-one matching markets, certain types of pairs cannot block a matching. We incorporate this into stability and introduce a weaker notion, called “constrained stability.” We first show that some fundamental results about stable matchings do not apply to constrained stable matchings. The doctor-proposing deferred acceptance (DA) mechanism is not an optimal mechanism for the doctors among the class of constrained stable mechanisms. However, it is the unique constrained stable and strategy-proof mechanism. We propose two doctor-optimal constrained stable mechanisms. The first improves the doctors welfare relative to DA. The second is a class of mechanisms that are doctor-optimal constrained stable and assign as many doctors as possible. JEL classification: C78, D47, D61. Keywords: constrained stability, matching, mechanism, constrained maximality, strategyproofness. ∗
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Introduction Stability is one of the most important concerns in matching markets. In one-sided match-



ing markets, where one side is considered an object to be consumed, such as school choice, stability is perceived as a fairness property. In two-sided matching markets, where both sides are agents, such as doctor-hospital matching, stability is deemed as an equilibrium property that rules out any unmatched agent pair–blocking pair– who would rather match with each other. A long literature, including Roth (1984), Roth (1991), Roth and Xing (1994), has documented that a lack of stability has caused some real-life matching markets to fail. In the doctor-hospital matching terminology, stability assumes no prevention for any doctor-hospital pair to match with each other as long as they want to do so. However, this may not be the case for every matching market. For instance, in Turkey, according to article 92 of the civil servants law no 657, a doctor who has resigned from public hospitals three times can no longer work at a public hospital. In matching theory terminology, a doctor who has resigned twice from public hospitals cannot form a blocking pair with a public hospital if he is matched with a public hospital.1 Similarly, in some public housing assignments, unless a tenant has been living in his assignment for more than a specified length of time, he may not change his house even if he has a priority or the desired house is empty.2 Moreover, athlete can enter for the draft of different major leagues, like MLB and NFL. If the athlete is drafted by a NFL team, then he cannot sign a contract with another NFL team but he may choose to play for a MLB team. These examples suggest a new stability notion, and we pursue this research in this paper. We first formulate the problem in the doctor-hospital matching paradigm.3 Any doctor and hospital is either of the two types: unconstrained or constrained. Doctors have strict preferences over hospitals and the outside option. Hospitals have strict preferences over 1



In fact, this regulation is not restricted to doctors, but it applies to any type of civil servant. For instance, that time is one-year for Turkish ministry of justice public houses. 3 All our results hold for one-sided matching markets, such as school choice (Balinski and S¨onmez, 1999; Abdulkadiro˘ glu and S¨ onmez, 2003). 2
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doctor groups, which are assumed to be responsive (Roth, 1985). We say that a matching is constrained stable if, it is individually rational4 and for any doctor-hospital pair who would rather match with each other, both the doctor and the hospital are constrained, and the doctor is matched with another constrained hospital under the matching.5 As constrained stability is weaker than stability, the existence of a constrained stable matching is clear because of the existence of a stable matching (Gale and Shapley, 1962). We start with considering some basic properties of constrained stable matchings. A constrained stable matching is a doctor-optimal constrained stable matching if there is no constrained stable matching that is weakly preferred to the former by all doctors, with this holding strictly for some doctor. First, even under strict preferences, in contrast to stable matchings, there can be multiple doctor-optimal constrained stable matchings. Moreover, the celebrated doctor proposing deferred acceptance (hereafter, DA) mechanism of Gale and Shapley (1962), which produces the doctor-optimal stable matching–the unanimously preferred stable matching by the doctors–fails to produce a doctor-optimal constrained stable matching. While stability implies Pareto efficiency in two sided matching markets, a constrained stable matching is not necessarily Pareto efficient.6 Another interesting fact about stable matchings is that the number of matched doctors is the same at every stable matching, which is known as rural hospital theorem (Roth, 1984). This result does not carry over to constrained stable matchings, and moreover, there may exist a constrained stable matching that matches more doctor than any stable matching does. In the standard matching setting, DA is deemed to be the best stable mechanism for the doctor side because it not only produces the doctor-optimal stable matching but it also 4



A matching is individually rational if no doctor (hospital) would rather be unassigned (keep a position empty). 5 There is especially a recent research surge on weakening stability. Some of such studies are Papai (2013), Dur et al. (2015), Afacan et al. (2017), Morrill (2016), Kloosterman and Troyan (2016), and Ehlers and Morrill (2017). 6 A matching is Pareto efficient if there is no matching that makes every doctor and hospital at least weakly better off, with this holding strictly for some doctor or hospital.
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is strategy-proof for doctors.7 However, as aforementioned, in the current setting, it fails to select a doctor-optimal constrained stable matching. Despite this, DA still stands out among the constrained stable mechanisms because we show that it is the unique constrained stable and strategy-proof mechanism. This result also generalizes the characterization of Alcalde and Barbera (1994), which finds that DA is the unique stable and strategy-proof mechanism. We provide two new mechanisms. The first of them is called “Endogenous Top Priority” (hereafter, endogenous T P ), which is a version of Top Priority mechanism of Dur et al. (2015). Endogenous T P is constrained stable and produces a doctor-optimal constrained stable matching that is (weakly) preferred by the doctors to the DA outcome. However, the maximality of the number of matched doctors among constrained stable matchings is not guaranteed under endogenous T P . This is an important concern as doctor shortage is a problem for many countries (for details, refer to Section 3.3.2). To fix this, we introduce a new class of mechanisms, so called “Maximality Augmented Deferred Acceptance Mechanisms” (M ADAM ). Each M ADAM mechanism is doctor-optimal constrained stable and constrained maximal in that no other constrained stable mechanism ever matches more doctor than it does. As opposed to endogenous T P , no M ADAM mechanism is unanimously preferred to DA by the doctors. In terms of strategic issues, as a corollary of our characterization result, none of these mechanisms are strategy-proof.
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Model Let D and H be the set of doctors and hospitals, respectively. We divide each of those



sets into two disjoint sets. Let H = H u ∪ H c where H u and H c are the sets of unconstrained and constrained hospitals, respectively. Similarly, let D = Du ∪ Dc where Du and Dc are the sets of unconstrained and constrained doctors, respectively. Here, a doctor d is constrained if 7



A mechanism is strategy-proof if no doctor ever benefits from misreporting his preferences. If the hospitals are also considered as strategic, one can refer to “strategy-proofness” as “strategy-proofness for doctors.”
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he cannot work at a constrained hospital once he resigns from another constrained hospital. A doctor is unconstrained if he is not constrained.8 Let ∅ denote the being unassigned and keeping position empty option of doctors and hospitals, respectively. Let PD = (Pd )d∈D be the preference profile of the doctors, where, for any doctor d, Pd is a strict preference relation over H ∪ {∅}. Similarly, PH = (Ph )h∈H is the preference profile of the hospitals, where, for any h ∈ H, Ph is a strict preference relation over the subsets of doctors.9 For each h ∈ H, we assume that Ph is responsive (Roth, 1985).10 Let P = (PD , PH ). For doctor d ∈ D, we write Rd to denote the “at-least-as-good-as relation”, which is defined as follows: For any h, h0 , hRd h0 if and only if hPd h0 or h = h0 . For any S ⊂ D ∪ H, P−S is the preference profile of all the doctors and hospitals except these in S. The capacities of the hospitals are given by q = (qh )h∈H where qh > 0 for all h ∈ H. The choice of hospital h from a subset of doctors D0 ⊆ D is defined as follows: ˜ ⊆ D0 with |D| ˜ ≤ qh , D00 Ph D}. ˜ Ch (D0 ) = {D00 ⊆ D0 : |D00 | ≤ qh , and for any D A problem consists of (Dc , Du , H u , H c , P, q). In the rest of the paper, we fix all the elements but the preferences P and refer to (Dc , Du , H u , H c , q) as market. We simply write P to denote the given problem. A matching µ is doctor-hospital assignments such that each doctor is assigned at most one hospital, and no hospital hires more doctor than its capacity. Let µi be the assignment of i ∈ D ∪ H under µ. Matching µ is individually rational if, for any d ∈ D and h ∈ H, µd Rd ∅ and Ch (µh ) = µh .11 Matching µ admits no blocking-pair if there exists no doctor8



In our motivating examples, private and public hospitals correspond to the unconstrained and constrained hospitals, respectively. A doctor d is constrained if he has already resigned twice from public hospitals before joining the matching market. If a doctor has already resigned more than twice from public hospitals before, then public hospitals report him as unacceptable in our formulation. Hence, they do not need to be included in set Dc . In the public housing example, a tenant is constrained if he has been living in the current assignment for not more than a certain amount of time (for instance, one year). Otherwise, he is unconstrained. Public houses are all constrained, whereas any private house is unconstrained. 9 For one-sided matching markets, Ph can be considered as the priority order of hospital h over the doctors. 10 Preference Ph is responsive if, for each D0 ⊂ D and each d, d0 ∈ / D0 , (i)(D0 ∪{d})Ph (D0 ∪{d0 }) ⇐⇒ dPh d0 0 0 and (ii) (D ∪ {d})Ph D ⇐⇒ dPh ∅. 11 By responsiveness, Ch (µh ) = µh if and only if dPh ∅ for each d ∈ µh .
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hospital pair (d, h) such that hPd µd and d ∈ Ch (µh ∪ {d}).12 Matching µ is stable if it is individually rational and admits no blocking-pair (Gale and Shapley, 1962). We adopt the stability notion to our setting as follows. Definition 1. A matching µ admits no constrained blocking-pair if there exists no doctorhospital pair (d, h) such that hPd µd , d ∈ Ch (µh ∪ {d}), and either of the followings holds: (1) h ∈ H u , (2) h ∈ H c and d ∈ Du , (3) h ∈ H c , d ∈ Dc , and µd ∈ / H c. The third condition above incorporates the restriction that a constrained doctor cannot form a blocking pair with a constrained hospital once he is already matched with another constrained hospital. A matching is constrained stable if it is individually rational and admits no constrained blocking-pair. It is immediate to notice that Gale and Shapley (1962)’s stability is stronger than constrained stability. However, a constrained stable matching might easily be unstable.13 Hence, the sure existence of a stable matching (Gale and Shapley, 1962) guarantees the existence of a constrained stable matching at every problem. Let |µ| = |{d ∈ D : µd 6= ∅}| (that is, |µ| is the number of matched doctors under µ). Matching µ is maximal if it is individually rational, and |µ| ≥ |µ0 | for any individually rational matching µ0 . A matching µ is Pareto-efficient if there is no other matching µ0 such that µ0 Ri µ for any i ∈ D ∪ H, with this holding strictly for some doctor or hospital. A matching µ is doctor-optimal (constrained) stable matching if it is (constrained) stable, and there does not exist another (constrained) stable matching µ0 such that for any doctor d, µ0d Rd µd , with this holding strictly for some doctor. 12



Matching µ is non-wasteful if there does not exist a doctor-hospital pair (d, h) such that hPd µd , d ∈ Ch (µh ∪ {d}), and Ch (µh ) ⊂ Ch (µh ∪ {d}). If a matching admits no blocking pair, then it is non-wasteful. 13 Consider the following simple example: D = Dc = {i} and H = H c = {a, b}. Let Pi : a, b, ∅, and Ph : i, ∅ for any h ∈ H. Matching µ where µi = b is constrained stable, yet it is not stable.
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A mechanism ψ is a function that selects a matching for every problem. We write ψ(P ) to denote the outcome of mechanism ψ at problem P . We say that a mechanism ψ is constrained stable if ψ(P ) is constrained stable for any problem P . Mechanism ψ is doctoroptimal (constrained) stable if ψ(P ) is a doctor-optimal (constrained) stable matching for any problem P . A mechanism ψ is strategy-proof if there exist no problem P , doctor d, and a false preference list Pd0 such that ψd (Pd0 , P−d )Pd ψd (P ).14
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Results We present our results in different subsections. The first subsection provides some pre-



liminary findings; the second subsection provides a new axiomatic characterization of DA (the formal definition of DA is provided in Appendix A); the third subsection introduces the new mechanism designs.



3.1



The Preliminary Findings



Once stability is taken as a solution concept, there exists a unique doctor-optimal stable matching, and DA is the unique doctor-optimal stable mechanism (Gale and Shapley, 1962). Moreover, any stable matching is Pareto-efficient;15 and under any stable matching, the same doctors are matched with the hospitals (Roth, 1984), which is referred to as the “rural hospital theorem.” Below shows that all of these results disappear under constrained stability. Proposition 1. (i) There can be more than one doctor-optimal constrained stable matching. (ii) While DA is a constrained stable mechanism, it is not a doctor-optimal constrained stable mechanism. (iii) Constrained stability does not imply Pareto efficiency. 14



We do not consider the hospitals as strategic agents. This is because, in the standard many-to-one matching setting, no stable mechanism is strategy-proof for hospitals (Roth and Sotomayor, 1990). Since our framework admits the standard setting as its special case, this impossibility result carries over to the current problem. 15 This result does not hold in one-sided matching markets (Balinski and S¨onmez, 1999).
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(iv) The number of matched doctors can differ across different constrained stable matchings. (v) If |H c | ≥ 2, Dc 6= ∅, |D| > 1, and |D| > qh for some h ∈ H c , then there exists a preference profile P such that a constrained stable matching matches more doctor than any stable matching does. We provide the proof of Proposition 1 in Appendix B. Proposition 1 shows that some fundamental results under stability do not work for constrained stability. On the other hand, in the following proposition, we attempt to deepen our understanding of the relation between the stability notions by providing necessary and sufficient conditions for their equivalency. Proposition 2. For any market (Dc , Du , H u , H c , q), the set of constrained stable matchings coincides with the set of stable matchings at any problem P if and only if |H c | ≤ 1 or Dc = ∅. We provide the proof of Proposition 2 in Appendix C. Proposition 1 and 2 show that some of the desired properties of DA can be achieved only under strong restrictions in our environment.



3.2



A Characterization of DA



In Subsection 3.1, we show that DA fails to produce a doctor-optimal constrained stable matching. Moreover, there may exist a constrained stable matching that matches more doctor than any other stable matching, which implies that DA does not produce a maximal matching among the set of constrained stable matchings. Despite these disadvantages of DA, in this subsection, we show that DA still stands out when strategic robustness is considered. Specifically, we show that DA is the unique strategy-proof and constrained stable mechanism. This axiomatization generalizes Alcalde and Barbera (1994)’s result, which obtains DA as the unique strategy-proof and stable mechanism, to the larger class of constrained stable mechanisms. Theorem 1. A mechanism is constrained stable and strategy-proof if and only if it is DA.
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We provide the proof of Theorem 1 in Appendix D. The independence of the axioms is easy: Any mechanism that produces the same outcome for every problem is strategy-proof, yet not constrained stable. The hospital-proposing deferred acceptance mechanism (Gale and Shapley, 1962) is stable, hence constrained stable, yet it is not strategy-proof. Remark 1. The proof of Theorem 1 can indeed be used to obtain a more general characterization with a stability notion that is even weaker than constrained stability. A matching µ is weakly stable if it is individually rational and there does not exist a doctor-hospital pair (d, h) such that µd = ∅, hPd µd , and d ∈ Ch (µh ∪ {d}). Note that constrained stability implies weak stability, yet the converse does not hold. The proof of Theorem 1 can be easily adopted to weak stability to show that DA is the unique weakly stable and strategy-proof mechanism. Alva and Manjunath (2017) find that there exists at most one strategy-proof mechanism that improves the doctors’ welfare relative to any individually rational and participationmaximal, a weaker property than non-wastefulness, mechanism.16 As DA cannot be Pareto ranked compared to every constrained stable mechanism in terms of doctors’ welfare (Proposition 1), their result does not imply Theorem 1.



3.3



The Mechanism Designs



In Section 3.1, we show that DA is neither a doctor-optimal constrained stable mechanism nor it assigns as many doctors as possible under constrained stability. However, there does not exist a mechanism that improves the doctors’ welfare over that under DA while, at the same time, assigning more doctors than DA. In fact, Alva and Manjunath (2017) find a more general result, as given below. Proposition 3. Let µ be a non-wasteful and individually rational matching at problem P . Then, there does not exist another matching ν such that ν improves the doctors’ welfare over that under µ, and |ν| > |µ|. 16



A matching is participation-maximal at problem P , if there is no other matching that expands the set of matched doctors without harming any doctor.
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Proposition 3 implies that we cannot improve the doctors’ welfare over that under DA while, at the same time, increasing the number of matched doctors. Hence, in the following sections, we first construct a doctor-optimal constrained stable mechanism that improves the doctors’ welfare over that under DA. This mechanism, however, fails to assign as many doctors as possible subject to constrained stability. The second mechanism achieves that objective while also producing a doctor-optimal constrained stable matching. Due to the above impossibility, however, this mechanism is not better than DA for all the doctors.



3.3.1



Endogenous Top Priority Mechanism



DA is the doctor-optimal stable mechanism (Gale and Shapley, 1962), yet Proposition 1 shows that it is not a doctor-optimal constrained stable mechanism. Here, we propose a doctor-optimal constrained stable mechanism that improves the doctors’ welfare over that under DA. Specifically, our proposed mechanism is a version of the Top Priority (TP) mechanism, introduced by Dur et al. (2015). TP is inspired by the consenting idea introduced by Kesten (2010). Formally, let correspondence C : H ⇒ D be a consent profile such that d ∈ C(h) means doctor d does not form a blocking pair with hospital h even if they would rather match with each other. Given an initial stable matching and exogenous consent profile, TP mechanism works in steps where in each step, doctors are assigned to (weakly) better hospitals by only considering the consents of the underdemanded doctors.17 Recall that under our setting, a blocking pair (d, h) does not constitute a constrained blocking pair if d ∈ Dc , µd ∈ H c , and h ∈ H c. The allowable ”blocking pairs” endogenously depend on the initial matching, and there is no exogenously given consent profile. Hence, in our setting allowable “blocking pairs” need to be determined endogenously. We call the TP mechanism using our constructed 17 A hospital is underdemanded at a matching if there does not exist a doctor who prefers that hospital to his match or for the given consent profile that hospital is only demanded by the doctors assigned to other underdemanded hospitals. Note that, the set of underdemanded hospitals can be found through a recursive procedure. A doctor d is underdemanded at matching µ if µi is an underdemanded hospital.
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endogenous consent profile Endogenous TP mechanism, and for a given stable matching µ, we construct the consent profile as follows: Construction of Endogenous Consent Profile: • Let C(h) = ∅ for each h ∈ H. • Let H1 be the subset of hospitals which are not preferred by some doctor d to µd . • Let D1 be the subset of doctors who are assigned to H1 under µ. • We add d ∈ D1 to C(h) if h, µd ∈ H c and d ∈ Dc . • For each d¯ ∈ D, we move h to below ∅ under Pd¯ if there exists d0 ∈ D1 such that d0 ∈ / C(h) and hPd0 µd0 . • Given the updated preferences, let H2 be the subset of hospitals which are preferred by only doctors in D1 to their match under µ. • Let D2 be the subset of doctors who are assigned to H2 under µ. • We add d ∈ D2 to C(h) if h, µd ∈ H c and d ∈ Dc . • For each d¯ ∈ D we move h to below ∅ under Pd¯ if there exists d0 ∈ D2 such that d0 ∈ / C(h) and hPd0 µd0 . We continue in the same manner and get a consent profile C 1 , underdemanded hospitals H 1 , and underdemanded doctors D1 . One can easily verify that for any C ∗ ⊇ C 1 , the set of underdemanded students at matching µ is D1 . Since for a given C ∗ and the initial matching µ, the first step of TP mechanism only considers the consents of the underdemanded doctors, we can apply TP to the endogenously constructed consent profile and repeat the procedure given above to the new matching obtained. Next, we define Endogenous TP mechanism formally: Step 0: Run DA mechanism and denote the outcome of DA mechanism with µ0 . 11



Step k > 0: Construct the endogenous consent profile for given matching µk−1 as described above and denote it by C k . Let Dh (µk−1 ) = {d ∈ D \ C k : hPd µk−1 d }. Each hospital h points to the top-ranked doctor in Dh under Ph . Each doctor d points to the hospitals he k−1 prefers to µk−1 is d . If there does not exist a cycle, then the mechanism terminates and µ



the outcome. Otherwise, construct matching µk by assigning the doctors in that cycle to the hospital that they are pointing to and keeping the assignment of the doctors who are not in that cycle as in µk−1 . Our definition of constrained stability and Theorem 2 of Dur et al. (2015) imply that endogenous TP mechanism selects a doctor-optimal constrained stable matching in any problem.18 Proposition 4. Endogenous TP mechanism is a doctor-optimal constrained stable mechanism that improves the doctors’ welfare over that under DA. Kesten and Kurino (2016) show that no mechanism that improves the doctors’ welfare over that under DA can be strategy-proof. Hence, the following result is a corollary of that and the above Proposition.19 Corollary 1. Endogenous TP mechanism is not strategy-proof.



3.3.2



Maximality Augmented Deferred Acceptance Mechanisms



An important concern in doctor assignments is the doctor shortages. Specifically, in the United States, there have been severe doctor shortages in rural areas. Talbott (2007) reports a striking statistics that while there are 280 doctors for every 100, 000 people in the United States, there are only 103 doctors for every 100, 000 people in the 18-county area of the Mississippi Delta. Similar doctor assignment problems exist in other countries, including Japan, United Kingdom, and Australia.20 18



For brevity, we do not prove this result, instead we refer to Dur et al. (2015). This corollary also follows from Theorem 1, which states that DA is the unique strategy-proof and constrained stable mechanism. 20 See Nambiar and Bavas (2010), Shallcross (2005), and Kamada and Kojima (2010). 19
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Due to the rural hospital theorem, the number of matched doctors is the same across all stable matchings. However, under our constrained stability, it is not the case, and indeed, we can match more doctor than what stability achieves (see Proposition 1). To this end, in this section, we propose a class of doctor-optimal constrained stable mechanisms that also match as many doctors as possible subject to constrained stability (below, we will see that endogenous T P does not achieve this desideratum). Let us formalize our ideas. Mechanism ψ size-wise dominates mechanism φ if, for any problem P , |ψ(P )| ≥ |φ(P )|, and for some problem P¯ , |ψ(P¯ )| > |φ(P¯ )|. Mechanism ψ is maximal if it is not size-wise dominated by another individually rational mechanism.21 It is easy to see that no constrained stable mechanism is maximal.22 Matching µ is constrained maximal at problem P if, for any constrained stable matching µ0 , |µ| ≥ |µ0 |. Mechanism ψ is constrained maximal if it is not size-wise dominated by another constrained stable mechanism. Note that Proposition 1, Proposition 3, and Proposition 4 together implies the lack of constrained maximality of endogenous TP mechanism. Corollary 2. Endogenous TP mechanism is not constrained maximal. In what follows, we introduce some concepts, which will be key to our next mechanism design. For ease of exposition, let us refer to the being unassigned alternative of the doctors as being assigned to the null-hospital, denoted by ∅. A collection of doctors and hospitals Ω = {d1 , ..., dn , h1 , ..., hm } is a list if m ≥ n, dk ∈ D for each k ∈ {1, ..., n}, h` ∈ H ∪ {∅} for each ` ∈ {1, ..., m}, and dk 6= dk0 for any k, k 0 ∈ {1, ..., n}. Given a matching µ, a list Ω = {d1 , ..., dn , h1 , ..., hm } where µdk = hk for each k ∈ {1, ..., n} is a • chain if m = n + 1 ≥ 2 and hk 6= ∅ for each k ∈ {2, ..., m}; 21



In this comparison, we require individual rationality because it is a very fundamental property, and it clashes with the goal of maximizing the number of matched doctors. 22 To see this, consider D = Du = {i, j} and H = H c = {a, b}, each with unit capacity. Let the preferences be as follows: Pi : a, b, ∅; Pj : a, ∅; Pa = Pb : i, j, ∅. In this problem, there exists a unique constrained stable matching µ under which µi = a and µj = ∅. However, matching µ0 where µ0i = b and µ0j = a is individually rational and matches more doctor than µ does.



13



• null-chain if m = n + 1 = 2 and h2 = ∅; • cycle if m = n ≥ 2 and hk 6= ∅ for each k ∈ {1, ..., m}. Under matching µ, a chain Ω = {d1 , ..., dn , h1 , ..., hn+1 } is individually rational if hk+1 Pdk ∅ and dk Phk+1 ∅ for each k ∈ {1, .., n}. Similarly, under matching µ, a cycle Ω = {d1 , ..., dn , h1 , ..., hn } is individually rational if hk+1 Pdk ∅ and dk Phk+1 ∅ for each k ∈ {1, .., n} where hn+1 = h1 . Chain Ω is an assignment-increasing chain if µd1 = h1 = ∅. Let Z be a collection of chains, null-chains, and cycles under matching µ. We say Z is feasibly implementable under matching µ if (i) for any Ω1 , Ω2 ∈ Z, (Ω1 ∩ Ω2 ) ∩ D = ∅,23 and (ii) for any Ω ∈ Z, assigning doctor dk ∈ Ω to hospital hk+1 ∈ Ω while keeping the assignment of any other doctor as the same as at µ results in a matching. Let µZ denote the matching obtained by implementing a feasibly implementable collection Z over matching µ. Definition 2. At problem P and under matching µ, a feasibly implementable collection of chains, null-chains, and cycles Z is constrained-stability preserving and assignment-increasing if the followings are satisfied: i. In Z, there exist at least as many assignment-increasing chains as the null-chains. ii. For any pair of doctors dk , d` appearing in a cycle or a chain in Z such that µZdk = hk+1 Pd` h`+1 = µZd` , either dk Phk+1 d` or h`+1 , hk+1 ∈ H c and d` ∈ Dc . Moreover, for any doctor d who does not appear in Z, (i) if hk+1 Pd µd , then either dk Phk+1 d or µd , hk+1 ∈ H c and d ∈ H c , and (ii) if µd Pdk hk+1 , then either dPµd dk or µd , hk+1 ∈ H c and dk ∈ H c . iii. For any pair of doctors d and dk where d belongs to a null-chain in Z and dk belongs to a chain or a cycle in Z, if µZdk = hk+1 Pd ∅, then dk Phk+1 d. Moreover, for any doctor j who does not appear in Z, if µj Pd ∅, then jPµj d. 23



Each doctor can appear at most once in Z.
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If a constrained stable matching admits a constrained-stability preserving and assignmentincreasing feasibly implementable collection Z, then it is not constrained maximal. This is because, by the definitions, matching µZ , obtained by implementing Z over µ, is both constrained stable and matches more doctor than µ does. Moreover, the converse of that is also true, giving us a necessary and sufficient condition for constrained maximality. Theorem 2. A constrained stable matching is constrained maximal if and only if it does not admit a constrained-stability preserving and assignment-increasing feasibly implementable collection of chains, null-chains, and cycles. We give the proof of Theorem 2 in Appendix E. Remark 2. While it may seem counter intuitive at first glance, Theorem 2 implies that one may need to make some doctors unassigned to increase the number of matched doctors while preserving constrained stability. To see this, consider the following example. Let Du = {d1 , d2 , d3 , d6 }, Dc = {d4 , d5 }, H u = {h4 }, H c = {h1 , h2 , h3 , h5 }, each with unit capacity. Consider the following preferences: Pd1 : h1 , ∅; Pd2 : h2 , h1 , h4 , ∅; Pd3 : h3 , ∅; Pd4 : h2 , h3 , ∅; Pd5 : h5 , h1 , ∅; Pd6 : h5 , ∅. Ph1 : d5 , d2 , d1 , ∅; Ph2 : d4 , d2 , ∅; Ph3 : d4 , d3 , ∅; Ph5 : d5 , d6 , ∅. Consider matching µ such that µd1 = h1 , µd2 = h2 , µd3 = ∅, µd4 = h3 , µd5 = h5 , and µd6 = ∅. Matching µ is constrained stable. Let us consider another constrained stable matching ν where νd1 = ∅, νd2 = h4 , νd3 = h3 , νd4 = h2 , νd5 = h1 , and νd6 = h5 . As |ν| > |µ|, µ is not constrained maximal. Moreover, it is easy to verify that there is no other constrained stable matching µ0 such that |µ0 | > |µ|. Note that while d1 is assigned to a hospital at µ, she becomes unassigned under ν. Hence, the only way to increase the number of matched doctors at µ while keeping constrained stability is to make doctor d1 unassigned. It is easy to see that a constrained stable and constrained maximal matching may not be
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doctor-optimal constrained stable.24 In what follows, we provide some extra notions to rule out such matchings. Definition 3. At problem P , a constrained stable matching µ admits a constrained-stability preserving and the doctors’ welfare improving chain (cycle) Ω if i. Ω is a feasibly implementable chain (cycle) at µ, ii. For any doctor dk ∈ Ω, hk+1 Pdk µdk . iii. For any pair of doctors dk , d` appearing in Ω such that hk+1 Pd` h`+1 , either dk Phk+1 d` or h`+1 , hk+1 ∈ H c and d` ∈ Dc . Moreover, for any doctor d who does not appear in Ω, (i) if hk+1 Pd µd , then either dk Phk+1 d or µd , hk+1 ∈ H c and d ∈ Dc , and (ii) if µd Pdk hk+1 , then either dPµd dk or µd , hk+1 ∈ H c and dk ∈ Dc . If a constrained stable matching µ admits a constrained-stability preserving and the doctors’ welfare improving chain or cycle, then we can define a new matching by implementing either of them by placing each doctor dk appearing in the chain (or cycle) at hospital hk+1 , while keeping every other doctor’s assignment the same as at µ.25 By the definitions, this matching is constrained stable, and it is preferred to µ by the doctor side. Theorem 3. A constrained stable matching µ is doctor-optimal constrained stable if and only if it does not admit a constrained-stability preserving and the doctors’ welfare improving chain or cycle. We give the proof of Theorem 3 in Appendix F . Theorems 2 and 3 together gives us a class of doctor-optimal constrained stable and constrained maximal mechanisms. Below is the formal definition of how each mechanism in this class works. For any problem P : 24



For instance, consider D = Dc = {i, j} and H = H c = {a, b}, each with unit capacity. Let the preferences be as follows: Pi : a, b, ∅; Pj : b, a, ∅; Pa = Pb : i, j, ∅. Matching µ where µi = b and µj = a is constrained stable and constrained maximal. Yet, it is not doctor-optimal constrained stable because the matching where each doctor is matched with his top choice is constrained stable. 25 It is worth mentioning that if a matching is constrained stable and non-wasteful, then it does not admit any constrained-stability preserving and the doctors’ welfare improving chain.
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Step 0. Apply DA to problem P , and let µ be the obtained matching. Step 1. If µ admits a constrained-stability preserving and assignment-increasing feasibly implementable collection of chains, cycles, and null-chains, then pick one and implement it, and obtain a new matching µ0 , and repeat Step 1. Otherwise, move to Step 2. Step 2. Let µ ˜ be the obtained matching by the end of Step 1. If µ ˜ admits a constrainedstability preserving and doctors’ welfare improving chain or cycle, then pick one and implement it, and obtain a new matching, and repeat Step 2. Otherwise, the algorithm terminates. In each Step 1 repetition, at least one unassigned doctor is matched with a hospital. Hence, as there are finitely many doctors, Step 1 terminates after finite iteration. Similarly, in each Step 2 repetition, doctors are never harmed, while at least one of them is strictly better off. This, along with the finiteness of both the doctors and hospitals, implies that Step 2 terminates after finite iteration. Therefore, the algorithm stops in a finitely many step, and due to Theorems 2 and 3, it produces a matching.26 Moreover, each different selection of collection of chains, and cycles, (and null-chains in Step 1) produces a different matching. Hence, it defines a class of mechanisms, each is associated with a different selection rule. We refer to this mechanism class as “maximality augmented deferred-acceptance mechanisms” (M ADAM ). Proposition 5 states the properties of M ADAM mechanism class. Proposition 5. Each M ADAM mechanism is doctor-optimal constrained stable and constrained maximal. The proof directly comes from Theorems 2 and 3. In terms of strategic issues, from Theorem 1, no M ADAM mechanism is strategy-proof. 26



Note that as constrained stability constraints depend on the given matching, they do change in each iteration in Step 2. However, by Theorem 2, Step 1 gives a constrained stable matching that maximizes the number of matched doctors within the set of all constrained stable matchings. Hence, Step 2 outcome is always constrained maximal, meaning that we do not need to run Step 1 once more after Step 2.
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4



Conclusion Motivated by a certain phenomenon in some real-life matching markets, we introduce



constrained stability, a weaker notion than the stability of Gale and Shapley (1962). We show that Alcalde and Barbera (1994)’s characterization result, which obtains DA as the unique stable and strategy-proof mechanism, carries over to the larger class of constrained stable mechanisms. Two mechanism designs are offered. Both of them are doctor-optimal constrained stable; and while one of them increases the doctors’ welfare over that under DA, the other one maximizes the number of matched doctors subject to constrained stability.
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Appendices A



The Doctor-Proposing Deferred Acceptance Mechanism (DA) For a given problem P , DA selects its outcome through the following algorithm: Step 1. Each doctor applies to his most preferred hospital. Let D1h be the set of doctors



applied to hospital h in this step. Each hospital h tentatively accepts the doctors in Ch (D1h ) and rejects the rest. In general, Step k > 1. Each rejected doctor applies to his most preferred hospital which has not rejected him yet. Let Dkh and Ahk−1 be the set of doctors applied to hospital h in this step, and the set of tentatively accepted doctors by Step k − 1, respectively. Each hospital h tentatively accepts the doctors in Ch (Dkh ∪ Ak−1 h ), and rejects the rest. The algorithm terminates whenever any doctor is tentatively accepted by a hospital or has got rejection from all of his acceptable choices. The tentative assignment in the terminal round is the outcome selected by DA.



B



Proof of Proposition 1 P art (i). Let Dc = {d1 }, Du = {d2 }, and H = H c = {h1 , h2 }, each with unit capacity.



Let the preferences be as follows: Pd1 = Pd2 : h1 , h2 , ∅; Ph1 = Ph2 : d1 , d2 , ∅. In this problem, there are two doctor-optimal constrained stable matchings µ and ν: µd1 = h1 , µd2 = h2 , and νd1 = h2 , νd2 = h1 . P art (ii). DA is a stable mechanism, hence it is constrained stable as well. To see that DA is not a doctor-optimal constrained stable mechanism, consider the following problem. 19



Let Du = {d1 , d2 }, Dc = {d3 }, and H = H c = {h1 , h2 , h3 }, each with unit capacity. The preferences are as follows: Pd1 : h2 , h1 , ∅; Pd2 = Pd3 : h1 , h2 , h3 , ∅. Ph1 : d1 , d3 , d2 , ∅; Ph2 = Ph3 : d2 , d1 , d3 , ∅. In this problem, there exists a unique doctor-optimal constrained stable matching µ where µd1 = h2 , µd2 = h1 , and µd3 = h3 . However, DA selects matching µ0 6= µ such that µ0d1 = h1 , µ0d2 = h2 , and µ0d3 = h3 . P art (iii). Let Dc = {d1 , d2 }, and H = H c = {h1 , h2 }, each with unit capacity. The preferences are as follows: Pd1 : h1 , h2 , ∅; Pd2 : h2 , h1 , ∅. Ph1 : d1 , d2 , ∅; Ph2 : d2 , d1 , ∅. Matching µ where µd1 = h2 and µd2 = h1 is constrained stable. Yet, it is not Paretoefficient. In particular it is Pareto dominated by constrained stable matching µ0 where µ0d1 = h1 and µ0d2 = h2 . P art (iv) Let D = Dc = {d1 , d2 } and H = H c = {h1 , h2 }, each with unit capacity. The preferences are as follows: Pd1 : h1 , h2 , ∅; Pd2 : h1 , ∅, h2 . Ph1 : d1 , d2 , ∅; Ph2 : d2 , d1 , ∅. In this problem, consider the following matchings µ and µ0 : µd1 = h2 and µd2 = h1 , and µ0d1 = h1 and µ0d2 = ∅. Both matchings are constrained stable, yet the number of matched doctors differs across them. P art (v) Let us consider {h1 , h2 } ⊆ H c , i ∈ Dc and j ∈ D \ {i}. Let D0 ⊆ (D \ {i, j}) such that |D0 | = qh1 − 1. Each d ∈ D0 considers only hospital h1 as acceptable, and he is one of the top qh1 − 1 ranked doctor under Ph1 . Consider the following preferences: h1 Pi h2 Pi ∅, 20



h1 Pj ∅Pj h2 , iPh1 j, and iPh2 j. Moreover, let any doctor d ∈ / (D0 ∪ {i, j}) find each hospital unacceptable. At the above problem, there exists a unique stable matching µ where µd = h1 for each d ∈ D0 ∪ {i}, and µd0 = ∅ for each d0 ∈ D \ (D0 ∪ {i}). However, matching µ0 where µ0i = h2 , µ0j = h1 , and µ0d = µd for any d ∈ D \ {i, j} is constrained stable and matches more doctor than µ.



C



Proof of Proposition 2 “If” Part. Suppose Dc = ∅. By the definitions, any blocking pair constitutes a con-



strained blocking pair as well. This in turn implies that the set of stable and constrained stable matchings coincides with each other. Next, suppose |H c | ≤ 1. If there exists a blocking pair (d, h), then either (or both) h ∈ / H c or µd ∈ / H c . In both cases, it constitutes a constrained blocking pair, implying the result. “Only If” Part. Consider a problem where d1 ∈ Dc , {h1 , h2 } ⊆ H c , and qh ≥ 1 for each h ∈ H. Consider the following preferences: Pd1 : h1 , h2 , ∅. For any hospital h ∈ H, Ph : d1 , ∅, d for any doctor d ∈ D \ {d1 }. Matching µ where µd1 = h2 and µd = ∅ for any d ∈ D \ {d1 } is constrained stable, yet it is not stable.



D



Proof of Theorem 1 “If” Part. Since stability implies constrained stability, DA is constrained stable and



strategy-proof (Gale and Shapley, 1962; Roth, 1982). “Only If” Part. Let ψ be a constrained stable and strategy-proof mechanism. We claim that ψ(P¯ ) = DA(P¯ ) for any problem P¯ . Assume for a contradiction that it is not the 21



case. That is, for some problem P 0 , ψ(P 0 ) 6= DA(P 0 ). Since DA is the unique stable and strategy-proof mechanism (Alcalde and Barbera, 1994), ψ cannot be stable. Moreover, if ψ improves the doctors’ welfare over that under DA, then by Kesten and Kurino (2016), ψ cannot be strategy-proof. Hence, there exists a problem P such that DAd1 (P )Pd1 ψd1 (P ) for some d1 ∈ D. Since ψ is individually rational, ψd1 (P )Rd1 ∅. Then, ψd1 (P )Rd1 ∅ and DAd1 (P )Pd1 ψd1 (P ) together imply that DAd1 (P )Pd1 ∅. That is, under DA(P ), d1 is assigned to a hospital. For ease of notation, let DA(P ) = µ, ψ(P ) = ν, and µd1 = h1 ∈ H. Let Pd0 1 : h1 , ∅, h for each h ∈ H \ {h1 }, and P 0 = (Pd0 1 , P−d1 ). That is, under Pd0 1 , doctor d1 reports only his assignment under µ as acceptable. Let ψ(P 0 ) = ν 0 . By the strategyproofness and individual rationality of ψ, we have νd0 1 (P 0 ) = ∅. By the constrained stability of ψ, we have |νh0 1 | = qh1 , and for any doctor d ∈ νh0 1 , we have dPh1 d1 . This implies that each doctor d ∈ νh0 1 is assigned to some hospital under µ (as µ is stable at P ). Moreover, the stability of µ implies that there exists a doctor d2 ∈ νh0 1 such that µd2 Pd2 h1 . Let µd2 = h2 . Let Pd0 2 : h2 , ∅, h for each h ∈ H \ {h2 }, and P 00 = (Pd0 1 , Pd0 2 , P−{d1 ,d2 } ). Let ψ(P 00 ) = ν 00 . By the strategy-proofness of ψ, we have νd002 = ∅. Then, by the same reasoning as above, there exists a doctor d3 such that d3 ∈ νh002 and µd3 Pd3 h2 . Note that d3 cannot be doctor d1 because the individual rationality of ν 00 implies that νd001 ∈ {∅, h1 }. Let µd3 = h3 . Let Pd0 3 : h3 , ∅, h, for each h ∈ H\{h3 }; and P˜ = (Pd0 1 , Pd0 2 , Pd0 3 , P−{d1 ,d2 ,d3 } ). Let ψ(P˜ ) = ν˜. By the strategy-proofness of ψ, ν˜d3 = ∅. This means that there exits a doctor d4 such that d4 ∈ ν˜h3 and µd4 Pd4 h3 . Because of the constrained stability of ψ, we have h3 Pd4 ∅. Hence, doctor d4 has at least two acceptable choices (µd4 and h3 ) under P˜ , showing that d4 is different than all of d1 , d2 , d3 . If we continue in the same manner as above, each iteration gives us a different doctor, which is impossible due to finiteness of D. This completes the proof.
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E



Proof of Theorem 2 “If” Part. For a given problem P , let µ be a constrained stable matching such that



it does not admit a constrained-stability preserving and assignment-increasing feasibly implementable collection of chains, null-chains, and cycles. We claim that µ is constrained maximal. Assume for a contradiction that µ0 is another constrained stable matching such that |µ0 | > |µ|. We now construct an artificial standard matching problem (without constrained and unconstrained doctors (hospitals) categorization). Let (D0 , H 0 , P 0 , q 0 ) be a standard matching problem where D0 = {d ∈ D : µd 6= µ0d }, and H 0 = {h ∈ H : µ0d = h or µd = h for some d ∈ D0 }. The other elements are given below: • For any d ∈ D0 , if µ0d 6= ∅, then µ0d is the only acceptable hospital under Pd0 . Otherwise, all hospitals are unacceptable under Pd0 . • For any h ∈ H 0 : – qh0 = max{|µh |, |µ0h |} ≤ qh . – For any pair of doctors d, d0 ∈ D0 such that d ∈ µh and d0 ∈ / µh , dPh0 d0 . – For any pair of doctors d, d0 ∈ D0 such that both in µh or neither of them in µh , dPh0 d0 if and only if dPh d0 . – For any doctor d ∈ D0 , dPh0 ∅ if and only if dPh ∅. Let µ ˆ be a matching in problem (D0 , H 0 , P 0 , q 0 ) where µ ˆd = µd for each d ∈ D0 . By construction, |ˆ µh | ≤ qh0 for each h ∈ H 0 , and µ ˆd ∈ H 0 ∪ {∅} for each d ∈ D0 . In what follows, we will find a collection of chains, null-chains, and cycles for matching µ ˆ. Then, we will observe that it constitutes a constrained-stability preserving and assignment-increasing feasibly implementable collection of chains, null-chains, and cycles for our original matching µ at our original problem P . In order to find these chains and cycles at the artificial problem,
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we utilize a variant of the Top Trading Cycles and Chains algorithm (T T CC, see Roth et al. (2004)). Let us formally describe how to find them in that way. Given problem P 0 , Step 0. Consider any doctor d ∈ D0 such that µ0d = ∅. Such doctors with their assignments under µ constitute null-chains. Remove all these doctors from D0 .27 Step 1. Each remaining doctor in D0 points to his favorite hospital under P 0 . At each hospital h ∈ H 0 , if the top remaining doctor d is from µh , then hospital h points to that doctor. Otherwise, hospital h does not point to any doctor. Since everything is finite, there exists a cycle or a chain. Remove all the doctors appearing in a cycle or a chain and decrease the capacity of all the hospitals belonging to a chain or a cycle by one. In general, Step k. Each remaining doctor points to his favorite hospital with an empty slot. At each hospital h ∈ H 0 , if the top remaining doctor d is from µh , then hospital h points to that doctor. Otherwise, hospital h does not point to any doctor. Since everything is finite, there exists a cycle or a chain. Remove all the doctors appearing in a cycle or a chain and decrease the capacity of all the hospitals belonging to a chain or a cycle by one. The algorithm terminates whenever there is no doctor left. Since in each step, some doctor is removed, and everything is finite, the algorithm terminates in a finitely many step. By the definitions of the doctors’ preferences and the hospital capacities q 0 , in the artificial problem, every doctor in D0 belongs to a chain, null-chain or a cycle. In what follows, we will prove that the collection of chains, null-chains, and cycles that we find in the course of the above process constitutes a constrained-stability preserving and assignment-increasing feasibly implementable collection of chains, null-chains, and cycles for µ. First, it is immediate to see that the implementation of that collection over µ ˆ, along with the doctors assignments in D \ D0 , gives us matching µ0 . As the assignment of every doctor d ∈ D \ D0 remains the same as at µ, this shows that the collection of chains, null-chains, 27 Any such doctor ranks ∅ at the top of his preferences under P 0 . Hence, one can think these doctors form a cycle with ∅ under the standard TTCC.
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and cycles we found above is feasibly implementable. Moreover, this, along with the fact that µ0 is constrained stable and assigns more doctor than µ does, implies that it is indeed a constrained-stability preserving and assignment-increasing feasibly implementable collection of chains, null-chains, and cycles for µ in the original problem, which finishes the proof. “Only If” Part. This part is proven just before Theorem 2’s statement in the main body.



F



Proof of Theorem 3 “If” Part. Let µ be a constrained stable matching at problem P . Suppose it does not



admit a constrained-stability preserving and the doctors’ welfare improving chain or cycle. We claim that µ is a doctor-optimal constrained stable matching. Assume for a contradiction that µ is not doctor-optimal constrained stable. This means that there exists a constrained stable matching µ0 such that, for any doctor d ∈ D, µ0d Rd µd , with this holding strictly for some doctor. Let W = {d ∈ D : µ0d Pd µd }, and H(W ) = {h ∈ H : µ0d = h for some d ∈ W }. By our supposition, W 6= ∅. Moreover, for any d ∈ D \ W , µ0d = µd . For a hospital h, define Bh = {d ∈ W : hPd µd }. Case 1. Suppose that there exists a hospital h ∈ H(W ) such that |µh | < qh . By definition, Bh 6= ∅. Let doctor d be the most preferred doctor by hospital h among Bh . Then, the pair Ω = {d, h} constitutes a constrained-stability preserving and the doctors’ welfare improving chain at µ, which yields a contradiction. Case 2. Suppose that for any hospital h ∈ H(W ), |µh | = qh . Let us enumerate W = {d1 , .., dk }. Consider doctor dk and write hk = µdk . By our supposition, there exists a doctor d ∈ W such that µ0d = hk . This implies that Bhk 6= ∅. Let doctor dk−1 be the most preferred doctor by hospital hk among Bhk . Let µdk−1 = hk−1 . Because, for any h ∈ H(W ), |µh | = qh , and for any d ∈ D \ W ,
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µd = µ0d , there exists a doctor d ∈ W such that µ0d = hk−1 . Hence, Bhk−1 6= ∅. Let doctor dk−2 be the most preferred doctor by hospital hk−1 among Bhk−1 . If dk−2 = dk , then we have a cycle Ω = {dk−1 , dk , hk−1 , hk }, and by construction, it is a constrained-stability preserving and the doctors’ welfare improving cycle at µ. If it is not the case, then we continue in the same manner. As W is finite, at some step, we will come across a doctor that we previously consider, which would give us a cycle. Due to our constructions, this cycle is a constrainedstability preserving and the doctors’ welfare improving cycle at µ, which contradicts our starting supposition. “Only If” Part. The proof of this part is given right before Theorem 3’s statement in the main body.
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