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Abstract This paper is an examination of the diﬀerences in optimal monetary policy in various banking systems. In particular, I compare two monetary economies, one with a competitive banking system and the other with a monopolistic one. In addition, the optimality of the discount window policy is considered. It is shown that the Friedman rule is the optimal monetary policy in a monopolistic banking economy while the zero-inﬂation policy is optimal in a competitive banking economy under appropriate parameters. In addition, the combination of the Friedman rule and a discount window policy can achieve eﬃcient allocation in both two banking systems. Key words: overlapping generations, spatial separation, competitive banks, monopoly bank, Friedman rule, discount window. JEL Classiﬁcation: E42, E58, G21



∗ I would like to thank two anonymous referees and Akihisa Shibata for their helpful comments and suggestions. Of course, all errors are mine. This study is ﬁnancially supported by the research fellowships of the Japan Society for the Promotion of Science for young scientists. † Japan Society for the Promotion of Science and Graduate School of Economics, Kyoto University, Japan, Email: [email protected]



1



1



Introduction There exists extensive theoretical literature on optimal monetary pol-



icy, beginning with Friedman (1969). A major goal of monetary policy analysis is to obtain the optimal policy rule. However, the entire body of theoretical literature on this policy considers economies with a competitive banking system or without any banking systems. Little attention has been paid to the question whether the industrial organization of the banking system is important for optimal monetary policy. Various kinds of banking systems exist worldwide. Some countries have competitive banking systems, such as the United States in the 1990s, while others have a highly monopolized system, such as Japan in the 1960s. The differences in banking systems across countries and over the years should be carefully studied in the ﬁeld of macroeconomics. The objective of this study is to highlight the diﬀerences in the optimal monetary policies of various banking systems. Speciﬁcally, I compare two economies that are identical in all respects except for the degree of competition. In one economy, the banking system is competitive, whereas in the other, it is monopolistic. I then explore how banking competition is relevant to discussions on optimal monetary policy. I consider a monetary model with explicit banks whose role is to provide liquidity. Spatial separation and limited communication create a transactions role for money as that in Townsend (1987). For clarity, this paper uses a two-period lived overlapping generations model developed by Champ et al. (1996) and Schreft and Smith (1997, 1998). At the end of each period, a deterministic fraction of agents is relocated to a diﬀerent location. The only asset they can use is ﬁat money. This allows money to be held even when dominated in the rate of return. Limited communication implies that relocated agents cannot transact with pri-
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vately issued liabilities in the new location. Agents who are not relocated are not constrained in their transactions by limitations on communication. When the agents are old, they can pay for consumption goods by checks or other credit instruments. The other asset is a linear storage investment technology with a ﬁxed real return. The stochastic relocations act like shocks to agents’ portfolio preferences. They motivate a role for banks that take deposits, hold cash reserves, and make other less liquid investments as in Diamond and Dybvig (1983). The most pertinent work in this regard is that by Boyd et al. (2004). They construct an overlapping generations model with random relocation and analyze banking crises in competitive and monopolistic banking systems. They show that a monopolistic banking system faces a higher probability of banking crises when the inﬂation rate is below some threshold, while a competitive system is more fragile otherwise. However, they do not clarify the diﬀerence between the optimal monetary policy and the optimality of a discount window policy. In this paper, I study not only the optimal monetary policy but also the discount window policy in two banking systems. At the end of each period, banks can borrow money for relocated agents from the central bank. Then, in the next period, banks sell goods to relocated agents from the other island, and obtain the money that is necessary to repay the central bank loans. For simplicity, discount window loans are made at a zero nominal rate of interest, but there is a limit on borrowing. Haslag and Martin (2007) show that eﬃcient allocation can be achieved in a competitive banking system if the central bank is able to make loans. However, it is not obvious that the combination of the Friedman rule and the discount window policy can achieve eﬃcient allocation in a monopolistic banking system. This occurs because there are three sources of ineﬃciency: low productive investments, consumption inequality, and monopoly power. However, the 3



central bank has only two policy tools: the rate of growth of the money supply and the amount of the loan. The results obtained here are as follows. First, under appropriate parameters, the Friedman rule is optimal in a monopolistic banking system, while the zero-inﬂation policy is optimal in a competitive banking system. In a monopolistic banking system with a positive nominal interest rate, a monopoly bank can earn proﬁts at the expense of depositors’ returns, leading to ineﬃciencies. The Friedman rule eliminates this monopoly power. This result implies that the optimal monetary policy varies across diﬀerent banking economies, and the competition between ﬁnancial intermediaries should be seriously considered when the central bank implements a monetary policy. Second, the combination of the Friedman rule and the discount window policy can also achieve eﬃcient allocation in a monopolistic banking economy. The Friedman rule eliminates both consumption inequality and monopoly power, while the discount window policy causes all the endowments to be stored. This result complements that of Haslag and Martin (2007). The following testable implications are included in my model: • The proﬁt of a bank that has market power is positively correlated with the nominal interest rates or inﬂation. • The amount of liquid assets that banks hold is negatively correlated with the banks’ proﬁts. Demirguc-Kunt and Huizinga (1999, 2000) and Demirguc-Kunt et al. (2004) present evidence that banks’ proﬁts are positively correlated with inﬂation. In addition, Demirguc-Kunt et al. (2004) also ﬁnd that banks that hold a high fraction of liquid assets have lower proﬁts. Therefore, my model is well supported by these observations.
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Some papers have studied the diﬀerence between economic growth in competitive and monopolistic banking systems. Guzman (2000) constructs a general equilibrium model that allows for credit rationing. He shows that a banking monopoly leads to lower capital accumulation, and is more likely to result in credit rationing than a competitive banking system. Paal et al. (2005) consider an endogenous growth model that incorporates money and banks. They show that monopoly in banking can be potentially growth promoting, and they illustrate this through examples of two diﬀerent banking systems, those of the United States and Japan. Machicado (2007) analyzes dollarization and growth for the two diﬀerent structures of the banking system. He calibrates the model for the Bolivian economy and concludes that the industrial organization of the banking system does not matter for growth. As is well known, endogenous growth creates positive externality between generations. If the Mundell-Tobin eﬀect occurs, endogenous growth could provide a new reason for the central bank to deviate from the Friedman rule even if a monopoly bank enjoys monopoly power.1 In this paper, I do not consider this growth externality because I emphasize the role of the Friedman rule that eliminates consumption inequality and monopoly power. The remainder of the paper is organized as follows. Section 2 provides a description of the general environment. Section 3 analyzes the case of the competitive banking system. Section 4 describes an autarkic economy and examines the equilibrium under a monopolistic banking system. In addition, a comparison of the optimal monetary policies of competitive and monopolistic banking systems is presented here. In section 5, eﬃcient allocation is derived, and it is shown that the combination of the Friedman rule and the discount window policy can achieve eﬃcient allocation in both banking systems. Finally, section 6 provides conclud1



See Bhattacharya et al. (2009).
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ing remarks. Proofs of selected lemmas and propositions are presented in the Appendix.



2



The Model I consider an economy consisting of an inﬁnite sequence of two-period



lived overlapping generations. The world is divided into two spatially separated locations, and each location is populated by a continuum of agents of unit mass. Agents live for two periods and receive an endowment of w units of a single consumption good when young and nothing when old. All agents care only about second-period consumption. Let ct denote the second-period consumption of a representative agent born at t. Agents have the same lifetime utility u(c) = c1−ρ /(1 − ρ), where ρ ∈ (0, 1).2 There are two primary assets, money and storage investments. All agents have access to technology for storing the consumption good. One unit of a good stored at t yields x > 1 units of a consumption good at t + 1, where x is a known constant. I assume that the gross real rate of return on money is dominated by the real return of the storage investment, x≥



pt pt+1



∀



t.



(1)



Following Townsend (1987) and Champ et al. (1996), I generate a transactions role for money by emphasizing limited communication across spatially separate markets. In particular, at each date, agents can trade and communicate only with other agents at the same location. Young agents can store consumption goods and also sell them in exchange for



2 In such studies, it is often assumed that ρ < 1 because otherwise, the model produces the counterintuitive result that bank reserves increase when inﬂation increases.
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currency held initially by old agents. These transactions may or may not be intermediated. After young agents allocate their savings between currency and storage investments at t, a fraction π ∈ (0, 1) of the young agents is relocated to the other location. I assume that the value of π is publicly known and constant over time. Thus, at the start of each date, the number of agents that will relocate is publicly known, but the number of agents who will relocate until the end of the period is not known. An agent who is relocated cannot collect the return on any goods he has stored, since goods cannot be transported across locations. Thus, relocation acts like a liquidity preference shock in the Diamond and Dybvig (1983) model. Under the circumstances, there are two strategies that an agent can use to transfer income over time. First, an agent can save on his own, storing some quantity of goods and acquiring some quantity of ﬁat money. The problem is that if he is relocated, he must abandon his stored goods, and, if not, he is forced to hold ﬁat money, a “bad” asset. Second, he can deposit his entire endowment in a monopoly or a competitive bank. The bank can pool the goods deposited by all the young agents and use them to acquire a portfolio of storage investments and ﬁat money. It issues claims to the agents on their relocation status. If an agent is not relocated, then he receives a return on his deposit in the next period. If he is relocated, then he obtains a return on his deposit in the same period in the form of a ﬁat money payment. The government can aﬀect the money supply in the economy through lump-sum injections or withdrawals of money. Let Mt be the time t money stock per depositor. Mt is assumed to grow at a constant gross rate σ so that Mt+1 = σMt . The period t budget constraint of the
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government is



Mt − Mt−1 τt = = pt



(



) 1 1− mt , σ



(2)



where mt = Mt /pt is the real money balance per young person at the end of date t. I begin by studying the economy with competitive banks by following Haslag and Martin (2007) as a benchmark. Next, I examine the monopolistic banking economy.
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Competitive Banks Regarding competitive banks, at each date t, each young agent deposits



his entire after-tax endowment w + τt with a bank. Banks use their deposits to acquire currency and storage investments. Banks announce the returns of dm t to each relocated agent and dt to each non-relocated agent. In addition, banks choose the values mt and st , which represent the real values of money balances and storage investment, respectively. The bank faces the following constraints on its choice: mt , st , dm t , and dt . First, the bank’s balance sheet constraint must hold, mt + s t ≤ w + τ t .



(3)



Second, payments to relocated agents at t, πwdm t , cannot exceed the time t+1 value of the bank’s cash reserves, since relocated agents require currency to transact, π(w + τt )dm t ≤



pt mt . pt+1



(4)



Finally, payments to non-relocated agents (1 − π)wdt cannot exceed the bank’s income from storage investments, (1 − π)(w + τt )dt ≤ xst . 8



(5)



Because it is assumed that banks are Nash competitors and can enter freely, in an equilibrium, banks choose a portfolio that maximizes the expected utility of a representative depositor, 1−π π 1−ρ [dm + [dt (w + τt )]1−ρ . (6) t (w + τt )] 1−ρ 1−ρ Let γtc ≡ mt /(w + τt ) denote a bank’s reserve-deposit ratio in a competitive banking system. Then, since equations (3), (4), and (5) hold with equality, banks choose γ c to maximize [ ( ] )1−ρ (w + τt )1−ρ ρ p t π γtc + (1 − π)ρ {x(1 − γtc )}1−ρ . 1−ρ pt+1



(7)



The optimal choice is given by γtc = γ c (It ) =



π 1−ρ ρ



,



(8)



π + (1 − π)It



where It = xpt+1 /pt is the gross nominal interest rate. It is easy to show 1 ρ that dt = dm t It holds. Note that the wedge between the return received 1



by relocated and non-relocated agents Itρ depends on the nominal interest rate. This is because banks must hold cash reserves in order to insure depositors against relocation risk. With positive nominal interest rates, holding cash reserves involves an opportunity cost. The higher this opportunity cost, the less insurance agents receive against the risk of relocation. In the subsequent analysis, it will be useful to know some properties of the function γ c (It ). These properties are stated in the following lemma. Lemma 1 (i) (ii) (iii)



γ c (1) = π, It γ c0 (It ) 1−ρ = − [1 − γ c (It )], γ c (It ) ρ γ c (It ) ∈ (0, 1),



∀It > 1.



Note that property (ii) implies that γ c0 (It ) < 0 holds since ρ < 1. 9



3.1



Equilibrium and Welfare in Competitive Banks



An equilibrium occurs when the demand and supply of money are equal. The market-clearing condition for money is given by mt = γ c (It )(w + τt ). Combining this condition and (2), the after-tax income and the demand for reserves can be obtained as follows: w , 1 − (1 − σ1 )γ c (It ) wγ c (It ) mt = . 1 − (1 − σ1 )γ c (It )



w + τt =



By deﬁnition, It ≡ xpt+1 /pt = σx(mt /mt+1 ). Then, I obtain the equilibrium sequences {It } that satisfy It = σx



γ c (It ) 1 − (1 − σ1 )γ c (It+1 ) . γ c (It+1 ) 1 − (1 − σ1 )γ c (It )



(9)



I focus on the steady-state equilibrium. In a steady state, the nominal interest rate is constant over time, that is, It = I for all t, and equation (9) reduces to I = σx. By substituting γ c (It ) and w+τt into (7) and simplifying it, the indirect utility of a representative agent in a competitive banking equilibrium can be rewritten as 1−ρ



(wx)1−ρ π + (1 − π)I ρ W = W (I) ≡ [ ] . 1 1−ρ 1−ρ xπ + (1 − π)I ρ c



c



(10)



The central bank chooses I in order to maximize equation (10). Now, I state the following result. Proposition 1 In a competitive banking economy, welfare is maximized at I = x (i.e., σ = 1). 10



The proofs for this proposition and other major results are presented in the Appendix. This proposition states that a zero-inﬂation policy is optimal in a competitive banking system. Notice that the result does not depend on π and ρ. The Friedman rule is not optimal because of a tradeoﬀ between productive eﬃciency and risk-sharing. If the central bank follows the Friedman rule, relocated and non-relocated agents consume exactly the same quantities, and agents are thus fully insured. At the same time, however, productive investments are low since banks’ cash reserves are high, and the amount of goods available is reduced. The zero-inﬂation policy balances this trade-oﬀ. This is a fairly well known result regarding the optimal monetary policy in this environment (see Bhattacharya et al. (2005) and Haslag and Martin (2007)).
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A Monopolistic Bank Next, I consider an economy with a monopoly bank. A monopoly bank



has market power and can extract the maximum possible surplus from depositors. However, depositors always have the option of investing directly. Therefore, the availability of this option to depositors is a matter of concern for the bank, and it faces an additional constraint, the participation constraint. In subsection 4.1, I derive autarkic agents’ expected utility, and in subsection 4.2, I consider the problem of a monopolistic bank.



4.1



An Autarkic Economy



I begin by describing the behavior of agents if there are no banks in operation. In an autarkic economy, all agents have to hold portfolios of ﬁat A money, mA t , and storage investments, st , directly. Since relocated agents
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cannot collect the returns of storage investments, the old-age consumption of relocated agents is mA t pt /pt+1 , while the old-age consumption of A non-relocated agents is mA t pt /pt+1 + xst . It follows that young agents A choose mA t and st to maximize the expected utility, ( )1−ρ ( )1−ρ π 1−π A A pt A pt + xst mt + mt , 1−ρ pt+1 1−ρ pt+1 A subject to the constraint mA t + st ≤ w + τt . A The optimal values mA t and st are given by  1 w + τt if 1 ≤ It ≤ 1−π A 1 mt = π ρ (w+τt )It 1  , if It > 1−π 1 1 1



(11)



(1−π) ρ (It −1) ρ +π ρ (It −1)



and



  0



[ sA t =  (w + τt ) 1 −



]



1



1 (1−π) ρ (I



π ρ It



t



1 1 −1) ρ +π ρ (I



t −1)



if 1 ≤ It ≤ if It >



1 . 1−π



1 1−π



(12)



Note that the nominal interest rate It represents the opportunity cost of cash relative to storage. Thus, if It is small enough, money is a “good” asset, and it is optimal for all young agents to hold their total endowments in cash. However, if the nominal interest rate is high enough, or more precisely, if it exceeds the threshold level 1/(1 − π), agents start making storage investments to compensate for the loss of holding money, while they take the risk of not being able to collect the returns on investments A when they have to relocate. The eﬀects of It on mA t and st are illustrated



in Figure 1. —Figure 1 is here— Using equations (11) and (12), the expected utility of a representative autarkic agent is rewritten as WtA ≡



(w + τt )1−ρ v(It ), 1−ρ 12



(13)



where ( )1−ρ  x It [ ]ρ v(It ) ≡ x1−ρ (1 − π) ρ1 + π ρ1 (It − 1) ρ−1 ρ



if 1 ≤ It ≤ if It >



1 1−π



1 . 1−π



(14)



It is easy to show that v 0 (It ) < 0 for all It ≥ 1. For a given value of τt , this indirect utility function is decreasing in It .



4.2



A Problem with a Monopolistic Bank



In this subsection, I consider an economy with a monopolistic banking system. A monopoly bank allocates its deposits between cash reserves and storage investments to maximize an ex-post proﬁt xst −(1−π)dt (w+ τt ). The bank’s proﬁt comes from excess revenues after payments to nonrelocated agents have been made. The problem of a monopoly bank can be written as max



st ,mt ,dm t ,dt



xst − (1 − π)dt (w + τt ),



(15)



subject to (3), (4), (5), and π 1−π 1−ρ [dm + [dt (w + τt )]1−ρ ≥ WtA . t (w + τt )] 1−ρ 1−ρ



(16)



The constraint equations are the same in a competitive banking system except for the depositors’ participation constraint (16). In this economy with monopoly banking, equation (5) will not hold with equality because of the monopoly power. Constraints (3), (4), and (16) hold with equality. From (3) and (4), it follows that It mt = πdm t (w + τt ) , [ x ] m It st = (w + τt ) 1 − πdt . x 13



1−ρ In addition, equation (16) becomes π(dm + (1 − π)(dt )1−ρ = v(It ). t )



Then, the monopoly bank’s problem, described above, is rewritten as [ ] m max (w + τt ) x − πIt dt − (1 − π)dt , m dt ,dt



1−ρ s.t. π(dm + (1 − π)(dt )1−ρ = v(It ). t )



The solutions are as follows: x m γ (It ), πIt



(17)



x 1−ρ I ρ γ m (It ), π t



(18)



m dm t = d (It ) =



dt = d(It ) = where γtm = γ m (It ) ≡



 



π F (It )  πIt G(It ) F (It )



if 1 ≤ It ≤ if It >



1 1−π



1 1−π



(19)



is a bank’s reserve-deposit ratio in a monopolistic banking system. Functions F and G are deﬁned by [ ] 1 1−ρ 1−ρ F (I) = π + (1 − π)I ρ , ] ρ [ ρ−1 1−ρ 1 1 , G(I) = (1 − π) ρ + π ρ (I − 1) ρ where F is increasing and G is decreasing in I. 1 ρ Note that dt = dm t It continues to hold. The wedge between the returns



paid to relocated agents and those paid to non-relocated agents is the same under monopoly versus competition. A monopoly bank only makes proﬁt on the diﬀerence between the return on the storage investments and the return it pays to agents; therefore, it is important for a bank to attract agents in order to invest. This induces the bank to oﬀer better returns on deposits even if the bank enjoys market power. As in the case of the competitive bank, I can summarize the properties of the reserve-deposit ratio. 14



Lemma 2 (i)



γ m (1) = π,



(ii)



γ m0 (It ) < 0,



∀



γ m (It ) ∈ (0, 1),



∀



(iii)



It > 1



It > 1



The reserve mt , or equivalently, γ m (It ), is strictly decreasing in It , while the storage investment st is increasing in It . The intuition is the same as in the case of the competitive banking system. The high nominal interest rate means a high opportunity cost of money holding. Let P B denote the proﬁt of a monopoly bank, deﬁned by (15). Then, an important property of the proﬁt is stated in the following proposition. Proposition 2 The proﬁt of a monopoly bank P B increases in the nominal interest rate. Proposition 2 implies that higher nominal interest rates increase the proﬁt of a monopoly bank. In the model, agents have a choice between holding cash directly and depositing it in a bank. When the nominal interest rate is low, holding cash becomes a more attractive option. In other words, the depositors’ reservation value decreases in the nominal interest rate. With high nominal interest rates, a monopoly bank can lower cash reserves and payments to depositors to extract more surplus without losing deposits. Some empirical evidence indicates that banks tend to proﬁt in inﬂationary environments. Hanson and Rocha (1986) ﬁnd a positive correlation between net interest margins and inﬂation by using aggregate interest data for 29 countries in the years 1975–1983.3 Demirguc-Kunt 3 The net interest margin measures the gap between what the bank pays depositors and what the bank receives from borrowers. Bank interest margins can be seen as indicators of banks’ earnings.
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and Huizinga (1999, 2000) reveal that inﬂation is associated with higher realized interest margins, higher proﬁtability, and higher costs. They conclude that the increase in bank income with inﬂation is greater than that in bank costs. Demirguc-Kunt et al. (2004) also ﬁnd that inﬂation exerts a robust, positive impact on bank net interest margins by using data on over 1400 banks across 72 countries in the years 1995–1999. These observations are consistent with the model. Let us now compare the reserve-deposit ratio chosen by a monopoly bank to that chosen by a competitive bank. The result is established as follows. Proposition 3 γtc ≥ γtm holds for all It ≥ 1. Proposition 3 states that a monopoly bank holds a lower level of reserves than a competitive bank. The intuition is that a monopoly bank does not earn proﬁts from holding cash reserves, and thus, it has an incentive to hold minimum reserves. This result also yields a testable prediction that banks with low reserves earn high proﬁts. According to Demirguc-Kunt et al. (2004), empirical results indicate that greater liquidity is negatively associated with interest margins. In other words, banks with high levels of liquid assets in cash and government securities receive lower interest income than banks with fewer liquid assets. This observation is also consistent with the model.



4.3



Equilibrium and Welfare in a Monopolistic Bank



Since w + τt = w/(1 − (1 − σ1 )γ m (It )) in an equilibrium, it follows that mt = wγ m (It )/(1 − (1 − σ1 )γ m (It )). Therefore, the equilibrium sequences {It } must satisfy It = xσ



γ m (It ) 1 − (1 − σ1 )γ m (It+1 ) . γ m (It+1 ) 1 − (1 − σ1 )γ m (It ) 16



(20)



The equilibrium law of motion for It has the same form as (9) except for the optimal reserve-deposit ratio. As in the case of a competitive banking system, I focus on the steadystate equilibrium and drop the time subscript. Then, steady-state welfare in a monopolistic banking system W m is given by  [ ]1−ρ wxF (I) W1m (I) ≡ 1 1−ρ IF (I)−π(I−x) [ ]1−ρ W m = W m (I) ≡ wxF (I)G(I) W m (I) ≡ 1 2 1−ρ F (I)−π(I−x)G(I)



if 1 ≤ I ≤ if I >



1 1−π



1 . 1−π



(21) The steady-state welfare under a monopolistic banking system is also expressed as a function of the nominal interest rate. The following lemma characterizes some properties of function W m (I). Lemma 3 (i) (ii) (iii)



W c (1) = W m (1), ( ) ( ) 1 1 m m W1 = W2 , 1−π 1−π ¯ ¯ ∂W2m ¯¯ ∂W1m ¯¯ = . ∂I ¯I= 1 ∂I ¯I= 1 1−π



1−π



Note that property (i) implies that both banking systems achieve the same welfare levels under the Friedman rule. Let us now compare welfare under monopolistic versus competitive banking arrangements. Figure 2 presents the steady-state welfare of competitive and monopolistic banking systems as a function of I.4 The solid line represents the welfare of a competitive banking economy, while the other two represent the welfare of a monopolistic banking economy. The welfare of a competitive banking economy shows a humped shape that is maximized at I = x. The welfare of a monopolistic banking economy 4 I ﬁxed w = 5, x = 1.5, π = 0.4, and ρ = 0.74. Note that these values satisfy the condition π(x − 1) < ρ.
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W m is deﬁned as W1m at [1, 1/(1 − π)) and as W2m at [1/(1 − π), ∞). Since both W1m and W2m are continuous and diﬀerentiable, and W1m is tangent to W2m at I = 1/(1 − π), the piecewise-deﬁned welfare curve of a monopolistic banking system is continuous and diﬀerentiable at any I > 1. The following proposition states that, under some parameters, the welfare of a monopolistic banking system is strictly decreasing in I. Proposition 4 Let us assume that π(x − 1) < ρ. In a monopolistic banking economy, the Friedman rule (i.e., I = 1) maximizes social welfare. The condition π(x − 1) < ρ holds if π or x or both are suﬃciently small. According to Gomis and Smith (2003), the appropriate values are x = 1.04, π = 0.14, and ρ = 0.74, which satisfy π(x − 1) < ρ. Thus, this condition is not restrictive at all. In the model, agents have the choice between holding cash directly and depositing it in a bank. When the nominal interest rate is low, holding cash becomes a more attractive option. Under the Friedman rule, money is as good an asset as storage. Thus, agents can self-insure perfectly against the risk of relocation, and the reservation value of agents is maximized. Consequently, a monopoly bank has to oﬀer enough returns for depositors, and the proﬁt of the monopolist bank is zero.5 In fact, under the Friedman rule, the equilibrium allocation must be the same in competitive and monopolistic banking systems, as Lemma 3 indicates. On the basis of the points discussed so far, it is concluded that the optimal monetary policy varies across diﬀerent banking systems. The model suggests that the competition between ﬁnancial intermediaries should 5 As in Paal et al. (2005), it is assumed that the proﬁt of the monopoly bank is a pure loss to the economy. Thus, the greater the increase in the nominal interest rate, the higher is the ineﬃciency due to monopoly power.
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be seriously considered when the central bank implements a monetary policy. —Figure 2 is here—



5



An Economy with a Discount Window Haslag and Martin (2007) show that if a central bank can make loans



and follow the Friedman rule, eﬃcient allocation can be achieved in a competitive banking system. In this section, I review their discussions to determine whether the optimality of the combination of the discount window policy and the Friedman rule is robust in a monopolistic banking system. First, it is important to understand eﬃcient allocation. Eﬃcient allocation maximizes the steady-state expected utility of a representative generation subject to a feasibility constraint. According to Haslag and Martin (2007), eﬃcient allocation provides identical levels of consumption to relocated agents and non-relocated agents, and the total endowments of each generation are stored. Let cm and cn denote the old-age consumption of relocated and non-relocated agents, respectively. This can be summarized in the following lemma. Lemma 4 Eﬃcient allocation is characterized by cm = cn = xw and s = w. For the proof, see Haslag and Martin (2007).
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5.1



A Competitive Banking System with a Discount Window



For comparison, let us review the optimality of the discount window and the Friedman rule in a competitive banking system by following Haslag and Martin (2007). I now describe the timing of central bank loans. At date t, banks can borrow money from the central bank for relocated agents born at date t. Then, at date t + 1, banks sell goods to agents who moved from the other island in order to obtain money and repay the central bank loan. I assume that central bank loans are made at a net interest rate of zero. Let bt denote the loan received from the central bank at date t, and it is assumed that an upper limit ¯b exists so that bt ≤ ¯b for all t. Thus, the central bank has two policy tools, the rate of growth of the money supply σ and the upper limit of loans ¯b. Equations (4) and (5) are respectively modiﬁed as pt pt + bt , pt+1 pt+1 pt (1 − π)(w + τt )dt ≤ xst − bt . pt+1 π(w + τt )dm t ≤ mt



(22) (23)



Equations (22) and (23) contain the terms of a bank’s borrowing from the central bank and repayment to the central bank, respectively. Since it is assumed that x ≥ pt /pt+1 , it is always optimal for banks to borrow as much money as possible so that bt = ¯b. The discount window loans are a perfect substitute for cash reserves. If the central bank increases ¯b, banks borrow more from the central bank and increase the amount of goods stored. Thus, it is easy to verify that st → w as mt → 0. In addition, when mt > 0, the optimal payments to relocated and non-
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relocated agents are as follows: dm t



x



=



1 ρ



πIt + (1 − π)It 1



dt =



xItρ 1



[ 1+



)] ¯b ( 1 1− , w + τt It
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[ 1+



)] ¯b ( 1 1− . w + τt It
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πIt + (1 − π)Itρ



If the central bank implements the Friedman rule, that is, It → 1, then dm t → x and dt → x, so that consumption inequality is eliminated. The discount window policy can lead to high investment, while the Friedman rule can lead to perfect risk sharing. I summarize these results in the following proposition. Proposition 5 Eﬃcient allocation can be achieved in a competitive banking system if the central bank can make suﬃciently large loans and follow the Friedman rule.



5.2



A Monopolistic Banking System with a Discount Window



Next, let us consider an economy with a monopoly bank that can take loans from the central bank. While three sources of ineﬃciency exists— low productive investments, consumption inequality, and monopoly power— the central bank has only two policy tools; therefore, it is not obvious that the combination of the discount window policy and the Friedman rule can achieve eﬃcient allocation. The aim of the following discussion is to conﬁrm the robustness of the optimality of the discount window and the Friedman rule. The modiﬁed problem of a monopoly bank can now be written as maxm



st ,mt ,dt ,dt



xst − (1 − π)dt (w + τt ) − bt 21



pt , pt+1



(26)



subject to equations (3), (16), (22), (23), and bt ≤ ¯b. The real proﬁts of a monopolistic bank comprise the value of storage investments, minus payments to non-relocated agents, less the repayment of discount window loans. As in the case of the competitive banking system, a monopoly bank will borrow as much as possible; thus, bt = ¯b. In addition, equations (3), (16), and (22) hold with equality. The solution for mt is given by } { π ¯b . mt = max 0 , (w + τt )It dm − t x



(27)



Equation (27) states that the reserve of a monopoly bank is zero if ¯b is large enough. That is, mt → 0 as ¯b increases. Furthermore, when mt > 0, the optimal payments to relocated and non-relocated agents are given by (17) and (18), respectively. This is a rather surprising result. The payments of a monopoly bank are the same as the case wherein no discount window exists. In other words, the optimal returns to depositors do not depend on the borrowing limit of the central bank loans in a monopolistic banking system. This fact indicates that a monopoly bank can earn more proﬁts without altering returns to depositors when the central bank increases the loan limit. In fact, when mt > 0, the proﬁt of a monopoly bank P B is given by



( ) [ ] 1 m P = (w + τt ) x − d(It ) − π(It d (It ) − d(It )) +x¯b 1 − , It B



where P B is increasing in ¯b for all It > 1. This result is obtained because of the assumption that the reservation value of depositors is constant with the loan limit. On the other hand, in a competitive banking economy with a discount window, the optimal payments of banks to relocated and non-relocated agents dm t and dt , which are given by (24) and (25), respectively, are increasing in the loan limit ¯b. Note that it is also assumed that the reservation value of depositors is constant with the loan 22



limit. If a bank earns proﬁts from the central bank loan, rival banks that also earn proﬁts from the loan will oﬀer better returns to depositors and take away business from the bank. As a result, all banks earn zero proﬁts in equilibrium. Thus, it is concluded that through banking competition the proﬁts that banks achieve from the discount window are restored to depositors. Consumption inequality depends on the nominal interest rate It , while storage investments are inﬂuenced by the loan limit ¯b. Thus, the storage investment st tends toward w if ¯b is suﬃciently increased. If It → 1, then d(It ) → x and dm (It ) → x from (17) and (18), respectively, so that consumption inequality is eliminated at the limit. In addition, the proﬁt of a monopoly bank P B approaches zero as It → 1. The Friedman rule can eliminate both consumption inequality and monopoly power. I summarize these results in the following proposition. Proposition 6 Eﬃcient allocation can also be achieved in a monopolistic banking system if the central bank can provide suﬃciently large loans and follow the Friedman rule. This proposition implies that the combination of the discount window and the Friedman rule is optimal without depending on banking competition. It reinforces the result of Haslag and Martin (2007). Eﬃcient allocation can be achieved in the competitive banking system, and this system generates the same allocation as the monopolistic banking system under the Friedman rule; therefore, it is possible that allocation can be eﬃcient in the monopolistic banking system as well. Under the Friedman rule, money provides suﬃcient insurance against the relocation risk and enough competition to a monopolist bank.
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6



Conclusion A large body of empirical evidence illustrates that the competitive



structure of the ﬁnancial system varies across countries. This seems to be an important aspect for policy analyses. In this paper, I reveal the differences in the optimal monetary policy in diﬀerent banking economies. Speciﬁcally, the Friedman rule is optimal in a monopolistic banking system, while the zero-inﬂation policy is optimal in a competitive banking system. In a monopolistic banking economy, ineﬃciency caused by low banking competition increases as the nominal interest rate rises. This is because of the role of money as an alternative to bank deposits. If the nominal interest rate is high, the reservation value of depositors is low, and a monopolistic bank can lower cash reserves and payments to depositors to extract more surplus. The Friedman rule eliminates this ineﬃciency because money becomes a powerful competitor for a monopolist bank. This fact seems to constitute a new rationale for the Friedman rule. In addition, I reconﬁrm the optimality of the combination of the Friedman rule and the discount window policy. If the central bank implements both monetary policies, eﬃcient allocation will be achieved in a monopolistic banking economy as well as in a competitive banking economy. I also demonstrate that through banking competition, the proﬁts that banks achieve from central bank loans can be restored to depositors. In a competitive banking system, the returns of depositors increase with a rise in the upper limit of the central bank loan. In a monopolistic banking system, however, the proﬁt of the bank increases, with an increase in the loan limit without altering depositors’ returns because of market power. The results obtained here suggest that the competition between ﬁnancial intermediaries should be considered seriously when the central
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bank implements monetary policies. Finally, this paper does not discuss the source of market power in the banking industry. I conjecture that there is some barrier to entry that allows banks to enjoy market power, for example, ﬁxed costs or entry laws. Identifying the source of market power is an important issue that should be explored in detail by future research.



Appendix Proof of Proposition 1. Diﬀerentiating equation (10) with respect to I and setting it to zero, it yields (1−π)(wx)1−ρ I



1−2ρ ρ



[



[ ] [ ] 1−ρ 1 ρ ρ ] xπ + (1 − π)I − π + (1 − π)I I 1 −ρ xπ + (1 − π)I ρ = 0. [ ] 1 2(1−ρ) ρ ρ xπ + (1 − π)I



This can be reduced to I = x. ¥ Proof of Proposition 2. Combining (17)–(19), I can obtaion an expression for the function P B : { 1 x(w + τt )[1 − F (I)−ρ ] if 1 ≤ It ≤ 1−π B P = (28) 1 x(w + τt )[1 − IF (I)−ρ G(I)] if It > 1−π Note that τt is strictly increasing in I. Since F (I) is an increasing function of I, P B is increasing in I at [1, 1/(1 − π)]. Next, I check whether IF (I)−ρ G(I) is decreasing in I or not. The ﬁrst derivative of IF (I)−ρ G(I) is as follows: ∂ ∂I



(



IG(I) F (I)ρ



)



G(I) =



2ρ−1 ρ



π



ρ−1 ρ



{[ 1−π π



]1 [ (I − 1) ρ − 1 + 1



F (I)(I − 1) ρ 25



1



1−π ρ I π



]} 


Then, I can conﬁrm that P B is decreasing in I at [1/(1 − π), ∞). Finally, the desired result is obtained. ¥ Proof of Proposition 3. From equations (8) and (19), it follows that γ c (It ) = γ m (It )



{ F (It )ρ F (It )ρ It G(It ) 1−ρ ρ



Since ρ ∈ (0, 1), π + (1 − π)It



if 1 ≤ It ≤ if It >



1 1−π



1 . 1−π



> 1 holds for all It > 1. Clearly,



1 F (It )ρ > 1 holds for all It ∈ (1, 1−π ]. It is easy to check that F (1)ρ = 1 ρ−1 ρ



holds. In addition, (1 − π) + πIt



1



1



> (1 − π) ρ + π ρ (It − 1)



1 any It > 1−π . This inequality is equivalent c m γ (It ) > γ (It ) holds for all It > 1. ¥



ρ−1 ρ



holds for



ρ



to F (It ) > It G(It ). Thus,



Proof of Lemma 3. First of all, it is convenient to know the following properties of F (I) and G(I): F (1) = 1, 1−π F 0 (1) = , ρ 1



G(1) = (1 − π) 1−ρ , ( ) [ ] 1 2ρ−1 1−ρ 1 ρ F = π + (1 − π) , 1−π 3ρ−1 ( ) ] ρ 2ρ−1 1−ρ 1 (1 − π) ρ [ 0 ρ = π + (1 − π) , F 1−π ρ ( ) 1 G = 1 − π, 1−π ( ) 1 0 G = −(1 − π)2 . 1−π 26



(i) From equations (10) and (21), it is easy to show that W |I=1 = c



W1m |I=1 =



[ ]1−ρ 1 wx . 1 − ρ 1 + π(x − 1)



(ii) From equation (21), it is straightforward to show that W1m |I=



1 1−π



= W2m |I= 1 1−π [ ]1−ρ 1 wx(1 − π)F ( ) 1 1−π = . 1 1 − ρ F ( 1−π ) − {1 − x(1 − π)}π



(iii) Since [ ] ∂W1m (wx)1−ρ F (I)−ρ = πF (I) − π(I − x)F 0 (I) − F (I)2 , 2−ρ ∂I [IF (I) − π(I − x)] m ] ∂W2 (wx)1−ρ {F (I)G(I)}−ρ [ 2 0 2 2 0 = πF (I)G(I) − π(I − x)F (I)G(I) + F (I) G (I) , ∂I [F (I) − π(I − x)G(I)]2−ρ it follows that ¯ ¯ ∂W1m ¯¯ ∂W2m ¯¯ = ∂I ¯I= 1 ∂I ¯I= 1 1−π [1−π ( ) ( 1 ) 0( 1 ) ( 1 )2 ] 1 1−ρ (wx) πF 1−π − π 1−π − x F 1−π − F 1−π = . ( 1 )ρ [ 1 ( 1 ) ( 1 )]2−ρ F 1−π F 1−π − π 1−π −x 1−π



Proof of Proposition 4. Using the above results, I obtain ¯ (1 − π)(wx)1−ρ ∂W1m ¯¯ = [π(x − 1) − ρ] . ∂I ¯I=1 ρ[1 + π(x − 1)]2−ρ ¯ ∂W m ¯ < 0 holds. In addition, it is easy to obtain Thus, if π(x−1) < ρ, ∂I1 ¯ ∂W2m ∂I



I=1



< 0 for all I > 1/(1 − π). Finally, the desired result is obtained. ¥
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Figure 1. Money demand and storage investments functions in an autarky economy.
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