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ABSTRACT In this paper, we propose a multimodal Web image retrieval technique based on multi-graph enabled active learning. The main goal is to leverage the heterogeneous data on the Web to improve retrieval precision. Three graphs are constructed on images’ content features, textual annotations and hyperlinks respectively, namely Content-Graph, Text-Graph and Link-Graph, which provide complimentary information on the images. By analyzing the three graphs, a training dataset is automatically created and transductive learning is enabled. The transductive learner is a multi-graph based classifier, which simultaneously solves the learning problem and the problem of combining heterogeneous data. This proposed approach, overall, tackles the problem of unsupervised active learning on Web graph. Although the proposed approach is discussed in the context of WWW image retrieval, it can be applied to other domains. The experimental results show the effectiveness of our approach.



Categories and Subject Descriptors H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval – Retrieval Models. H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval – Search Process. I.5.1 [Pattern Recognition]: Models – Statistical.



General Terms Algorithms, Performance



Keywords Active Learning, Graph Learning, Multimodal Image Retrieval



1. INTRODUCTION One image is more than a thousand words. With the rapid development of digital cameras and the exploding growth of the Internet, more and more people share their images on the Web and search interested images from the Web. WWW image search engine thus plays a more and more important role in human life. A key challenge of WWW image search engines is precision Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. MIR’05, November 10–11, 2005, Singapore Copyright 2005 ACM 1-59593-244-5/05/0011…$5.00.
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performance. However, today’s WWW image search engines generally resort to text retrieval techniques while ignore the intrinsic features of image itself. An image is ranked by the similarity between its textual annotations and the query words. Though commercial image search engines such as Google[8] and Yahoo! [22] are already available, they mainly use textual information of images, e.g. filenames and surrounding texts. However, because of ambiguous meanings of textual queries in representing image concepts, e.g. a query “tiger” can refer to an animal tiger, or “Tiger Woods”, or the locations that tigers inhabit, this kind of search strategy usually results in diverse images. Moreover, as the Web is also a noisy environment, it is very difficult for a single type of data (e.g. text) to achieve very satisfactory performance for various queries. It is remarkable that a WWW image can be described using many different kinds of attributes, such as its low-level content feature, surrounding texts, hyperlinks, anchor texts, etc. These heterogeneous data each describes a same image from different aspects. Their inter-complements and reinforcements are proved by many previous works. Barnard et al. [1][2] pointed out that “while text and images are separately ambiguous, jointly they tend not to be”, and exploited this phenomenon to annotate images and organize image databases. Cai et al. [4] combined texts and hyperlinks to cluster WWW images and used image content features to further render the results. Wang et al. [20] obtained similarities of images by iteratively propagating texts’ similarities to their corresponding images and vice versa, and used the updated image similarities for image retrieval. All these techniques above demonstrate their superiority to the techniques based on one single type of data. In this paper, we target at tackling the problem of Web image retrieval to improve the retrieval precision performance. Based on the reinforcements of heterogeneous data, we propose an unsupervised active learning approach which firstly automatically selects a group of positive and negative images according to the users’ query, sets aside the ambiguous ones as unlabeled data, and then trains a classifier based on the selected dataset to enable active learning approach that determines the returned results. Relevance feedback technique is also enabled in our approach in case that the user is willing to interact with the search engine to refine the search result. As currently most image search engines prohibit users from interaction, some times users have to browse many pages before finding his/her interested images. We highlight the main contributions of our approach as follows: 1) Fundamentally, in this paper, we solve the problem of enabling unsupervised classification. Rather than the previous learning techniques which require manually labeled



training dataset, the training dataset in our approach is automatically selected based on the analyses of multi-graphs constructed on heterogeneous Web data. 2) We propose a multi-graph based classification algorithm which extends the LapSVM [3] classifier. The latter one is a graph-based classification algorithm which has proved its effectiveness in both supervised learning and transductive learning cases and is more powerful than Support Vector Machine [19]. This extension provides an effective method to combine heterogeneous features of images, which is a critical challenge in multimodal image retrieval area. 3) A multimodal active learning approach is proposed. And it supports both Query-By-Example (QBE) and Query-ByKeyword (QBK) retrieval schemes. The rest of this paper is organized as follows. In Section 2, we introduce a group of related works. In Section 3, we propose our training data auto-selection approach based on the analyses of multiple image graphs. Section 4 describes the classification algorithm used in our approach, which is a multi-graph extension to the LapSVM algorithm proposed by Belkin et al. [3]. We propose in detail the active learning approach for multi-model image retrieval in Section 5 and show its ability to employ relevance feedback in Section 6. The experimental results are provided in Section 7. We conclude our approach with possible future works in Section 8.



2. RELATED WORKS The performance of Content-based image retrieval was greatly improved after relevance feedback approached was borrowed from the information retrieval community [15]. In each round, the system returns to the user a few image instances to solicit feedback, and refines the query by moving it towards the user’s query concept based upon the “relevant” or “irrelevant” information provided by the user. Then another refined set of images retrieved from the database with the new query are brought up to the user for labeling. After several iterations, the system returns a number of images from the pool that it believes to best match the user’s requirement. To reduce users’ interaction with the system and for better results, [18] proposed the idea of active-learning for image retrieval. Based upon the past queries and responses, the so-called active learner, SVMactive, chooses the most “informative” images within the unlabeled image pool, which are the ones promising the lowest model loss for the future learner, and ask the user to label them. The criterion of the most “informative” is that the closest to the SVM decision boundary. After a few iterations, a final SVM model is trained, and the system display the top k “relevant” images that are the most positive according to this final model. As a different approach, He et al [9] proposed a manifold-ranking approach for image active learning. In addition, the so-called MRBIR [9] system is also a transductive inference approach rather than inductive learning addressed by [18]. This approach considers a closed set of images where queries are enclosed in the image pool. It first constructs a k-nearest neighbor graph on all the images (including the query), then by manifold ranking[25], the system returns the images ranked highest as the positive results. The disadvantages of this method are that it requires the query to be inside the database and does not provide an out-ofexample extension. As a result, when a new image comes, the



system has to re-create the graph before ranking on it which limits its scalability. The above approaches address traditional CBIR problems. However, a key challenge in CBIR is to get enough training data to learn the mapping functions from low-level feature space to high-level semantics. As the Web becomes more and more important in human life, many researchers began to leverage abundant descriptions of Web images to bridge the cognitive gap. Chen et al. [6] linearly combined with equal weight the similarities on textual features measured by dot product and Euclidean distances on visual features. [1][2][21] proposed probabilistic models to integrate information provided by associated text and image features. The disadvantage is that the mutual reinforcements across sets of related data types are not fully exploited. Wang et al. [20] proposed a multi-model iterative similarity propagation method to learn the intrinsic similarities between images. They treat image content features and their surrounding texts as two types of objects. And using their interrelationships as bridges, the intra-object similarities of one data type are affected by those of another data type which results in a non-linear combination of different types of objects. In this paper, we try to exploit the possible usage of heterogeneous Web data for image search, and present a graphbased active learning approach which not only results in a higher image retrieval performance but also enables users to interact with the search engine to find the information he/she looks for.



3. TRAINING DATA AUTO-SELECTION BASED ON MULTI-GRAPH ANALYSIS Typically we can obtain three types of attributes for a WWW image, i.e., hyperlinks, surrounding texts, and low-level content features. Each of them describes a same image from different aspects. As aforementioned, these descriptions are intercomplementary and reinforcing. This inspires us with the idea that given a set of images which are possibly relevant to the user’s query, we can leverage the complementary information provided by heterogeneous data to make a further estimation on their relevance and obtain a cleaner training dataset. For this purpose, firstly we construct three graphs, namely LinkGraph, Text-Graph and Content-Graph, based on images’ hyperlinks, surrounding texts, and low-level content features respectively. And then analyze these graphs to obtain the initial training dataset for learning the classifier corresponding to the query.



3.1 Graph Construction Representing data objects and their inter-relationships using graphs gives the data additional structure and provides a useful way to discover the latent information. It is proved to be an effective technique by many previous works in different research areas [4][9][13]. In our approach, the nodes in Link-Graph, Text-Graph and Content-Graph are the image objects. The edges in the LinkGraph are inferred from image hyperlinks, and those in the TextGraph and Content-Graph are image similarities calculated based on images’ textual features and low-level content features respectively.



To ensure the accuracy of image textual features and hyperlinks, we resort to some web-page analysis techniques. A Visual-based Page Segmentation (VIPS) algorithm [5] is used to segment the web-pages. It leverages the layout features of the web-page and tries to partition the web-page at the semantic level. Each node in the extracted content structure will correspond to a block of coherent content in the original web-page. This technique is technically more powerful than the traditional DOM-tree methods and proved its effectiveness in many previous works [4][20]. A parameter called Degree of Coherence (DoC) is provided by VIPS algorithm to control the coherence of blocks. We set DoC = 5 in our experiments. The keywords enclosed by the obtained image blocks, i.e. blocks which contain images, are assumed the surrounding texts of the images. And image hyperlinks are also extracted based on these blocks. We detail the approaches below.
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if I j ∈ bk otherwise



(4)



sk is the number of images contained in the image block bk . This definition coincides with the nature of Web hyperlink structure that images are contained in blocks and blocks link to other pages while pages are made up of blocks. Interested readers can refer to [4] for detailed descriptions. Thus we have Wijl = exp ((GI )ij 4σ l )



(5)



3.2 Training Dataset Selection



Let X be the entire image dataset of size N . xic , xit and xil denote the ith image represented by its content/textual/link feature respectively. W c , W t and W l are the corresponding k-nearest neighbor graphs, where W c = {Wijc | i, j ∈ {1,..., N }} and the same



To learn an active learner, the first requisition is a set of training data. Different from the previous works, in this paper, we propose a training data auto-selection method. We use QBK retrieval scheme as an example to illustrate it which is consistent with the scheme of current image search engines.



definition holds for W t and W l . k is selected to be much larger than the number of images returned. Currently we set k = 5000 . σ c , σ t , σ l are the controllers of the scale of spatial proximity measures of the Content/Text/Link-Graph.



Firstly, according to the user’s query, we select a set of seed images whose surrounding texts include this query. This step is very fast based on the constructed inverted index file. We denote this set as I (0) .



3.1.1 Content-Graph For each image, we extract 36-bin banded auto-color correlogram stands for the Euclidean [11] as the low-level content features. distance measure. Note that our method is orthogonal to the content feature extraction method because the effectiveness of features only affects the absolute precision performance of our method rather than the relative performance comparing with the baseline methods. W c is given by: Wijc = exp (− xic − x cj



4σ c )



(1)



3.1.2 Text-Graph We filter out the stopwords from the image surrounding texts and weight the rest keywords using TF*IDF algorithm [16], which make up of the textual features of images. Then we measure image similarities by cosine metric. These processes follow the standard procedure in text retrieval domain. To make it coherent with the definition of W c , we construct W t by: Wijt = exp ( − (1 − cos( xit , x tj )) 4σ t )



(2)



3.1.3 Link-Graph We define the image-to-image link graph GI the same as [4] does: GI = Gib * Gbp * G pp * G pb * Gbi = Z T GB Z



(3)



where the subscripts i, b, p indicate image, block and page respectively. GB is the block-to-block graph. And Z is the blockto-image graph defined by



Because an image can be relevant to a query although its surrounding texts do not contain the query words, to collect as many relevant images as possible, we extract the images connected to I (0) in any of the three graphs and create an (0) (0) “adjacency” image set I adj . I (0) and I adj , jointly, make up of the closed “interested” image database for the given query. And the initial positive, negative and unlabeled image datasets are selected from this database. The reason of selecting also unlabeled data is that, 1) many previous works have shown that transductive learning provides an effective way in solving the small sample problem which is a key challenge in supervised learning; 2) in Web scenario, because a large number of positive images may be missed by purely text retrieval approaches, by including the “unlabeled” images (i.e. the may-be-relevant images in our approach), the recall performance can be ensured. Intuitively, if two images are thought “similar” (i.e. the edge between them has a high weight) according to their visual, textual and hyperlink features simultaneously, most probably they are semantically similar (remember that W c , W t and W l are k-NN graphs). This inspires us to propose the following criterion to select the positive examples according to the user’s query: assume λc , λt , λl are three coefficients which suggest our confidence on images’ visual, textual and hyperlink features respectively. And the similarity of two images xi , x j is given by: Sim( xi , x j ) = λcWijc + λtWijt + λlWijl



where xi ∈ I , x j ∈ I (0)
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Ranking in descending order of Sim( xi , x j ) , the pairs of images whose similarity is greater than



∑



i, j



Sim( xi , x j ) M are assumed



positive images and stored in the pool I +(1) , where M is the



number of image pairs. The size of I +(1) in our current experiments is no greater than 20. From the rest of ordered image pairs, the unlabeled image dataset I 0(1) is constructed such that 1) the images appear in the top 500 ranked pairs and 2) they are not in I +(1) . Let I +(1) be the size of I +(1) . We randomly select I +(1) images that are disconnected from the may-be-relevant images (i.e. images in (0) I (0) and I adj ) in any of the three graphs, i.e. images that are irrelevant to the query according to any of the three types of features (i.e. visual, textual and hyperlinks). These images make up of the negative image pool I −(1) . This is a severe criterion because in our scenario, incorrect negative training samples will greatly degrade the performance of active learners. Moreover, we set I +(1) and I −(1) of equal size to avoid the undesired effect of unbiased data. I
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, I



(1) −



and I



(1) 0



make up of the initial training dataset I



(1)



.



The above strategies, although simple, are proved very effective by our experimental results.



3.3 Graph Construction on Training Dataset We construct new Link-Graph, Text-Graph and Content-Graph based on I (1) using the same methods given in equation (1),(2) and (5), and denote them Wsc , Wst and Wsl separately. The subscript s highlights that the k-NN graphs are constructed on the small set of training images. Here we set k = 6 .



4. A MULTI-GRAPH-BASED CLASSIFIER In this section, we propose a multi-graph based transductive learning algorithm as the active learner in retrieval process. It is an extension of LapSVM proposed by Belkin et al. [3], a single graph based transductive learning algorithm.



4.1 Brief Introduction to LapSVM LapSVM is a graph-based extension of Support Vector Machine (SVM) [19]. It is fundamentally a data-dependent manifold regularization algorithm that exploits the geometry of the probability distribution. Recall the standard framework of learning from examples. There is a probability distribution P on X × according to which examples are generated for function learning, where X is the dataset. Labeled examples are ( x, y ) pairs generated according to P . Unlabeled examples are x ∈ X drawn according to the marginal distribution Px of P . LapSVM connect the marginal and the conditional distributions by assuming that if two points x1 , x2 ∈ X are close in the intrinsic



structure, if two web pages are linked together, possibly they are of the same topic. This is a reasonable assumption and is proved by many previous works [4][24][13]. Under this assumption, and by including the intrinsic smoothness penalty term, the objective function of LapSVM algorithm is given by adding an additional regularization term (the right-most item in eq.(7)) to the standard SVM objective function: f * = arg min f ∈H k



1 l ∑ (1 − yi f ( xi ))+ + γ A f l i =1



2 K



+



γI (u + l ) 2



f T Lf



(7)



where xi is the data point with label yi , and l and u are the number of labeled and unlabeled data respectively. f = [ f ( x1 ),..., f ( xl + u )]T is the solution. L = D − W is the graph Laplacian. D is the diagonal matrix given by Dii = ∑ j =1Wij , and l +u



Wij is edge weight between xi and x j in the affinity matrix W . The algorithm shrinks to standard SVM when γ A ≥ 0, γ I = 0 . There are a few points worth highlighting here to show our motivations in investigating LapSVM. 1) LapSVM is fundamentally a manifold regularization algorithm. Although whether images belonging to the same semantic concept have manifold structure is theoretically unknown, because Euclidean distance is a conventional measure of the similarity of two images while Euclidean space is a special case of manifold, we argue that assuming images are distributed on a manifold is technically reasonable. Moreover, the way in which the image relationships are investigated is of value in measuring the relevance of images. Furthermore, manifold learning has achieved great successes in many areas, such as face recognition[10], digit recognition [23][25], text classification[23], image ranking and retrieval [9][25], and Web classification[24]. And many previous works suggested that manifold structure may exist among images [9][25] and Web data [24], or at least approximately approach to their intrinsic structures. In short, it is reasonable that we solve our problem in the manner of manifold analysis. 2) LapSVM [3] can deal with both the supervised learning and transductive learning cases while in this paper, we mainly investigate the transductive learning approach. The reasons are given in Section 3.2. 3) We adopt the transductive learning approach other than transductive inference approach [23] as [9] does. The reason is that the later one does not provide an out-of-sample extension. It assumes that all the data are visible and enclosed in the training dataset, which limits their usefulness and is unsuitable for our Web image retrieval scenario.



4.2 A Multi-Graph Extension of LapSVM



P( y | x2 ) are similar. In other words, the conditional probability distribution P ( y | x ) varies smoothly along the geodesics in the intrinsic geometry of Px .



The objective function of LapSVM (see equation (7)) addresses only the case of learning on homogeneous data. In this subsection, we propose our method of extending it to be applicable for multi-type heterogeneous data case. We call the multi-graph extension of LapSVM LapSVM MG .



This, in fact, is identical to the basic assumption in information retrieval area that if two objects have similar content features, they probably share the same concept. As for Web hyperlink



As aforementioned, how to effectively combine heterogeneous data is a key challenge for multimodal image retrieval area. In this paper, we propose to embed the combination into the objective



geometry of Px , then the conditional distributions P( y | x1 ) and



function of LapSVM. When the optimal hyperplane [19] is founded, the optimal combination scheme of the three types of heterogeneous data, images, texts and hyperlinks, is simultaneously achieved.



By introducing slack variables and using standard Lagrange Multiplier techniques as well as equation (11), we can arrive at the optimal expansion coefficient vector α that is given by:



α = (2γ A I + 2



To be specific, we define the new graph Ws on the training dataset as a linear combination of the three graphs:



Ls = λc Lcs +λt Lts +λl Lls



subject to:
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f * ( x) = ∑ i =1 α i* K ( x, xi )
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l i =1



(10)



(11)



yi β i = 0,



(14)



and Q = YJK (2γ A I + 2



By the Representer Theorem [3], the solution of equation (10) is given by: l +u



l



1 0 ≤ βi ≤ , i = 1,…, l l



Thus we obtain the objective function of LapSVM MG : 2



1 2



l



β∈



Wsc , Wst and Wsl respectively. 1 ∑ (1 − yi f ( xi ))+ + γ A f l i =1



(13)



β * = max ∑ i =1 β i − β T Qβ



(9)



where Lcs , Lts , Lls are the graph laplacian corresponding to



f ∈H k



LK ) −1 J T Y β *



(8)



This combination changes the edge weights of the nodes or adds some new edges to them. Using the same definition of L in Section 4.1, the new laplacian Ls is given by:



f * = arg min



(u + l ) 2



where



Ws = λcWsc +λtWst +λlWsl



l



γI



γI (l + u ) 2



LK ) −1 J T Y



(15)



J = [ I 0] is a l × (l + u ) matrix given by J i , j = 1 if i = j and xi a labeled example, and J i , j = 0 otherwise. I l ×l is the identity matrix.



Y is the diagonal matrix, Yii = yi .



There is a problem in equation (11), i.e. how to define K , the kernel function, in this multimodal case.



5. ENABLING ACTIVE LEARNING FOR MULTIMODAL IMAGE RETRIEVAL



There are two strategies. One is to define it as a linear combination of the kernel functions on image content features, textual features and hyperlinks, as Ws does. The other is to define it on a single type of features.



First, the examples used to train the active learner are automatically selected based on multi-graph analysis, and no human efforts are required.



We argue that the former one is not theoretically sound. The reason is: λc , λt , λl are defined in the original feature spaces. However, the utility of kernel functions is to project data points in the original feature space to a higher dimensional space, and the mappings are not necessarily linear. Thus the combination in the higher dimensional space after such projections is most probably inconsistent with that in the original space. On the other hand, to define K on a single type of features is reasonable for LapSVM MG because Ws does not affect the features of the nodes. Another advantage is that it promises the effectiveness to classify examples outside the training dataset. Recall that the criterion of classifying an example x is given by f ( x) = ∑ i =1α i K ( x, svi ) |sv|



(12)



The overall retrieval process is shown in Figure 1. Active learning in this process has two aspects of meanings:



Second, LapSVM MG is a maximum margin classifier. Thus the most positive images are those that are the farthest from the optimal hyperplane with positive scores.



Input:



query (a keyword or phrase)



Output: retrieved images 1. Obtain seed image set I (0) by text-retrieval techniques (Section 3) 2. Select a training dataset I (1) leveraging the three graphs (Section 3.1 and 3.2)



where svi is the i support vector and | sv | is the number of support vectors. This equation requires the homogeneity of x and svi , i.e. they are defined in the same space. Since the queries are



3. Construct new Link-/Text-/Content-Graph on I (1)



either keywords or images, to define K on either text space or image space promises the correct classification result.



5. Return the images with the highest positive scores



Currently in our experiments K is defined on textual features since the QBK retrieval scheme is adopted.



Figure 1. Active Learning for Multimodal Image Retrieval



th



(Section 3.3) 4. Train LapSVM MG model by equation (8)-(14)



6. RELEVANCE FEEDBACK Figure 2 shows the active learning approach supported by relevance feedback technique. Note that in step 5, the criterion of the most informative images is the shortest distance to the optimal hyperplane. And the effectiveness of this criterion was proved by Tong et al. [18]. Theoretically, our method is superior to the SVM active learning approach proposed by Tong et al. [18]. The reasons are: 1)



At the initial stage, [18] randomly picks up a group of images for users’ labeling, and based on these manually labeled examples to learn a classifier. The active learning approach begins at the second round. As a contrary, we automatically select examples to train LapSVM MG learner and select informative images at the very beginning of the process. This ensures a faster convergence and better performance.



2)



Our active learner model is more effective than that of [18].



3)



Our active learner is based on heterogeneous data. The data are no longer regarded as “flat” in our approach but are richly structured. Since it has been proved more practical in many previous works [4][7], this structure assumption ensures a better learning performance because SVM algorithms attempt to model the data distribution.



Input:



query (a keyword or phrase)



Output: retrieved images 1. Obtain seed image set I (0) by text-retrieval techniques 2. Select a training dataset I (1) leveraging the three graphs 3. Construct new Link-/Text-/Content-Graph on I (1) 4. Train LapSVM MG model by equation (8)-(14) 5. Return n images which are the closest to the decision boundary of LapSVM MG model for users’ labeling. These images are the most informative ones[18].



Table 1. Queries baby, bat, bear, bird, boat, box, butterfly, car, cat, cloud, dog, elephant, fish, frog, fox, heart, horse, house, lake, leopard, lion, mountain, river, salamander, sky, snow, sunset, tiger, tree, tulip retrieved for the evaluation. The performance measure applied is precision-scope. Scope specifies the number of images returned to the user. Precision is defined as the number of retrieved relevant objects over the value of scope. The baseline method used for the case of relevance feedback is the SVM active learning approach proposed by Tong et al. [18]. However, rather than randomly selecting images for user’s feedback in the initial stage in [18], we use the training dataset selected (see Section 3.2). The baseline methods used for the case of no relevance feedback is text-based retrieval and SVM classification approach. The former technique is adopted by many of current online image search engines. And SVM algorithm is proved effective in many previous works. The text-based retrieval approach retrieves all the images whose surrounding texts match the given query. And these images are ranked in the descending order of cosine similarities to the query.



7.1 Performance Evaluation 7.1.1 An Example of Selected Training Dataset I (1) We show in Figure 3 an example of the selected training dataset to provide the reader a sense of the effectiveness of our multigraph based training data selection approach. Limited by the space, Figure 3 gives only a subset of I (1) . In fact, the real “bat” images dominate the selected positive image set and we obtain 100% precision in selecting negative images. And the unlabeled dataset covers a large number of concepts as well as almost all the “bat” pictures available (except those assumed positive) in the entire database. Figure 3 suggests the diversity of the unlabeled image set. Obviously that the more diverse the unlabeled dataset is, the more difficult high retrieval performance can be obtained.



6. Go to step 4., and train new LapSVM MG model based on the user’s feedbacks. After a few iterations, go to step 7. 7.



Train the final LapSVM MG model and return the m images which have the highest positive scores. Figure 2. Active Learning in Relevance Feedback



7. EXPERIMENTS We crawled about 270,000 images starting from http://www.lioncrusher.com and www.enature.com. We choose these two website because they are abundant of images (the 160,000 images are contained in about 40,000 pages and 90,000 blocks). Based on an investigation of images’ surrounding texts, we selected 30 queries as listed in Table 1, which have both the largest frequencies and explicit meanings for objective evaluation. This is because we need to ensure that sufficient images can be



Figure 3. Examples of Selected Training Data of Query “Bat”



7.1.2 No Relevance Feedback Figure 4 shows the precision evaluation at scope 10 to 100. We compared three types of retrieval methods, namely the text-based approach (the blue diamond curve), retrieval by SVM classifier (red block curve) and retrieval based on multi-graph (the rest). We also evaluate the effects of all graph-combinations. But Figure 4 does not show the curves based on two of the three graphs because they have similar performances. From this figure, we can see that our multi-graph based active learning approach significantly improves the retrieval precision compared with the baseline. The two single graph cases, i.e. textgraph and content-graph have nearly the same performance as the all-three-graph case. This suggests that the textual and visual features both work for our collected database. Another possible reason is that the combination problem of heterogeneous data is solved as an optimization approach. Although the link-graph case works worth than the other three graph-based learning approach, it shows a consistent improvement on the baseline methods. It is interesting that the performance of SVM-based retrieval is worse even than the text-based one. Because images used to learn



the SVM classifier are extracted by text-based retrieval approach, this suggests that SVM classifier is greatly affected by the accuracy of training data and is sensitive to noisy training examples. Figure 5 shows a sample of the retrieval result for the query “bat”. A blue tick indicates a correct answer. The SVM-based retrieval method hits no “bat” images in its top 10 results.



7.1.3 Relevance Feedback Figure 6 shows the precision performance after one feedback iteration of our method and SVMactive [18] approach. The user is required to label 6 images, containing both positive and negative, in each iteration. All the three graphs are used, with weights λc = 0.8, λt = 0.1, λl = 0.1 . From this figure, we can see that our method consistently performs better than the SVM active learning approach. This suggests that LapSVM MG is more effective than the traditional SVM model. 0.9 Multi-Graph LapSVM
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Figure 6. Performance after the First Iteration.
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Figure 4. Performance of No Relevance Feedback Case
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7.2 The Effect of Graph Weights



Figure 7 shows the effect of λc , λt , λl in equation (9). Coherent with Figure 4, when Link-Graph dominates, the curve (the blue one) tends to be more “flat”. Again the red and green curves nearly overlap which suggests that text and visual features are both important for the current dataset. 0.6
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Figure 5. A Real Example of Retrieval Results for Query “bat”. Our Method is Based on Three Graphs with Weights λc = 0.8, λt = 0.1, λl = 0.1



Figure 7. Effect of Graph Weights
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8. CONCLUSIONS In this paper, we propose multi-graph enabled active learning approach for multimodal Web image retrieval. Leveraging images’ heterogeneous features, we automatically learned a dataset to train the learner in the initial stage. Then a multi-graph based Laplacian Support Vector Machine algorithm is proposed as the active learner to retrieval images. The contributions are that 1) our approach does not require human provided training dataset; 2) it is fundamentally a multi-graph based active learning approach; 3) it effectively tackles the problem of combining multi-modalities by decision boundary optimization. As training data act a crucial role in learning approaches, in the future, we will work on finding more effective ways to automatically select the initial training examples, leveraging the heterogeneous data on the Web.
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