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Abstract It is commonly found that distributions that seem to be lognormal over a broad range change to a power-law (Pareto) distribution for the last few percentiles. The distributions of species abundance, income and wealth as well as file, city and firm sizes are examples with this structure. We present a new test for the occurrence of power-law tails in statistical distributions based on maximum entropy. This methodology allows to identify the true data generating processes even in the case when it is neither lognormal nor Pareto. The maximum entropy approach is then compared with alternative methods at different levels of aggregation of economic systems. Our results provide support to the theory that distributions with lognormal body and Pareto tail can be generated as mixtures of lognormally distributed units. Keywords: Pareto distribution, power-law, lognormal distribution, maximum entropy, firm size, international trade JEL classication: C14, C51, C52



∗



Department of Economics, University of Trento. E-mail: [email protected] DISA, University of Trento. E-mail: [email protected] ‡ Department of Economics, University of Trento. E-mail: [email protected] †



1



Introduction



Several phenomena in physics, biology, computer science, demography, economics, finance and the social sciences are distributed according to a power-law, or at least display power-law behavior in the tails (Simon, 1955; Montroll and Shlesinger, 1982; Barab´ asi and Albert, 1999; Brown et al., 2002; Reed and Hughes, 2002; Mitzenmacher, 2004; Newman, 2005; Gabaix, 2009). The power-law upper tail of the distribution can be generated by an amplification method (Montroll and Shlesinger, 1982), such as mixtures of lognormals (Allen et al., 2001; Reed and Hughes, 2002; Growiec et al., 2008). In the last decade the debate has intensified on the appropriate procedures to detect power-law distributions in empirical data (Goldstein et al., 2004; Gabaix and Ioannides, 2004; Coronel-Brizio and Hern´ andez-Montoya, 2005; Pisarenko and Sornette, 2006), and a number of approaches have been proposed to establish the length of the power-law tail (Clauset et al., 2009; Malevergne et al., 2009), quickly gaining widespread acceptance and use. In the literature, the power-law (Pareto) distribution is generally compared to an alternative represented by the lognormal distribution, though other candidate distributions have been proposed (Fisher et al., 1943; Hubbell, 2001; Reed, 2001; Mitzenmacher, 2004; Pisarenko and Sornette, 2006). While in many cases the exact shape of the empirical distribution is not crucial, as long as heavy tails are accounted for, the debate appears to be especially animated in economics (Ijiri and Simon, 1977; Sutton, 1997; Axtell, 2001; Gabaix, 1999; Eeckhout, 2004; Levy, 2009; Eeckhout, 2009) and biology (Allen et al., 2001; Williamson and Gaston, 2005). A further complication in the analysis comes from the fact that the same system may display different tail behaviors when analyzed at different levels of aggregation, due to composition and sample size effects (Allen et al., 2001; De Fabritiis et al., 2003; Perline, 2005; Hisano and Mizuno, 2010). In this paper we provide a new methodology based on maximum entropy estimation (Kapur, 1989; Wu, 2003), to identify the data-generating process and to determine the existence of a power-law tail in the data.1 Two of the main benefits of this approach are its flexibility and the fact that it delivers a well-defined alternative to the power-law or lognormal distribution. As the Maximum Entropy (ME) density encompasses most commonly used distributions, the estimated ME density can be easily compared with a number of well-defined alternatives. Here we apply the ME methodology to evaluate the fit of lognormal versus power-law distributions, to compare different systems, and to analyze the behavior of the same systems at different levels of aggregation. In what follows we briefly describe the methodological framework and compare it with the most popular tools to estimate the upper tail behavior. Then we analyze two real-world distributions in economics: world trade flows and business firm sizes. In the latter case we find support to a theoretical prior suggesting the emergence of a powerlaw upper tail in the firm size distribution upon aggregation (De Fabritiis et al., 2003; Fu et al., 2005; Growiec et al., 2008). 1



The Matlab code implementing the methodology is available at www.stefanoschiavo.tk.
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The Maximum Entropy method



The ME method is a technique aimed at obtaining a probability distribution, called ME distribution, that is consistent with the information in the data and “expresses maximum uncertainty with respect to all other matters” (Jaynes, 1957; Kapur, 1989). The distribution is the result of the maximization of the Shannon’s information entropy R W = −p(x) log(p(x))dx under constraints that impose the equality of the first k theoretical and empirical moments. The constraints are usually the arithmetic and geometric moments; they are R i R also icalled “characterizing moments” and are respectively given by x p(x)dx and log(x) p(x)dx, i = 0, 1, . . . , k. The characterizing moments are sufficient statistics for exponential families, so that in this case they uniquely determine the entire distribution. Most commonly used distributions, including the lognormal and Pareto, are encompassed by the Maximum Entropy (ME) distribution. If the data follow some parametric model but the investigator cannot assume it, the estimated ME density shall coincide with it, thus suggesting the correct model. On the contrary, if the data do not follow a certain parametric model, the method can be used to measure the distance from it. Let T (x)i and T (x)i be respectively the i-th theoretical and empirical characterizing moment. Formally, the task consists in maximizing W under the constraints T (x)i = T (x)i , and can be solved introducing k + 1 Lagrange multipliers λi (i = 0, . . . , k), so that the solution (that is, the ME density) takes the form f (x) = e−



Pk



i=0



λi T (x)i



.



Before considering the possible ways for determining the value of k, we briefly summarize the distributions nested by the ME that are of interest in the paper. The Pareto distribution is an ME density with k = 1, and the characterizing moment is the first logarithmic moment. The ME(1) density corresponds to the Par(c, α) distribution with density f (x) = αcα /xα+1 for x > c when its parameters are given by (Kapur, 1989) λ0 = − log(αcα ),



λ1 = α + 1.



(1)



If X ∼ Par(c, α), then Y = log(X/c) ∼ Exp(α) with density f (y) = αe−αy . In this case, the ME(1) density (with characterizing moment the first arithmetic moment) is Exp(α), λ0 = − log(α) and λ1 = α. So, if the data are X ∼ Par(α, c), it is also possible to apply the logarithmic transformation and work with the exponential distribution. The lognormal distribution is an ME density with k = 2. In this case the characterizing moments are the first two logarithmic moments and the ME(2) density with parameters   1 1 1 µ2 1 (2) + log(π), λ1 = 1 − 2µ/σ 2 , λ2 = 2 , λ0 = 2 2 − log 2 σ 2 2σ 2 2σ corresponds to the lognormal distribution with mean µ and variance σ 2 (Kapur, 1989). The normal distribution is also an ME density with k = 2, and the characterizing 2



moments are the first two arithmetic moments. The ME(2) density with parameters √ λ0 = log( 2πσ),



λ1 = 0,



λ2 =



1 , 2σ 2



corresponds to the N (µ, σ 2 ) distribution (Kapur, 1989). The truncated normal distribution is an ME distribution as well; the functional forms of the relations among λ0 , λ1 and λ2 and the truncated normal parameters can be found in (Kapur, 1989) .



2.1



Testing with respect to parametric distributions



The most important practical issue in ME estimation is the choice of k. A larger number of constraints results in a more precise approximation, but also in a model with more parameters, whose estimation introduces further uncertainty. Thus, the advantage of a better fit must be balanced against the noise caused by the estimation of more parameters. According to these remarks, there are at least two ways of making a decision concerning the optimal value of k (k∗ , say). P Since the maximized log-likelihood is equal to −N ki=0 λi T (x)i , a log-likelihood ratio (llr) test is easily P computed. The test the hypothesis k = k∗ against k = k∗ + 1 Pkof ∗ k ∗ +1 ˆ i ˆ i T (x)i ); from standard limiting theory, is given by llr = −2n( i=0 λi T (x) − i=0 λ 2 its asymptotic distribution is χ1 . Thus the procedure would be based on the following steps: (1) estimate sequentially the ME density with k = 1, 2, . . . ; (2) perform the test for each value of k; (3) stop at the first value of k (k0 , say) such that the hypothesis k = k0 cannot be rejected and conclude that k∗ = k0 . However, this method does not take into account the costs of estimating a model with a larger number of parameters. A possible remedy consists in computing an information criterion, such as the Akaike (AIC) or Bayesian (BIC) Information Criterion. To avoid overfitting, one can stop at the value k∗ such that at least one of the following two conditions holds: (1) the llr test cannot reject the hypothesis k = k∗ ; (2) the numerical value of AIC(k∗ + 1) [or BIC(k∗ + 1)] is larger than the numerical value of AIC(k∗ ) [or BIC(k∗ )]. To compare the discrepancy between some theoretical distribution and the ME density, one can R use the Kullback-Leibler (KL) distance between the two distributions K(f ||g) = f (x) log(f (x)/g(x))dx or, more conveniently, the Information Distinguishability (ID) index ID(f ||g) = 1 − e−K(f ||g) , which is normalized to be included in the unit interval (Soofi et al., 1995). We prefer not to use the Kolmogorov-Smirnov test because, when the parameters are estimated from the data, the asymptotic null distribution is no longer equal to the one obtained using the true parameters. The null distribution could be approximated by means of Monte Carlo simulation (Clauset et al., 2009). However, this task would be computationally heavy, because of the need of computing numerically the cdf of the ME distribution. It has often been noted that the Pareto tail of a system seems longer at an higher level of aggregation. For instance, simulating N observations from the same lognormal distribution, the top 102 observations look definitely Pareto when N = 105 , and not Pareto when N = 103 (Perline, 2005). This result has an analytical explanation based on extreme value theory. Since both the exponential (i.e. log-transformed Pareto) 3



and the normal (log-transformed Lognormal) belong to the domain of attraction of the Gumbel distribution, the asymptotic properties of their upper order statistics are the same (Embrechts et al., 1997). If the distribution is exponential, the expected value of a sufficiently large order statistics Xi,N from an exponential population of size N is exactly linear on a log scale with a slope not depending on N . On the other hand, the same expectation for a sufficiently large order statistics Xi,N from a normal population of 1/2 size N is, asymptotically, approximately linear with a slope equal to −σ/(2 log(N p )) . So in this case the slope goes to zero, but the convergence is of order O(1/ log(N )), and therefore extremely slow. In other words, departures from linearity are expected to become clear only for very large N especially when σ is large, so that the Pareto tail gets slowly less evident as N increases (Malevergne et al., 2009). Consider a population of size N1 , and suppose that the i-th standardized order statistic (X(i,N1 ) − aN1 )/bN1 converges to the Gumbel-type Extreme Value distribution with cdf Gi (x), where, for the log-transformed lognormal case (Embrechts et al., 1997),



P







X(i,N1 ) − aN1 ≤x bN 1







log(log(N )) + log(4π) ; 2(2 log(N ))1/2



bn =



σ . (2 log(N ))1/2



−→ Gi (x) ⇔ P X(i,N1 ) ≤ bN1 x + aN1



 N1 →∞ −→ Gi (x).



an = µ + σ(2 log(N ))1/2 − σ N1 →∞



(3)



The same result holds for the order statistic X(j,N2 ) of a population of size N2 < N1 following the same distribution. (j) If i and j are sufficiently large, it turns out that Gi ≈ Gj . Let xmin (j = 1, 2) be the (j) smallest number such that the distribution of the j-th population above xmin is Pareto. Then, from (3), it must be true that (1)



(2)



bN1 xmin + aN1 = bN2 xmin + aN2 . Thus, (1)



bN1 xmin + aN1 − aN 2 . bN 2 This approximation is expected to be rather rough, because the rate of convergence is very low, it is often difficult to know in advance whether the true distribution belongs to the maximum domain of attraction of the Gumbel, and j may not be large enough. However, under the hypothesis of lognormality, this gives an idea of the asymptotic properties of extreme order statistics. (2)



xmin ≈



2.2



Alternative approaches



The classical approach to the estimation of the parameters of the Pareto distribution is based on a random sample from the Par(c, α) distribution. In this setup, the maximum likelihood estimators of the parameters are (Kleiber and Kotz, 2003) n . (4) cˆ = min xi , α ˆ = Pn 1≤i≤n c) i=1 xi log(xi /ˆ 4



However, our problem is different, since it is known a priori that only observations larger than some unknown threshold xmin , follow the Pareto distribution, so that the threshold cannot be estimated by means of (4). In this case, the following two-step procedure is often suggested (Embrechts et al., 1997). First, plot the Mean Excess Function (MEF) e(x) = E(X − x|X > x).



Then, letting ∆n (x) = {i : Xi > x}, choosePxmin equal to the point x∗ such that the so-called empirical MEF en (x) = (1/#∆n (x)) i∈∆n (x) (Xi − x) becomes approximately linear for x > x∗ . Alternatively, one may use the Hill estimator (Hill, 1975; Embrechts et al., 1997), which is equivalent to the Maximum Likelihood Estimator (MLE) of the shape parameter α if the underlying distribution is Pareto. When the underlying distribution is in the maximum domain of attraction of the Pareto (equivalently, when the tail is Pareto above a certain threshold xmin ), the Hill estimator is the MLE conditional on the threshold being equal to the k-th order statistic x(k) . Various asymptotically equivalent versions of this estimator can be derived by means of different methods, so that it is a very natural solution. For the purpose of identifying the threshold xmin , one can observe that the Hill plot (a plot of the Hill estimator as a function of the order statistics x(k) ) is approximately linear for x(k) ≥ xmin . The justification is that the Hill estimator can be interpreted as the empirical MEF of log(X) calculated at the threshold u = log(X(k) ) (Embrechts et al., 1997). However, the Hill estimator in finite samples can be biased (Embrechts et al., 1997; Gabaix and Ioannides, 2004). Another approach is based on the fact that if X ∼ Par(c, α), then Y = log(X/c) ∼ Exp(α) (Malevergne et al., 2009; Hisano and Mizuno, 2010). Furthermore, the logarithm of a (truncated) lognormal is a (truncated) normal, so that testing the null hypothesis of a Pareto distribution against the alternative of a (truncated) lognormal is equivalent to testing the null hypothesis of Exponential against the alternative of (truncated) normal. The Uniformly Most Powerful Unbiased (UMPU) test can be based on the clipped sample coefficient of variation c¯ = min{1, cˆ}, where cˆ = σ ˆ /ˆ µ is the sample coefficient of variation. Various approximations to the critical values of the test are available (del Castillo and Puig, 1999). Therefore, the test is either computationally simple and theoretically sound. Finally, Clauset, Shalizi and Newman (CSN) proposed a different method based on the Kolmogorov-Smirnov (KS) statistics (Clauset et al., 2009). In particular, the estimated value of xmin is the value x ˆmin that minimizes the KS distance between the empirical cumulative density function (cdf) Fn (x) and the cdf of the fitted model: D = maxx≥xmin |Fn (x) − F (x)|. Although CSN also show how to test the hypothesis that the data larger than x ˆmin are truly power-law distributed, their method only provides the best threshold, but does not tell whether, and how plausibly, different thresholds also determine a power-law tail.
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Empirical analysis



We analyze two widely investigated economic distributions: international trade flows (Bhattacharya et al., 2008; Easterly et al., 2009; Gabaix, 2009; Riccaboni and Schiavo, 2010) and business firm sizes (Ijiri and Simon, 1977; Axtell, 2001; Sutton, 1997; Growiec et al., 2008). First, we estimate the maximum entropy distribution against the (truncated) lognormal. Second, we compute the ME test to estimate the power-law tail and compare our results with the outcome of the UMPU and CSN tests. Third, we evaluate the effect of sample size on the power-law tail. Lastly, we discuss a theoretical model that properly account for the emergence of a power-law tail in the business firm size distribution (Fu et al., 2005; Growiec et al., 2008). Trade data are taken from the COMTRADE database maintained by the United Nations. This collects data on 6 002 617 bilateral trade flows among 157 reporting countries (sources) and 230 destinations, at the 6-digit level of the Harmonized System classification, which consists of roughly 5 000 products. In the analysis we focus on the latest available year (2007) and analyze both disaggregate data at the level of single product category (D-TRADE) and total trade obtained by summing up all trade flows for each of 20 767 non-null country pairs (A-TRADE). To analyze the distribution of business firm size we exploit a unique dataset on yearly sales of 916 036 pharmaceutical products by 5 721 firms in 21 countries in 2004 (Fu et al., 2005; Riccaboni et al., 2008). Information is available both at the disaggregate level of product sales (D-PHARMA), as well as reaggregated by assigning each product to the firm that sells it (A-PHARMA). All data are expressed in thousand US dollars (USD). For notational convenience, in the following the original data and their logarithms will be called “levels” and “logarithms” respectively. The distributions of both aggregate and disaggregate trade logarithms are not normal, but rather truncated normal, because of many small observations (corresponding to many levels clustered near zero). Moreover, the observations smaller than zero seem to be little informative, as there are clusters and peaks. Since (i) the distribution is truncated anyway; (ii) the smallest observations do not appear very reliable; (iii) there is some switch in the distribution approximately at xt = 1 and (iv) we are not particularly interested in the left tail of the distribution, we decided to discard the observations smaller than xt = 1 and estimate just the left-truncated lognormal defined on (xt , +∞). Notice that the distribution of all the observations available is likely to be a mixture of some distribution on (0, xt ) and a left-truncated lognormal on (xt , +∞). It is only because the distribution below xt does not seem to be lognormal and we are not interested in modeling the whole distribution, that we are legitimated to discard the observations smaller than xt . As for the pharmaceutical data, all observations are larger than a thousand USD. It is, however, clear that the distribution is truncated, in particular at the disaggregate level, so that we fit a truncated normal in this case as well, setting the truncation threshold equal to one thousand USD.
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(a) Logarithms of A−TRADE (N = 20767)



(b) Logarithms of D−TRADE (N = 6002617)



0.12



0.16 Data Normal ME (5)



0.1



Data Normal ME (6)



0.14 0.12



0.08



0.1



0.06



0.08 0.06



0.04



0.04 0.02 0



0.02 0



5



10



15



0



20



0



Logarithms of thousands of dollars



(c) Logarithms of A−PHARMA (N = 7184)
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(d) Logarithms of D−PHARMA (N = 916036)
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Figure 1: Distributions of the logarithms of the data with superimposed the optimal ME density and the truncated normal density with parameters estimated from the data. From top to bottom and from left to right, the panels refer to aggregate trade data (A-TRADE), disaggregate trade data (D-TRADE), aggregate pharmaceutical data (APHARMA) and disaggregate pharmaceutical data (D-PHARMA). N is the population size. Fig. 1(a) shows the distribution of the logarithms of the aggregate trade data with superimposed the optimal ME density with k∗ = 5. For comparison purposes, the truncated normal density with parameters estimated from the data is shown as well. The ME density fits the data much better than the truncated normal. The fact that k∗ = 5 also implies that the lognormal hypothesis for the levels should be rejected. For disaggregate trade data (Fig. 1(b)), the lognormal hypothesis is again rejected, but the distance between the optimal ME and the normal seems smaller. Turning now to the pharmaceutical data (Fig. 1(c) and (d)), the normal distribution is clearly not appropriate for the whole distribution at both aggregation levels. The distributions are more skewed than in the trade case and the distance between the normal and the optimal ME looks large at both levels.
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These considerations can be made more precise by computing the KL distance and the ID index (see Sect. 2.1) between the optimal ME density and the truncated normal distribution with parameters estimated from the data. The results are shown in Tab. 1, where the MLEs of the truncated normal are obtained by means of the EM algorithm (Dempster et al., 1977). The lognormal hypothesis is more supported, in particular in the trade case, as the aggregation level decreases. ID index KL distance



A-TRADE 0.0073 0.0073



D-TRADE 4.9702 · 10−4 4.9714 · 10−4



A-PHARMA 0.0711 0.0737



D-PHARMA 0.0688 0.0713



Table 1: Information Distinguishability (ID) index and Kullback-Leibler (KL) distance of the ME distribution from lognormal, for different levels of aggregation. We now consider the tail properties of the distribution fit. In order to estimate the threshold xmin (the Pareto scale parameter) we estimate the tail distribution for data {x : x > xm } for various xm . For aggregate trade data, the threshold sequence goes from rank 50 to rank 800. We do not show results for ranks smaller than 50 (because estimates obtained with less than 50 observations are likely to be too unstable) and larger than 800 (because the Pareto hypothesis is definitely rejected by all tests for ranks larger than 800). According to the details in Sect. 2, if the null hypothesis k = 1 cannot be rejected, the true distribution is Pareto. Fig. 2 shows the p-value of the llr test for H0 : k = 1 against H1 : k = 2 in the ME setup, the estimate of xmin obtained by CSN and the p-value of the UMPU test for exponential vs. truncated normal (del Castillo and Puig, 1999). The shaded area corresponds to thresholds such that AIC(1) > AIC(2) and therefore suggests rejection of the null hypothesis, where AIC(k) is the AIC criterion for the model with k parameters. Finally, the p-value of the power-law distribution found by CSN is reported in the caption. In the case of aggregate trade (Fig. 2(a)) the evidence is mixed. At the 5% level, the Pareto hypothesis is valid approximately for ranks smaller than 650 (quantile 96.87%) according to the ME test, and for ranks larger than 150 (quantile 99.28%) for the UMPU test. However, the results are far from clear-cut: on one hand, the quantity AIC(1) − AIC(2) is sometimes negative even for ranks smaller than 650, on the other hand the p-value of the UMPU test is sometimes near 0.05 for ranks larger than 150. The CSN approach yields a rank equal to 408 (quantile 98.04%), but the p-value is equal to 0.024, so that the presence of a power-law tail seems to be questionable. The only conclusions that can be drawn with reasonable certainty are that the distribution is Pareto for ranks smaller than 150 and is not Pareto for ranks larger than 700 (quantile 96.63%). Note that, according to the ME procedure, for ranks larger than 700, typically three parameters are needed (that is, we reject k = 1 but accept k = 2), so that the distribution is a truncated lognormal. Turning now to disaggregate trade data (Fig. 2(b)) the Pareto hypothesis is valid 8



Figure 2: The graphs show the p-value of the llr test for H0 : k = 1 against H1 : k = 2 in the ME setup, the estimate of xmin obtained by CSN and the p-value of the UMPU test for exponential vs. truncated normal. The shaded area defines thresholds such that AIC(1) > AIC(2) (H0 rejected). From top to bottom and from left to right, the panels refer to aggregate trade data (A-TRADE), disaggregate trade data (D-TRADE), aggregate pharmaceutical data (A-PHARMA) and disaggregate pharmaceutical data (D-PHARMA). The p-value of the CSN threshold is equal to 0.024 for A-TRADE, 0.274 for D-TRADE, 0.026 for A-PHARMA and 0.868 for D-PHARMA. approximately for ranks smaller than 1 600 for ME (quantile 99.97%), 1 480 for CSN (quantile 99.98%) and 300 for UMPU (quantile > 99.99%). However, similarly to the case of aggregate data, for ranks between 500 (quantile > 99.99%) and 1500 (quantile 99.98%) the p-value of the UMPU test is sometimes near 0.05. The p-value of the CSN approach seems to confirm that the distribution is power-law, and all tests suggest that the distribution is not Pareto for ranks larger than 1600. Although the ranks such that the power-law hypothesis is accepted are larger for disaggregate data, the population size is much larger, so that only a very small fraction of the observations is generated by a Pareto tail. As for pharmaceutical data, Fig. 2(c) shows that it is Pareto for ranks approximately smaller than 1400 for ME (quantile 80.51%), 1200 to 1300 for UMPU (quantiles 83.30% and 81.90%, respectively) and 900 for CSN (quantile 87.47%). The p-value of the CSN approach is small, so that the tail may actually not be Pareto. Finally, with 9



the disaggregate data (Fig. 2(d)) we get similar results with ME and CSN, for which the threshold is between ranks 8 and 9 thousand (quantiles 99.13% and 99.02% respectively), and different with the UMPU test, for which the rank is approximately equal to 300 (quantile 99.97%). However, for ranks between 1 and 6 thousand (quantiles 99.89% and 99.35% respectively), the sign of the AIC difference fluctuates a lot and the p-value is often smaller than 0.1, two facts that suggest that the optimal ME distribution is at the border between k = 1 and k = 2 for this range of ranks. The CSN p-value is large, so that the tail corresponding to the largest 8 thousand observations is likely to be Pareto, a result in line with the ME p-value for similar thresholds. α ˆ (M E) α ˆ (CSN )



A-TRADE 0.948 1.080



D-TRADE 1.380 1.402



A-PHARMA 0.532 0.601



D-PHARMA 1.021 1.038



Table 2: Estimates of the Pareto shape parameter obtained with the ME and CSN methods. α ˆ (CSN ) is the estimated parameter generated by the CNS method minus 1. One of the benefits of the ME approach is that is delivers the estimated parameters of the distribution. Tab. 2 shows the estimates of the Pareto shape parameter obtained by means of the ME and CSN approaches. These are obtained exploiting (1) and with the maximum likelihood method respectively. The values produced by the two methodologies are close to each other, a result that is not surprising given the asymptotic equivalence of ME and maximum likelihood. In line with this remark, the smallest difference is observed for D-TRADE, i.e. the population with the largest size. In some cases, the evidence from the three tests is not the same. It may therefore be of interest to check how different the ME densities are when k = 1 (Pareto) and k = 2 (truncated lognormal). To this aim, Fig. 3 gives some insight for the aggregate trade data. The graph displays the histogram of the logarithms above four different thresholds and the estimated ME(1) and ME(2) densities (respectively exponential and truncated normal when using the logarithms). The four thresholds correspond to ranks in different positions of the tails: in particular, panel (a) uses rank 100, such that all the tests accept the Pareto hypothesis, panel (b) and (c) use rank 300 and 550, such that the UMPU test rejects but the ME test accepts the Pareto hypothesis, and finally panel (d) uses rank 750, for which all the tests reject the Pareto hypothesis. It can be seen that the two densities are almost indistinguishable for the three smallest ranks, for which the tests give somewhat different results. On the other hand, when the rank is equal to 750 and all the tests suggest rejection of the Pareto hypothesis, the difference is more evident. These results are quite reassuring, as they show that, when the outcomes of the tests are not unambiguous, the possible data-generating processes are almost identical. A final issue that requires further investigation is the following. As pointed out in Sect. 2.1, under the lognormal hypothesis, when the threshold is large, so that the number of observations is small, it is often observed that the tail seems to follow a Pareto 10
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Figure 3: Results for the sampled aggregate trade data (A-TRADE). distribution. In order to quantify how the sample size influences the statistical features of the tail (and, in particular, the estimated xmin ), we apply again the procedure to a sample of the disaggregate data of the same size as the aggregate populations (n = 20 767 for trade and n = 5 721 for pharmaceutical data). Thus, the size of the two datasets to be compared is now the same. The results are reported in Fig. 4. In qualitative terms, for the trade data, the outcomes are similar to the ones shown in Fig. 2(d); the thresholds obtained with the three tests are also in good agreement with each other. The Pareto tail approximately corresponds to the quantile 97.5% for the sampled data and 99.98% for the original data. For the pharmaceutical data, the Pareto tail approximately corresponds to the quantile 94.1% for the sampled data and 98.1% for the original data. Consistently with the analytical remarks in Sect. 2.1, the Pareto tail is more pronounced in the samples than in the original population. In particular, the difference between the length of the Pareto tail in the population and in the sample is larger for the trade than for the pharmaceutical sales data, as was to be expected in view of the larger difference between the population and the sample size in the trade case. Disaggregate data show, in the best case, a power-law tail confined to the last percentile of the distributions. However, trade and pharmaceutical data show a different behavior upon aggregation. Since the aggregate trade (A-TRADE) distribution is certainly not Pareto below the 96.63% percentile and a sample of the same size of the disaggregate trade (D-TRADE) distribution has a Pareto tail starting at the quantile 11



Figure 4: Results on the length of the Pareto tail for the sampled trade (a) and pharmaceutical (b) data. The p-value of the Pareto tail found by means of the CSN approach is 0.096 for trade and 0.084 for pharmaceutical data. 97.5%, we can conclude that the trade distribution has a very short Pareto tail (if any). Conversely, the business firm distribution has a power-law tail from the 80.51% quantile onward, while the Pareto tail of a sample of the same size from the D-PHARMA data is limited to the quantile 94.1%. Therefore the Pareto tail of business firm size distribution emerges upon aggregation, not just as a matter of sample size. To make sense of this, consider that the aggregate size of each firm (S) is given by the sum of the size of products (s) over the total number of products sold (K). If the size of products is approximately lognormally distributed, firm size is a sum of lognormals. Thus, the aggregate pdf is given by p(S) =



∞ X



p(K)p(S|K).



k=1



Unfortunately, the sum of lognormals does not have a closed form. A mixture of the Slimane bounds can be used as a first approximation of the aggregate cdf (Slimane, 2002; Growiec et al., 2008)
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∞ X



 )   ln(S/K γ ) − ms K √ , P (S) = P (K) 1 − Θ Vs k=1 (



with 0 ≤ γ ≤ 1, ms and Vs are the mean and variance of  ln(s),γ and Θ denotes the )−ms √ cdf of the standardized normal distribution. Denoting Θ ln(S/K ≡ H(S) and Vs differentiating with respect to S yields the following pdf 0



0



p(S) = −P (S) = H (s) ×



∞ X



KH(S)K−1 p(K).



K=1 0



The firm size distribution is a lognormal distribution (H (s)) multiplied by a stretching factor which increases with S. If p(K) ≈ K −2 ,P by replacing summation R with integration, ∞ K−1 /K ≈ ∞ H(s)x−1 /xdx ≈ the stretching factor can be approximated by H(S) K=1 1 R∞ 1 x dx = − H(s) . For large S, with H(S) → 1, the stretching factor can be 0 ln H(S) arbitrarily large. Fig. 5 shows that the distribution of the number of products sold by each pharmaceutical firms P (Kf ) is approximately Pareto whereas the same distribution for international trade P (Kc ) (number of products traded by each country pair) is far less skewed. Thus the emergence of a power-law tail in the pharmaceutical data can be explained by the presence of a Pareto component in the stretching factor (Growiec et al., 2008). 0
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Figure 5: The complementary cumulative distribution of the number of commodities traded by country pairs P (Kc )(trade data, broken line) and products by firm P (Kf ) (pharmaceutical data, full line). Double logarithmic scale (large picture) and semilogarithimic scale (inset).
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To substantiate the claim that the Pareto tail in A-PHARMA can be generated by the aggregation of products into firms according to a very skewed distribution P (Kf ), we run the tests on a synthetic dataset (A*-PHARMA) obtained by aggregating DPHARMA data according to P (Kc ) instead of P (Kf ). We find that the Pareto tail is limited to ranks ranging from 136 (CSN) to 162 (ME test), which correspond to quantiles between 97.55% and 97.17%. Hence, the power-law tail is much smaller than in the true A-PHARMA dataset, a result in line with the conjecture that the skewness of the aggregation rule P (Kf ) contributes to the emergence of a Pareto tail in the data.



Figure 6: Results on the length of the Pareto tail on pharmaceutical data obtained by aggregating D-PHARMA according to P (Kc ). The p-value found by means of the CSN approach is XXX.
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Conclusion



In this paper we present a new methodology to analyze the tail behavior of empirical distributions and compare it with existing approaches. While no single method is sufficient to discriminate among skewed distributions, the ME estimator and the UMPU test appear to be less sensitive to the sample size. The main advantage of the ME method is its wider scope: it always delivers the estimated parameters of the distribution and encom14



passes a broader range of alternatives. Moreover, it provides a well-defined model when the distribution is non-standard and allows to measure the distance of the best-fitting density from all commonly used parametric distributions.
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