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ABSTRACT



retrieval and browsing etc.



Image clustering is an important research topic which contributes to a wide range of applications. Traditional image clustering approaches are based on image content features only, while content features alone can hardly describe the semantics of the images. In the context of Web, images are no longer assumed homogeneous and “flat” distributed but are richly structured. There are two kinds of reinforcement embedded in such data: 1) the reinforcement between attributes of different data types (intraintra reinforcements); and 2) the reinforcement between object attributes and the inter-type links (intra-inter reinforcements). Unfortunately, most of the previous works addressing relational data failed to fully explore the reinforcements. In this paper, we propose a reinforcement clustering framework to tackle this problem. It reinforces images and texts’ attributes via inter-type links and inversely uses these attributes to update these links. The iterative reinforcing nature of this framework promises the discovery of the semantic structure of images, which is the basis of image clustering. Experimental results show the effectiveness of our proposed framework.



Traditional image clustering techniques assume that images are homogeneous and independent on other types of objects, i.e. they have a “flat” structure. Such an assumption mainly suffers from two drawbacks: 1) the well acknowledged semantic gap between low-level visual features and high-level concept greatly limits or biases the clustering performances. 2) the reinforcements between images and their related data are ignored.



Categories and Subject Descriptors



In fact, especially in the context of Web, most data sets are richly structured. For example, as shown in Figure 1, users can browse images and web pages. Images can either be included in or linked to web pages. There are two types of links (any kind of relationships between data objects are called “links” hereafter) among such relational data: intra-type links and inter-type links. Intra-type links indicate the relationships between objects of the same data type, and inter-type links are the relationships between objects of different data types. These links carry two types of reinforcements: 1) the reinforcements between attributes of different data types (we call them intra-intra reinforcements); and 2) the reinforcements between object attributes and the inter-type links (we call them intra-inter reinforcements).



I5.1 [Pattern Recognition]: Models – structural. I5.3 [Pattern Recognition]: Clustering – algorithms. I5.3 [Information Storage and Retrieval]: Information Search and Retrieval – clusering



To discover the intrinsic semantic structure of relational data, it requires us to fully explore the two types of reinforcements. The following two problems need to be addressed: 1) how to discover the intrinsic intra-type link structure, and 2) how to discover the intrinsic inter-type link structure.



General Terms



Recently, there is a surge of interest in tackling the problem of relational data. Although they obtained performance improvement



Algorithms, Performance



Keywords Iterative reinforcement, link mining, image clustering



1. INTRODUCTION As an unsupervised learning technique, clustering aims at discovering hidden structure in dataset by grouping similar data objects into the same cluster and dissimilar objects into different clusters. Image clustering is a technique that is widely used in many applications, such as image segmentation, representation, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ACM Multimedia’04, November 6–12, 2005, Hilton, Singapore. Copyright 2005 ACM 1-58113-000-0/00/0004…$5.00.



Figure 1. An Example of Relational Data



by leveraging relational links for clustering [2][6][7][14][19], most of the previous works only addressed part of the two aforementioned problems. For example, they either assume the inter-type links to be accurate and abundant, and only model the intra-intra reinforcements [7][2][14][19][20], or ignore the intraintra reinforcements and try to set up a better inter-type link structure [4][12]. In the former case, the inter-type links act only as bridges and remain static. In the later case, the reinforcements between object attributes are not fully exploited, and hence the final model is still far from optimal. In this paper we propose an algorithmic framework for clustering heterogeneous and relational data objects. Taking into account two types of reinforcements simultaneously, the framework not only updates the attributes of objects via the inter-type links, but also updates the inter-type links according to the attributes of objects. By means of intra-intra and intra-inter reinforcements, the model converges to the intrinsic semantic structure, which ensures a better clustering performance. As a special case, we describe this framework in web image clustering scenario because web images are a very good source of relational data, e.g. web images are typically associated with text and link information which is quite different from the small scale and static image databases such as Corel images and family albums. To be specific, we firstly construct an initial structure of intratype and inter-type links between images and texts, which is based on the extracted image and text content features and the crawled raw links. Most probably this structure is far from being optimal. Then we apply our framework model on this structure to enable the intra-intra and intra-inter reinforcements. Intuitively, for relational data, updating the links of one data type inevitably influence those of other types. So we employ an iterative strategy which is widely used for handling richly structured data sets [6]. The resulted relational structure of images and texts after convergence is then assumed “the semantic structure”. Then based on the refined image intra-type link structure, we use the spectral clustering method called Normalized Cuts algorithm [16] to cluster the images. There are three basic assumptions in our approach: 1) if two objects of one data type both link to an object of another data type, then these two objects tend to be similar; 2) if two objects of one data type link to two different but similar objects of another data type, then these two objects tend to be similar; 3) If two objects of one data type are similar, they tend to have similar links. The effectiveness of the former two assumptions has been proved by many previous approaches addressing relational data [9][20]. The effectiveness of the third assumption---the reinforcements between intra-type links and inter-type links---has also been proved in [12][17] which point out that the existence of inter-type links “does depend on attributes of related objects, however one cannot reason directly about the groups of links”. The main contributions of our proposed approach are highlighted as follows: 1) Rather than assuming images to be a kind of independent data type and clustering them based on the low-level content features only, we proposed a framework which leverages the reinforcements between images and their related objects (we use textual annotations in this paper).



2) Rather than assuming the accuracy and abundance of inter-type links, the proposed framework simultaneously exploits the reinforcements between the attributes of different data types, and uses these attributes to reinforce their inter-type links, and vice versa. We show how this framework contributes in image clustering. 3) Rather than propagating attributes between different data types [19] which results in data sparseness problem, the proposed framework conducts all the reinforcements based on objects’ relations. Another advantage of this method is that it makes it possible to reinforce the inter-type links with intra-type links. The rest of this paper is organized as follows. In Section 2 we briefly discuss a number of related works. In Section 3, we present the initial model construction method. This is the platform for the iterative reinforcing approach. In Section 4, the core algorithm of our proposed framework is described. Section 5 details the algorithm of performing image clustering based on the learnt structure. Experimental results are given in Section 6, and Section 7 contains several discussions on the framework. We conclude our approach in Section 8 with possible future works.



2. RELATED WORKS Image clustering leveraging multi-types of relational data objects is still in its infancy. Although most of the previous works took advantages of multi-types of information resources to understand images, very few tackled the problem of modeling the reinforcements between relational objects’ to clustering image. Barnard et al.[1] proposed two hierarchical models which provide joint distributions for keywords and image segments. Fundamentally their approach uses keywords to reduce image ambiguities and vice versa. But it will be greatly affected by noisy keyword features. Moreover, as a general problem of probabilistic models, it has to assume the distribution of image segments. Cai et al. [2] proposed a WWW image clustering approach which firstly constructs an image graph based on WWW image hyperlinks and textual annotations, and learn new image feature representations based on this graph. The images are then clustered based on these features using k-means clustering algorithm. As a final step, image content features are used for grouping visually similar images in the same clusters for a better visual perception interface. Their approach, fundamentally, does not take into account the reinforcements between different types of data objects. Image content features and textual annotations work as additional features but related objects, i.e. when no hyperlinks are available between two images, their textual annotations will be used to measure their similarity. And image content features only contribute to the interface design. Contrary to image clustering area, there is a surge of interest in machine learning, web and hypertext mining, and social networks mining areas etc., in tackling the problem of mining richly structured datasets, which is called link mining[6]. Cohn et al. [4] proposed a generative model where a document’s topic determines both its content and its citations. But this model has not been evaluated in a clustering context. Kubica et al. [11] proposed a probabilistic model of link structure based on cluster membership. In this generative model, attributes determine group membership and group membership determines the link structure. Taskar et al. [18] proposed to use probabilistic relational models to cluster relational data with attributes and links. But its



acyclicity constraint makes it difficult to apply to network data with complex dependencies. Modha et al. [13] cluster hypertext documents based on three types of features: keyword, out-link and in-link. Parameters are included to control the influence of the three features. He et al. [7] combine the similarity matrices of texts, hyperlinks and co-citations and use a spectral graphpartitioning algorithm to automatically identify topics in sets of retrieved web pages. Neville et al. [14] proposed a similar idea as [7] for community identification, but they used a different similarity measure designed for high-dimensional text domains. All these approaches kept features unchanged and did not fully exploit the reinforcements between different feature types. Wang et al. [19] avoided these problems by iteratively using the cluster centroids of one type of data objects to modify the features of other types of objects via inter-type links. However since it is the features of cluster centroids that are propagated, their approach inevitably faces the problem of data sparseness. Wang et al. [20] proposed an iterative similarity propagation model for image retrieval. This model is the most alike to our proposed model in this paper, but a fundamental difference lies in that, [20] makes an implicit assumption that the links are accurate and abundant, i.e. it ignores the intra-inter reinforcements and only addresses the intra-intra reinforcements. As Lu et al. pointed out [12], the existence of a link is dependent on other links because attributes of related objects do affect the existence of links. The same disadvantage also exists in [7][13][14] and [19]. [12] proposed a link-based classifier that supports much richer probabilistic models based on the distribution of links and attributes of linked objects. The output of classifier is determined by the MAP estimation of the multiplication of the posteriors based on object attributes and link descriptions respectively. Three kinds of link features are extracted and compared, namely mode-link, count-link and binary link. Although this approach models the reinforcements between object attributes and link existence (i.e. the intra-inter reinforcements), it ignores the reinforcement between the attributes of different types of objects (i.e. the intra-intra reinforcements).



3. INITIAL STRUCTURE BUILDING In this section, we discuss the initial model structure construction method as a platform of the reinforcement clustering framework. Two types of objects, namely image and text, are considered as an example to illustrate this framework. Hence the model has two layers, image layer and text layer, with links inside and between them.



3.1 Intra-type Links Construction Intra-type links can have various definitions, e.g. object similarities, hyperlinks or their combinations. We use the similarities based on object attributes in this paper.



camera zooms, etc. It calculates the probabilities of finding a pixel of color j from a pixel of color i at a distance of k. Currently in our approach, we use k =1, 3, 5, 7 respectively which results in a 144-dimension visual feature vector for each image. It is worth noting that content feature selection is orthogonal to our proposed approach. The Euclidean distances between image content features are calculated and converted to similarities by equation (1), in which RBF kernel is adopted [16]. Let I i and I j be two images, their similarity K i , j is given by K i , j = exp( − Eud ( I i , I j ) 2σ c )



(1)



where Eud ( I i , I j ) is the Euclidean distance of I i and I j . σ c is the parameter controlling the width of the Gaussian function. We set σ c = 1.0 in our experiment for simplicity. K i , j is the weight of the intra-type link between image I i and I j . Assume the number of images is M , we call K = [ K i , j ]M × M the image-to-image graph.



3.1.2 Intra-type Links on the Text Layer As aforementioned, web images are usually surrounded by textual annotations. In order to best describe the semantic meanings of images, we need to obtain highly accurate textual annotations for web images. To achieve this, we use the state of the art webpage segmentation algorithm called VIPS (Vision-based Page Segmentation) to partition web pages into different parts [3]. VIPS views web pages as 2-D items, and extracts the tree-based semantic structure of a web page based on its visual presentation. Each node in the tree is called a block. VIPS assigns a Degree of Coherence (DoC) value to each block indicating how coherent of its content based on visual perception. Compared with the conventional HTML DOM tree, the blocks obtained by VIPS are much more semantically aggregated. By selecting a proper DoC value, it is easy to obtain the block enclosing an image and its high-accuracy textual descriptions. These surrounding texts, along with the image filename, URL, and alternate text (ALT), construct the keyword set of this image. We call the blocks with images filtered out as text blocks. They make up of the objects in the text space. Based on the keywords appearing in the text blocks, we filter out the stopwords and calculate the TF*IDF[15] value of each keyword left by equation (2). wij = log(tf ij + 1) × log(



N ) df i



(2)



3.1.1 Intra-type Links on the Image Layer



where tf ij is the number of keyword i in text block j. dfi is the



As a crucial part of Content-Based Image Retrieval, the research on image content feature extraction has attracted a lot of attentions. Many types of features are proposed which describe the color, texture, edge etc. of images.



number of text blocks containing i. N is the number of text blocks. The weight wij is then l 2 -normalized.



In this paper, we use the widely adopted color correlogram [8] features for image representation. This feature distills the spatial correlation of colors, and robustly tolerates large changes in appearance and shape caused by changes in viewing positions,



We use the weights of keywords as text blocks’ features and measure their cosine similarities. Assume G = [Gi , j ]N × N to be text-to-text graph, we have



Gi , j = cos(tbi , tb j ) =



tbi i tb j tbi × tb j



(3)



where tbi , tb j are the feature vectors of text block i and j respectively. cos(⋅) is the cosine similarity. It is the ratio of the dot product of two vectors to the product of their l 2 -norms. All these processes follow the standard feature construction and similarity measure techniques used in text retrieval domain.



3.2 Inter-type Links Construction VIPS blocks provide the natural inter-type links for images and . text blocks. We denote the image-to-text graph as Z = ⎡⎣ Z i , j ⎤⎦ M ×N



If there is a block bk enclosing an image I i and a text block tb j , then Z i , j > 0 . Z can also have various definitions as long as it represents the relationship between images and text blocks. For the sake of simplicity, we define this graph by equation (4):



Zi, j



⎪⎧1 =⎨ ⎪⎩0



if I i , tb j ∈ bk otherwise



(4)



4. SEMANITIC STRUCTURE LEARNING THROUGH ITERATIVE REINFORCING In Section 3, we obtain the initial two-layer, intertwined structure of images and text blocks. Three graphs are constructed: imageto-image, text-to-text and image-to-text, with the first two containing the intra-type links inside the two layers and the third one the inter-type links between these two layers. In this section, we describe the iterative reinforcement model to learn a more semantic structure on images and text blocks.



4.1 The Algorithm As analyzed above, the reinforcements between relational objects affect not only their intra-type relations, but also their inter-type ones. Updating the attributes and links of one type of data will inevitably influence those of other types. In order to fully explore the reinforcements, we use the widely employed iterative strategy [6][12][20]. Our goal is that, by iteratively modifying the intraand inter-type links, the intrinsic relational structure can be approached to, from which the semantic similarities of images can be obtained. Obviously clustering images based on such a semantic image-to-image graph potentially provides us better results compared with that based on visual features only or methods insufficiently modeling the reinforcements. The core algorithm of our framework is shown in equation (5). ˆ ˆ′ ⎧ Kˆ = α K + (1 − α ) ZˆGZ ⎪⎪ ˆˆ ⎨Gˆ = β G + (1 − β ) Zˆ ′KZ ⎪ˆ ˆˆˆ ⎪⎩ Z = γ Z + (1 − γ ) KZG



(5)



The definitions of K , G , Z are given in Section 3. Kˆ , Gˆ , Zˆ indicate the new K , G , Z graphs after iterations. α , β , γ are the weights.



They determine that to what degree the model relies on the propagated relations. The first two rows in equation (5) address the intra-intra reinforcements between image and text layers. And the third row models the intra-inter reinforcements.



ˆ ˆ ˆ ′ is the intra-type relations (similarities currently) Because ZGZ propagated from text layer to image layer via their inter-type links Zˆ , the first row in equation (5) indicates that we use the information provided by text layer to update those in the image layer, while we still keep a certain confidence on the original ˆ ˆ is relations determined by image content features. Alike, Zˆ ′KZ the intra-type relations propagated from image layer to text layer, and updates the text blocks’ graph G . In such a way, the similarities between images (text blocks) in the next iteration, i.e. Kˆ and Gˆ are determined by both their original content features and the features of their linked text blocks (images). The same intuition is adopted in [1] that “while text and images are separately ambiguous, jointly they tend not to be”. These two rows of equations can be regarded as the first step of our algorithm. Using the inter-type links as bridges, the intra-type links are refined. Fundamentally it equivalents to that the objects’ attributes are refined. This, when applied to the next step described below, ensures more accurate refinements on the intertype links, and hence the intra-inter reinforcements are effectively modeled. There are two assumptions which support this step: 1) if two objects of one data type both link to an object of another data type, then these two objects tend to be similar; 2) if two objects of one data type link to two different but similar objects of another data type, then these two objects tend to be similar. In fact, these two assumptions are proved to hold at least in Web environment [14][20][9]. The third row in equation (5) reflects the intra-inter reinforcements and can be seen as the second step. It is based on the assumption that if two objects of one data type are similar, they tend to link to similar objects of other data types. The item ˆ ˆ ˆ can be regarded as projections of the similarities based on KZG object content features to their inter-type relations. And new links are established between similar objects by these projections. The updated matrix Zˆ , when applied back to the matrices Kˆ and Gˆ , completes the reinforcements between objects’ inter-type links and intra-type links. It worth highlighting that the propagation of link properties other than object attributes not only avoids the data sparseness problem [19], but also enables the reinforcements between different types of links. When this approach works iteratively, both the intra-intra and intra-inter reinforcements are explored, which results in an effective approach to discover the semantic structure of images and text blocks. Because the three matrices Kˆ , Gˆ , Zˆ are defined on heterogeneous spaces, we should normalize them at the end of each iteration to ensure reasonable reinforcements between them.



4.2 Implementation Equation (5) presents a general case. In practice, we can use various methods to implement it, but for all the implementations, in the initial stage, we have Kˆ (0) = K , Gˆ (0) = G , Zˆ (0) = Z . Equation (6) shows one case of the implementation (noticing the superscripts of matrices). It converges the fastest in all possible implementations, where the propagated relations instantly take into effect on other relations. It also implies a stronger belief on text features than the image content features because in each iteration the similarities propagated from image space is already updated by those in the text space. ⎧ Kˆ = α K + (1 − α ) Zˆ Gˆ Zˆ ′ ⎪⎪ ( n ) ( n − 1) ( n ) ( n −1) ⎨Gˆ = β G + (1 − β ) Zˆ ′ Kˆ Zˆ ⎪ ˆ ( n) ˆ ( n ) ˆ ( n −1)Gˆ ( n ) ⎪⎩ Z = γ Z + (1 − γ ) K Z (n)



( n −1)



( n −1)



To be specific, Normalized Cuts recursively finds a partition ( A, B ) of the nodes V to minimize the objective function J ( A, B ) subject to the constraints that A ∩ B = ∅ and A ∪ B = V : J ( A, B) =



cut ( A, B ) cut ( A, B) + assoc( A,V ) assoc( B,V )



(8)



where assoc( A,V ) = ∑ u∈A,t∈V w(u , t ) is the total connection from nodes in A to all nodes in the graph, and assoc(B,V ) is similarly



( n −1)



(6)



defined. cut ( A, B) = ∑ u∈ A, v∈B w(u, v) is the connection from nodes in A to those in B.



Equation (7) shows another case of implementations. In this case, the intra-type links in text layer in nth iteration Gˆ ( n ) is determined by the original textual features as well as the propagated image similarities in the (n-1)th iteration Kˆ ( n −1) . It infers that in the initial iteration, Gˆ (1) is determined by K and G . This indicates that equation (7) shows a stronger belief on image visual features than equation (6) does. ⎧ Kˆ ( n ) = α K + (1 − α ) Zˆ ( n −1)Gˆ ( n −1) Zˆ ′( n −1) ⎪⎪ ( n ) ( n −1) ( n −1) ˆ ( n −1) Z ⎨Gˆ = β G + (1 − β ) Zˆ ′ Kˆ ⎪ ˆ ( n) ( n −1) ˆ ( n −1) ˆ ( n −1) ˆ Z G ⎪⎩ Z = γ Z + (1 − γ ) K



identification[14]. [14] compared this algorithm with two other widely used hybrid clustering algorithms, namely Min-Cut, MajorClust, and found that Normalized Cuts performs better over a wide range of data sets.



(7)



Because in Web-based approaches, text features are generally more effective than image features, we choose equation (6) in our experiments. Furthermore, at the end of each iteration, we keep only the largest k elements in each row of Zˆ (i.e. the k highest weighted intertype links). There are two reasons: 1) because generally an image seldom links to all the text annotations in a closed dataset, by keeping only the strongest links, computational cost can be reduced without much information loss. 2) because it is rarely that both two images and their related textual annotations are respectively very similar in their features when semantically they are dissimilar, we can also reduce the error brought by undesired propagations from incorrect intra-type links.



5. IMAGE CLUSTERING After a number of iterations, the algorithm described in Section 4 tends to converge. Then we obtain the semantic structure of images and text blocks. This is obvious because the initial K is determined by image content features only. Hence clustering the images based on Kˆ will achieve a better performance than on K . We use a state-of-the art spectral clustering algorithm Normalized Cuts [16] for image clustering.



5.1 The Normalized Cuts Algorithm Normalized Cuts uses a weighted adjacency matrix to cluster connected graphs. It was originally proposed by Shi and Malik[16] for image segmentation but is used for clustering by many researchers later on, e.g. web page clustering [7], community



To minimize J ( A, B ) equals to minimize the Rayleigh quotient, which can be solved as a generalized eigenvalue problem. That is, the eigenvector corresponding to the second smallest eigenvalue (this eigenvector is also called Fiedler vector) can be used to bipartite the graph. This approach is performed recursively until a stopping criterion is met.



5.2 The Stopping Criterion As a recursive process, we need to have a stopping criterion to ensure the clustering performance. However, how to select the optimal cluster number is still an open problem of many clustering algorithms. [2] proposed to use the first l eigenvectors such that the largest difference between two consecutive eigenvalues happens between the lth and (l+1)th eigenvalues. However, such a stopping criterion is heuristic and risky when the adjacency matrix does not possess a good nature of disconnected sub-graphs. [7] suggested to leverage the value of the Normalized Cuts objective function (equation (8)). For a graph to be partitioned, they compute the Fiedler vectors and obtain the minimum J ( A, B ) value. If this value is above a certain threshold J stop , it means that the cut between two partitions is relatively not optimal, and the resulting two sub-graphs would have relatively high connectivity between them. Therefore it is better not to partition the graph further and the recursive process stops. We adopt this criterion in our approach.



5.3 Clustering on Semantic Similarity Matrix Let K be the semantic similarity matrix Kˆ after convergence. We construct the affinity matrix of images W based on K for Normalized Cuts clustering by equation (9). This definition is selected based on experimental results (we illustrate this in Section 6). W = exp( K σ )



(9)



The complete recursive clustering algorithm can be stated as below: 1. Define a diagonal matrix DM × M whose (i, i)-element is the sum of W ’s ith row.



2.



Solve the generalized eigenvalue ( D - W ) y = λ Dy for the Fiedler vector y* .



3.



Check n equally spaced splitting points of y* , find the cut point with the smallest J ( A, B ) . If J ( A, B) < J stop , accept the partition and recursively



4.



problem



segment the subgraphs. Otherwise, stop.



6. EXPERIMENTS In this section, we present several illustrative experiments to show the superiority of our link and attribute reinforcement based iterative image clustering approach. We also investigate the effects of parameter selection on the clustering performance.



Table 1. Concepts covered by the Datasets amphibian, mammal, seashore creature, bird, plant, butterfly, fish, seashell, insect



6.2 Evaluation Measure Cluster entropy [5] is a widely used evaluation measurement for data clustering. It indicates the uniformity or purity of a cluster. Specifically, let A be a cluster. Given category labels of data objects inside it, the entropy of cluster A is defined by



H ( A) = −∑ j p j ⋅ log 2 p j



(10)



where p j is the probability of data objects in A having label j. About 70,000 web pages are crawled from the Internet, starting from the homepage of enature web site: www.enature.com. From these web pages, 30,000 images are extracted. We kept only JPEG images, and filtered those images whose aspect ratios are greater than 3 or less than 1/3. These images are most probably logos or advertisements. The images whose widths or heights are less than 100 pixels are also removed since these images are normally of low quality. Because a large number of images in the enature website are duplicated (there are three versions: small, medium and large of a same image), we further remove the duplicates and keep those medium-sized version of images since this version associates with abundant textual annotations. This filtering process is based on image filenames. The three versions share similar image filenames with different affix (namely “s”, “m” and “l” or “g”, indicating the small version, medium version and large version respectively). We use VIPS [3] algorithm to segment each web page into blocks. Blocks without images are filtered out. The rest of blocks with their images removed are then the text blocks. If a text block contains less than 10 keywords, we filter it as well as the images associated with it because this kind of text blocks contribute little to the propagation approach①. The associations between images and their blocks are reserved as the inter-type links between images and their corresponding text blocks. The text features extraction and text-to-text graph construction approaches are described in Section 3.1.2. The root concepts covered by the final image dataset are listed in Table 1. Images outside these concepts are also removed because these images are artificial objects or human beings which are difficult to label. These root concepts are further split into specific concepts according to the expert taxonomy provided by the enature web site. Images outside this web site are manually assigned to these categories. The number of final ground truth categories is 160.



In this paper, we use the average cluster entropy as our evaluation measure. Assume there are totally m clusters and Ci be the ith cluster. C = ∪ mi=1 Ci . The average cluster entropy H (C ) is given by H (C ) =



1 ∑ H (Ci ) m Ci ⊂ C



(11)



A small value of entropy indicates a better clustering. When the data is perfectly clustered, i.e. data objects with the same class label are clustered into one single label, the average entropy is 0.



6.3 Performance Evaluation For the sake of simplicity, we use the ground truth category numbers, i.e. 160 for the evaluation. The baseline method used is the similarity propagation algorithm proposed in [20]. As mentioned in Section 2, this algorithm proposes to leverage the reinforcements between the attributes of images and text blocks and has shown its superiority to the methods based on single data type, i.e. image content features or text features, as well as its superiority to the linear combination methods. Our method is different from [20] in that [20] models only the intra-intra reinforcements but our method also takes into account the effects of object attributes on their inter-type links. For the purpose of comparison, we also calculated the average entropy of using image content features only. Figure 2 shows the average entropies vs. iteration numbers. The blue squared curve corresponds to the traditional method which is 4.5
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It does not mean that this kind of blocks do harm to the performance of our proposed algorithm. In fact, an advantage of our algorithm is its ability to deal with the “isolated” objects (see Section 6.5). We remove them here just to reduce computational cost.



1.5 0



1



2



3



4



5



6



7



8



Iteration Number



Figure 2. Performance Evaluation for the Algorithm
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based on image visual features only. The cyan triangle curve shows the performance of the approach in [20]. The difference between these two curves illustrates the effectiveness of leveraging the intra-intra reinforcements.



Thus we obtain a stopping criterion to promise the highest performance for our proposed algorithm from equation (12). That is, when Zˆ ≤ 0 happens, we stop the process.



The red diamond curve corresponds to our method. The difference between it and the cyan triangle curve proves that object attributes do have an impact on their inter-type links. This algorithm converges in 5-6 iterations.



We also investigated the distribution of labels, i.e. how many clusters the images belonging to the same category are grouped into. We found that our method gives a consistent better result than the two baseline methods. Due to the limited space, we show only the results of the first 20 categories and the average number of clusters (based on all the 160 categories) of our method and the baseline methods in Figure 3. The average number is 19.50, 15.08 and 9.74 for the content-based clustering method, the method proposed in [20] and our method respectively. From this figure, we can see that the clusters produced by our method are consistently coherent than the other two baseline methods.



An interesting phenomenon in Figure 2 is the performance degradation from iteration 3 to 4. To confirm that it is caused by the algorithm itself rather than the dataset, we separate the dataset into 5 parts and use 4 parts each time for clustering. The final result is an average of the five runs. The same phenomenon happens with the performance degradation appears from iteration 5 to 6, which proves that this phenomenon is inherent to our algorithm. Intuitively this phenomenon states an over-propagation. We found that an opposite variation happens to the arithmetic mean of the element values of the link matrix Zˆ . That is, let Zˆ n , n −1 = Zˆ ( n ) − Zˆ ( n −1) be the difference between the arithmetic
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The result shown in Figure 2 justifies our intuition that there are valuable reinforcements between both the object attributes (i.e. the intra-type links) and the object attributes and their inter-type links.
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mean of Zˆ from iteration n − 1 to n , we have ⎧⎪ > 0, n ≤ n0 Zˆ n , n −1 ⎨ ⎪⎩ ≤ 0, n > n0
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Figure 3. The Number of Clusters That Images Belonging to the Same Category are Grouped Into



where n0 is the iteration number corresponding to the degradation point.



6.4 Parameter Selection



The reason of this performance degradation is as the following. On one hand, after a certain number of iterations, the non-zero elements in Kˆ , Gˆ ② and Zˆ tend to be fixed. On the other hand,



From equation (5), we can see that α , β , γ are three important parameters which control the degree of propagation. In this subsection, we evaluate their influence to the clustering performance.



due to normalization, further propagations result in more evenly distributed values in Kˆ ( Gˆ ). That is, the values of the “good”



6.4.1 Weighting Coefficents α , β ,γ



elements of Kˆ ( Gˆ ) that affect Zˆ are reduced. Hence the similarity propagated from Kˆ and Gˆ to Zˆ is comparatively decreased. Because γ is fixed currently in our experiment, so we



Figure 4 shows the variations of average entropy corresponding to different α , β , γ values. From this figure, it can be seen that the average entropy increases as α increases. That means we should not rely too much on image content features. The best performance is achieved when α = 0.2, β = 0.8, γ = 0.2 .



have Zˆ n , n −1 < 0 . The new Zˆ , when used back to reinforce Kˆ ( Gˆ ),



6.4.2 Link Density



results in also the decreased similarity propagations. When this phenomenon goes on, the arithmetic mean of Zˆ will finally converge (in our current experiment, this begins in iteration 7), and Kˆ and Gˆ will change less and less. Thus the whole process converges.



②



In fact, in our current experiment, we keep only the largest 2,000 elements for each row of matrices Kˆ and Gˆ to reduce the computational cost. 2,000 is a number that is much larger than the size of any ground truth cluster.



As mentioned in Section 4.2, we keep only the k most important inter-type links for each image to reduce the computational cost as well as the influence of noisy links produced during the iterations. We denote this parameter k as link density k. Figure 5 shows the average entropy when the link density varies from 10 to 90. From this figure, it can be seen that the best clustering performance occurs when k = 20. Another interesting point is that when k ≥ 40 , the average clustering entropy drops when k increases in the first iteration. A possible reason may be that the more inter-type links constructed, the more information provided by text-blocks takes effect on image content features, which will result in a more accurate



Figure 4. Average Entropy vs. Weights α , β , γ



similarity matrix Kˆ . However, denser inter-type links are more vulnerable to noisy intra-type links. Thus from the second iteration, they perform worse than the small link density case of k = 20.



L 2 distance measure in image space. This is because the visual feature is histogram-based and L1 performs generally better than L 2 for histogram features. This result is also reported by He et al [10]. Wi , j = exp( Ki2, j σ )
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In fact, we have also tested other schemes, such as defining σ to be the maximum element value of K or defining W as k-nearest neighbor matrix etc. But none of them performs better than these two schemes. The reasons are: for the case of σ = max ( K i , j ) , i, j
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because the elements of a large value near σ are very few, most of the element values of W are thus nearly 1, which makes it difficult for Normalized Cuts algorithm to segment the graph.
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6.4.3 Definition of Affinity Matrix W In this sub-section, we show the effect W construction schemes on the final performance.



of



different



Figure 6 compares two construction methods. The blue diamond curve corresponds to equation (9) where σ is the arithmetic mean of K . The red square curve corresponds to equation (13) below. These two equations, (9) and (13), are analogous to the L1 distance and L 2 distance measure respectively. From this figure, we can see that L1 distance measure performs better than
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Figure 5. Clustering Performance vs. Link Density
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Figure 6. Effect of Affinity Matrix Construction Method



And for the case of defining W as k-nearest neighbor matrix, the data structure in dense space will be destroyed, and hence some useful information may be lost.



6.5 Discussions 1) Other than relational data clustering, the proposed framework can also be applied to many other domains addressing relational data. For example, image annotation can be regarded as the problem of re-establishing missing links between images and keywords. To annotate “new” images is just equivalent to construct additional inter-type links between images and available keywords, which is theoretically feasible in this framework. 2) Dialectically speaking, the implicit assumption of the proposed framework is that “intra-type and inter-type links directly obtained from the raw data are most probably inaccurate or insufficient”. When this assumption holds, this framework will make its best fortune. However in practice, most of the real-world data satisfy this assumption, especially web data. For example, many web images do not have surrounding texts, or have noisy annotations. The assumption that all the inter-type links are accurate and abundant [19][20] is just a special case of this framework, where γ = 1 in equation (5).



7. CONCLUSION In this paper, we have presented an iterative image clustering approach based on the reinforcement between image and text objects. The proposed model simultaneously addresses two types of reinforcements between data objects: 1) the reinforcement between intra-type relations caused by the inter-type relations and 2) the reinforcements between intra-type and inter-type relations. The experimental results of image clustering using this model show its effectiveness in discovering the semantic structure between related data objects (image and text in our approach). Currently, in equation (5), the weights α , β , γ are fixed in the iterative algorithm. However, when the iteration goes on, adaptively adjust these weights will be more appealing to further improve the performance. We will work on the self-adaptation method of weights as the future work.
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