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Processing data streams with hard real-time constraints on heterogeneous systems Uri Verner, Assaf Schuster and Mark Silberstein, Technion.



ABSTRACT Data stream processing applications such as stock exchange data analysis, VoIP streaming, and sensor data processing pose two conflicting challenges: short per-stream latency – to satisfy the milliseconds-long, hard real-time constraints of each stream, and high throughput – to enable efficient processing of as many streams as possible. High-throughput programmable accelerators such as modern GPUs hold high potential to speed up the computations. However, their use for hard real-time stream processing is complicated by slow communications with CPUs, variable throughput changing non-linearly with the input size, and weak consistency of their local memory with respect to CPU accesses. Furthermore, their coarse grain hardware scheduler renders them unsuitable for unbalanced multi-stream workloads. We present a general, efficient and practical algorithm for hard real-time stream scheduling in heterogeneous systems. The algorithm assigns incoming streams of different rates and deadlines to CPUs and accelerators. By employing novel stream schedulability criteria for accelerators, the algorithm finds the assignment which simultaneously satisfies the aggregate throughput requirements of all the streams and the deadline constraint of each stream alone. Using the AES-CBC encryption kernel, we experimented extensively on thousands of streams with realistic rate and deadline distributions. Our framework outperformed the alternative methods by allowing 50% more streams to be processed with provably deadline-compliant execution even for deadlines as short as tens milliseconds. Overall, the combined GPU-CPU execution allows for up to 4-fold throughput increase over highly-optimized multi-threaded CPU-only implementations.



1.



INTRODUCTION



Stream processing is one of the most difficult problems from the algorithmic and system design perspectives. This is because the data processing rate should not fall behind the aggregate throughput of arriving data streams, other-
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Figure 1: A model of a heterogeneous system composed of a CPU and an accelerator



wise leading to buffer explosion or packet loss. Stateful processing, which is the focus of this work, also requires the previous processing results to be available for computations on newly arrived data. Even more challenging is the problem of hard real-time stream processing. Many life-critical and latency-sensitive applications such as medical data processing, traffic control, and stock exchange monitoring require strict performance guarantees to be satisfied along with the common requirement of sufficient overall system throughput. In such applications, each stream specifies its deadline, which restricts the maximum time arrived data may stay in the system. The deadline requirement fundamentally changes the system design space, rendering throughput-optimized stream processing techniques inappropriate for several reasons. First, tight deadlines may prevent computations from being distributed across multiple computers because of unpredictable network delay. Furthermore, schedulability criteria must be devised in order to predetermine whether a given set of streams can be processed without violating their deadline requirements and exceeding the aggregate system throughput. Runtime predictions must thus take into account every aspect of the processing pipeline. A precise and detailed performance model is therefore crucial. The runtime prediction problem, hard in the general case, is even more challenging here: to allow deadline-compliant processing, the predictions must be conservative, in conflict with the goal of higher aggregate throughput. High performance, massively parallel accelerators such as GPUs are natural candidates for speeding up multiple data



stream processing. However, because of their unique architectural characteristics their use in this context is not straightforward, and becomes complicated for hard real-time workloads. • Low per-thread performance. Accelerators are optimized for throughput. They multiplex thousands of lightweight threads on a few SIMD cores, thereby trading singlethread performance for higher throughput. Furthermore, they are connected to a CPU via a bus with limited throughput and high latency. Data-parallel processing is inapplicable to single streams because of the stateful processing requirement. Thus, per-stream accelerator performance may be much lower than that of a CPU, which essentially precludes streams with tight deadlines from being processed on an accelerator. • Weak inter-device memory model. Accelerators cannot access the main CPU memory. They have their own separate memory, where the input and output data are staged by a CPU prior to and after execution respectively. No consistency is guaranteed if that memory is accessed by a CPU while the accelerator is performing computations. Consequently, streaming the input dynamically from a CPU is not possible; rather, a bulk of data from multiple streams must be batched together for non-preemptive, finite-time processing1 . • Non-linear throughput scaling. For better hardware utilization, accelerators require many concurrently active threads. Thus, effective throughput depends non-linearly on the number of concurrently processed streams, making run-time prediction difficult. Previous works on hard real-time processing [3, 7, 20, 21, 2] dealt with homogeneous, multiprocessor, CPU-only systems and cannot be directly applied here. They schedule the input streams assuming only one stream being processed by each processor at any instant, whereas the accelerator’s advantage is in the concurrent processing of multiple streams. Contribution. We designed a framework for hard realtime stateful processing of multiple streams on heterogeneous platforms with multiple CPUs and a single accelerator. The framework employs the CPUs together with the accelerator, thus reaping the benefits of fast single-stream processing of a CPU and high-throughput multi-stream performance of an accelerator. To the best of our knowledge, this is the first time accelerators are used in hard real-time computations. The core of the framework is an algorithm for scheduling of input streams to processors that is deadline-compliant and allows sufficient aggregate throughput. The algorithm partitions the streams into two subsets, one for processing by the accelerator, and the other for all the available CPUs. A user-supplied schedulability criterion validates that each subset is schedulable. Non-linear throughput scaling in accelerators makes this partitioning problem computationally hard in general, as it requires every two subsets of streams to be tested for schedulability. The exact solution requires exhaustive search in an exponential space of subsets and does not scale beyond a few input streams. We develop a fast polynomial-time heuristic for scheduling thousands of streams. Each stream is represented us1



NVIDIA GPUs enable dedicated write-shared memory regions in the CPU memory, but it has low bandwidth and high access latency.



ing its deadline and rate properties as a point in the twodimensional (rate-deadline) space. The heuristic finds a rectangle in this space, so that all the streams with their respective points in the rectangle are schedulable on the accelerator, and the rest are schedulable on the CPUs. We show that this simple heuristic does, in fact, optimize many of the considerations above. We implement and evaluate our stream processing framework by using it to accelerate AES-CBC encryption of multiple streams on NVIDIA GPUs. AES is widely used in the hard real time context. As it is integral to encrypted data processing, AES must meet hard real time constraints in systems where hard deadlines are part of Service Level Agreements (SLAs). For instance, it is a part of the SSL and IPSEC used in Web and VPN gateways. Other examples include encrypted VoIP, IPTV, and media streaming services. AES framework is universally applicable to a large family of streaming workloads fully characterized by the rate and deadline parameters, and whose data processing time is determined by size (rather than content). Besides AES-CBC, additional applications in this family include SVD, digital noise filters, convolutions, FFT, and threshold-crossing detection. Unlike the previous works on AES encryption on GPUs [17, 9, 10], AES-CBC encryption is stateful and does not permit independent processing of different data blocks of the same stream. This constraint necessitates multiple streams with different rates to be scheduled concurrently on a GPU, thereby creating a highly unbalanced workload that leads to much lower throughput. We describe a method for the static balancing of multiple streams that achieves high GPU throughput even for harshly unbalanced workloads, and then develop the schedulability criterion for AES-CBC processing on a GPU, used in conjunction with the scheduling algorithm described above. We perform extensive experiments on a variety of inputs with thousands of streams, using exponential and normal distributions of rates and deadlines. The framework achieves a maximum throughput of 13 Gbit/sec even with deadlines as short as 50ms while processing 12,000 streams. We show that our algorithm achieves up to 50% higher throughput than alternatives that partition the streams according to rate or deadline alone. Overall, adding a single GPU to a quadcore machine allows 4-fold throughput improvement over highly optimized CPU-only execution.



2. 2.1



MODEL Application model



A real-time data stream s is described by a tuple O hr, di, where r denotes the stream rate, and d denotes the processing deadline. Each data item that arrives at time t must be processed to completion by time t + d. The stream rates and deadlines may differ for different streams, and are constant. We transform a data stream s : hr, di into a stream of jobs, where each job is created by collecting data items from the stream s during an interval of time I. The interval I is determined as a part of the algorithm, as discussed later. After transformation, every stream is represented as an infinite sequence of jobs J = {J 0 , J 1 , J 2 ...} arriving at times I, 2I, 3I, .... Job J k is described by a tuple hwk , dk i , where wk = r · I is the amount of work – or, the number of data



items – to be processed by that job, and dk = kI + d is the deadline of the job. Job J i+1 cannot be processed until the processing of J i is complete; stateful execution implies that parallel processing of different jobs of the same stream is impossible. Such data dependency between subsequent jobs of the same stream forces pipelined processing of that stream. Namely, at every given moment, one job of a stream is being processed while the data for the next one is being collected. The system receives a set S containing multiple independent streams, where each stream si : hri , di i ∈ S has its own rate and deadline. Jobs of different streams can be processed concurrently. For simplicity we assume a constant number of streams |S|. Dynamic inputs can in fact be treated by activating our methods periodically or in response to changes in the system status. Consequently, when arrival rates change steadily over time, the methods developed in this paper provide an adequate solution. However, when arrival rates change drastically and unpredictably, light-weight load balancing techniques must be invoked on-the-fly in order to utilize the accelerator; these are beyond the scope of this work.



2.2



Hardware model



We focus on heterogeneous systems composed of different types of computing units (CU): general-purpose processors (CPUs) and accelerators with multiple SIMD cores, as presented in Figure 1. A CPU initiates the execution of the accelerator by invoking a subroutine, called kernel, comprising a batch of jobs. The accelerator processes one batch at a time in a non-preemptive manner. Jobs in the batch are scheduled on the SIMD cores by the hardware scheduler. We have very limited information and no control over how these jobs are actually scheduled. We assume that the scheduler strives to maximize accelerator throughput. An accelerator has a separate memory, to which all the data must be copied by a CPU prior to kernel execution. Data transfers are carried out via an external bus. A CPU and an accelerator implement the release consistency memory model, whereby the data transferred to and from an accelerator during kernel execution may be inconsistent with that observed by the running kernel. Consistency is enforced only at the kernel boundaries. We develop an algorithm for a system with multiple CPUs and a single accelerator. Extending to multiple accelerators is a subject of the future work.



3.



SCHEDULING OF MULTIPLE STREAMS



We define the scheduling problem as follows: Given a set of input streams {si : hri , di i}, each with its own rate ri and deadline di , find the assignment of streams to PCUs, s.t. the obtained total processing throughput T ≥ i ri , and no stream misses its deadline. This problem has an optimal algorithm for a uniprocessor CPU [16]; that is, it produces a valid schedule for every feasible system. However, scheduling jobs with arbitrary deadlines on multiprocessor systems is a hard, exponential problem [20]. The existing CPU-only scheduling approaches [20, 16, 3] cannot be applied in our setup because they schedule jobs one- or a-few-at-a-time. In contrast, accelerators require batches of thousands jobs to be packed together, raising the question of how to select those to be executed together so that all of them comply with their respective deadlines.



Two main approaches are known for scheduling real-time streams on multiple CUs: dynamic global scheduling and static partitioning [21]. In global scheduling, idle processors are dynamically assigned the highest priority job available for execution. This approach is not practical in our system for two reasons: 1. The accelerator’s weak memory consistency makes it impossible to push new input data from a CPU to a running kernel. Thus, the batch of jobs being executed by an accelerator must be completed before a new batch can be started. Hence, the new batch for the accelerator should be statically created in advance on a CPU, under the constraint of timely completion of all jobs in the batch. In fact, proper batch creation is the main focus of this work. 2. The stream state is carried from one job in a stream to the next job of the same stream. Slow communication between the CPU and the accelerator makes the overhead of moving jobs of the same stream between CUs too high. Furthermore, since a steady state is assumed, migration can be avoided with proper batch creation. These considerations led us to choose the static partitioning method where multiple streams are batched together and statically assigned to a particular CU. The main challenge is to select the streams for the batch to achieve the required throughput under the deadline constraints.



3.1



Batch execution



Accelerator execution is performed in batches of jobs. Batch execution time depends on parameters such as the number of jobs, distribution of job sizes, and the total amount of work to be processed. Our design for efficient job batching was guided by the following principles. 1. Batch as many jobs as are ready to be executed. Batches with many independent jobs have higher parallelism and provide more opportunities for throughput optimization by the hardware scheduler. 2. For every job, aggregate as much data as possible (this means aggregate as long as possible). This is because batch invocation on an accelerator incurs some overhead which is better amortized when the job is large. Moreover, transferring larger bulks of data between an accelerator and a CPU improves the transfer throughput. Aggregation time is limited by the deadlines of the jobs in the batch. More precisely, the deadline for a batch execution is the earliest deadline of any of the jobs in it. Distribution of job sizes in a batch affects the load balancing on the accelerator. The longest job puts a lower bound on the execution time of the whole batch. Suppose wi is the P amount of work in job i. Then, if i wi < maxi wi · C for a batch {hwi , di i} and an accelerator with C cores, accelerator P w utilization is at most maxii wii·C . The equation shows that P for a given batch size i wi , the load cannot be efficiently balanced if the amount of work in one job greatly exceeds that of other jobs. We use this observation and the previous principles to batch jobs in a way that minimizes their overall execution time, while all batches complete on time.



3.2



Rectangle method



A set of jobs is called schedulable on a CU if there exists a schedule where no stream misses its deadline and job dependencies are enforced (see Section 2.1). We aim to find



an assignment of streams to CUs such that the set of jobs assigned to each device is schedulable on it. We call this a schedulable assignment. Schedulability testing in our setup is equivalent to schedulability testing of synchronous periodic jobs, which is coNP-Hard even on a uniprocessor [8]. Due to the different constraints imposed by the different components, it makes sense to partition the streams into two sets: one for the homogeneous collection of CPUs and another for the accelerator. Each partition is then tested for schedulability on the target devices: if both tests return positive then the assignment is accepted as a schedulable partition. The streams assigned to the CPUs are scheduled using known algorithms for homogeneous multiprocessor systems. In turn, those assigned to the accelerator are batched, tested for schedulability using the schedulability criterion (see Section 3.3), and then scheduled using the accelerator’s hardware scheduler. Unfortunately, even with two partitions, the search space is exponential in the number of streams, which makes exhaustive search impractical. We thus develop a heuristic that reduces the number of tested partitions to polynomial in the number of streams. An accelerator poses several harsh constraints on its workload if the jobs are to be schedulable. It is thus more efficient to prune first the jobs which are not schedulable on the accelerator. Most importantly, invoking the accelerator incurs overhead, which, coupled with the latency of data transfers to and from the accelerator’s memory, determine a lower bound on job processing time. Thus, any job whose deadline is below this lower bound cannot be processed on the accelerator and should be removed from its partition. We next consider the job with the shortest deadline in the batch of jobs in the accelerator’s partition. Because the batch completes as a whole, this job effectively determines the deadline for all the jobs in the batch. We will denote by dlow the threshold for the shortest deadline of jobs assigned to the accelerator’s partition. By lowering dlow we restrict the maximum execution time of a batch, thus effectively decreasing the number of jobs that can be assigned to the accelerator. By increasing dlow we increase this number, with the penalty of having more short deadline jobs assigned to the CPUs. A simple heuristic is thus to test all partitions induced by dlow , where all jobs with the deadlines above dlow are assigned to the accelerator’s partition, and all the rest allocated to the CPUs. This heuristic exhaustively tests all the created partitions for different values of dlow . It may fail, however, to find a schedulable partition for inputs with too many short-deadline jobs, even if one exists. For such a workload, decreasing dlow would result in too tight a deadline for the accelerator, while increasing dlow would overwhelm the CPUs with too many short-deadline jobs. A possible solution is to move a few longer-deadline jobs to the CPUs’ partition, thereby decreasing the load on the accelerator and allowing it to assist the CPUs in handling shorterdeadline jobs. The longer-deadline jobs impose no extra burden on CPU scheduling, as short-deadline jobs would do. Thus, a natural extension to a single threshold heuristic is to add an upper bound dhigh to limit the deadlines for jobs assigned to the accelerator’s partition. Both heuristics, however, ignore the amount of work per job. Consequently, the accelerator may be assigned a highly unbalanced workload, which would seriously decrease its throughput (as explained in Section 3.1), thus rendering the



partition not schedulable. A reasonable approach to better load balancing is to remove work-intensive jobs (data aggregated from streams of high rate) from the accelerator’s partition. The increased load on the CPUs can be compensated by moving jobs with shorter deadlines and lower rates to the accelerator, whose overall throughput would thus increase. Two other thresholds are thus introduced: rhigh and rlow , which set an upper (lower) bound on the amount of work for jobs assigned to the accelerator’s partition. We end up with a heuristic for partitioning streams to CUs, which we call the Rectangle method. It considers partitions in which streams within a certain range of rates and deadlines are assigned to the accelerator, and the rest to the CPUs. Visually, the selected streams can be represented as a rectangle in the rate-deadline space. For example, Figure 2 shows a partition of 10,000 streams with normally distributed rates and deadlines. Each dot represents a stream. All streams inside the black rectangle are assigned to the accelerator, while the others are assigned to the CPUs. We see that a stream is assigned to the accelerator if its rate is in the range [0bps,1.8Mbps] and its deadline is in the range [27ms,81ms]. The Rectangle method tests the schedulability of all rectangles. The number of rectangles in an n × n space is 2   n(n−1) = O n4 . We reduce the number of tested par2  titions to O n2 lg n , first, by setting the lower rate bound rlow to 0 (since slower streams improve accelerator utilization), and second, by testing O (lg n) upper rate bounds rhigh for each pair of deadline bounds. Correctness is implied by the following property of schedulability: If a set of streams is schedulable on the accelerator, its sub-sets are schedulable as well. Similarly, if it is not schedulable, then no containing set is schedulable. Using binary search, it is enough to test O (lg n) upper bounds on rate in order to find a schedulable assignment, if one exists for the given pair of deadline bounds. A more advanced algorithm allows for O(n2 ) complexity but for simplicity we describe the slower one. Further details are omitted for lack of space. This algorithm produces deadline-compliant schedules, otherwise marking the input as unschedulable. Following existing methods for real-time scheduling, it assumes perfect runtime prediction by the performance model [21, 8, 2]. However, to compensate for imprecision, a safety margin is taken, which ensures 100% precision at the expense of slight degradation in schedulable throughput. Furthermore, out of all the schedulable partitions (rectangles), we choose the one for which the performance model predicts the largest safety (error) margin.



3.3



Batch scheduling and schedulability



Job are scheduled on the accelerator in batches. Every batch goes through a four stage pipeline: data aggregation, data transfer to local memory on accelerator, kernel execution, transfer of results to main memory. These stages are illustrated in Figure 3. Processing must be complete before any job deadline is missed, i.e., before the earliest deadline of any job in the batch. One batching guideline(see subsection 3.1) is to aggregate data for the jobs as long as possible, to reduce batching overhead. Therefore, the best aggrega, where dmin = mini di for a set of streams tion time is dmin 4 {hri , di i} assigned to the accelerator. The system produces a new batch to the pipeline every dmin time with all data 4







sistency model does not guarantee that the CPU updates of GPU memory will be visible to the running GPU kernel. This restriction prevents continuous data streaming from a CPU to a running GPU kernel. Kernel execution must terminate and be invoked again in order to read new data.



4.1



Figure 2: A partition of N=10K data streams (represented by dots) with generation parameters: normally distributed rate, µR = 1 M bps, σR = 0.5 M bps; normally distributed deadline, µD = 50 ms, σD = 15 ms. Streams within the rectangle are assigned to the accelerator. Batch 0 Batch 1 Batch 2 Batch 3 … 0
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Figure 3: pipeline
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accumulated since the previous batch. A batch of jobs will be schedulable if no stage of the pipeline exceeds dmin time 4 during its processing. Given a batch of jobs, we rely on an accelerator performance model to calculate the length of each pipeline stage. Efficient methods for schedulability of the CPUs are presented in [6, 7, 2].



4.



CASE STUDY: CPU/GPU SYSTEM



A GPU is a processor with multiple processing elements adjusted for graphics acceleration. Each processing element, or streaming multiprocessor (SM), is a SIMD processor with several arithmetic units, capable of simultaneous execution of an instruction on a vector of operands. Modern GPUs are fully programmable many-core devices, supported by programming models, such as CUDA and OpenCL, and compatible with general-purpose programming. In this work, we use a system with a multi-core CPU and a CUDA-enabled GPU accelerator. The application running on the CPU (host) invokes the GPU (device) by calling GPU methods (kernels). Kernel calls are asynchronous; they return immediately. A GPU has its own local memory accessible to a CPU via explicit data transfer operations. The kernel input and output are transferred from CPU memory over a PCI-E bus prior to the kernel execution, possibly overlapped with the kernel processing another data set. The GPU memory con-



GPU execution model



When a kernel is called, multiple threads are invoked on the GPU. A hardware scheduler schedules the threads to the SMs during kernel execution. Scheduling is hierarchical. The minimum schedulable unit is a warp, a group of 32 threads in CUDA. Each warp is assigned to an SM and executed on it in SIMD fashion. When a warp executes a high-latency command, such as accessing the off-chip memory, the scheduler attempts to hide this latency by executing other warps that are scheduled to this SM and are ready to be executed. Warps are grouped into thread-blocks. Upon kernel invocation, a queue of thread blocks is created. A global GPU scheduler then distributes full thread-blocks between SMs, and each SM then internally schedules its warps. Multiple thread blocks can be concurrently assigned to the same SM, thereby providing more opportunities for latency hiding. When all threads of the thread block are complete, the global scheduler assigns an unscheduled thread block from the queue. The execution parameters – the number of thread-blocks and the number of threads in a thread-block – are specified at runtime for every kernel invocation. In our scenario, jobs are executed on the GPU in batches and equally partitioned between thread-blocks. Each job is processed by one or more CUDA threads in the same thread block.



Batch execution on a GPU GPU load balancing



A GPU attains the best performance for massively parallel SPMD programs, with all the threads having the same execution path and runtime. Multi-stream processing, however, may deviate from this pattern. The difference in the rates of different streams results in greatly varying job sizes in the same thread block and degraded performance. Figure 4 shows that kernels that processed jobs with a wide spectrum of sizes took 48% more time to process than kernels that processed equal-size jobs with the same total amount of work. Threads that execute different jobs may follow different execution paths (diverge), resulting in serialized execution. Thus, limited fine-grain parallelism per job may require assigning several jobs to the same warp, where thread divergence and load imbalance might affect performance. We found, however, very little divergence for data stream processing, due to the periodicity of data stream functions. But load imbalance between the threads of a warp is detrimental to performance since the warp execution time is dominated by the longest job. The distribution of jobs among warps and thread blocks is crucial to kernel performance. We use the following simple algorithm to increase GPU utilization. 1. Create warps with jobs of similar size; 2. Partition warps to M bins such that total job size in each bin is about the same2 , where M is the number of SMs; 2



This is a version of the PARTITION problem which is NP-



3. Assign the warps in each of the M bins to thread-blocks, such that warps with similar size are assigned to the same block.



4.2.2



Selecting kernel execution parameters



The total number of thread blocks plays an important role in GPU performance. Figure 5 shows the throughput of an AES-CBC encryption kernel as a function of the number of thread-blocks on a GPU with 30 SMs. We see that choosing the number of thread-blocks as a multiple of the number of SMs maximizes utilization of the cores, whereas other choices cause up to 42% performance loss. Our threadsper-block choice satisfies two conditions: (1) the number of threads per block is maximized to allow better SM utilization; (2) the total number of thread blocks is a multiple of the number of SMs to balance the load between them.



Figure 4: Rate variance overhead
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Since the thread-blocks are scheduled by the hardware, not all thread-blocks created from a single bin can be guaranteed to execute on the same SM. Our approach attempts to combine good latency hiding, by creating thread-blocks that process jobs of similar size, with balanced overall load on the SMs, by creating equally-sized bins. Our experience shows that the hardware scheduler can leverage these benefits to find an optimal schedule for the thread-blocks. Experimentally, this approach provides better throughput than creating thread-blocks with equal total job size and with maximally-similar job size. Existing dynamic job scheduling methods for GPU, e.g. [4, 5], use software load balancing mechanisms, such as job queues. The required synchronization incurs large overhead, especially for short jobs. These methods can be used in addition to ours since our method is offline.
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Figure 6: Non-linear SM utilization



4.3



GPU empirical performance model



The GPU performance model, or more precisely, its schedulability function (Section 3.3), is used by our partitioning algorithm to estimate the kernel time for processing a batch of jobs. In the model we assume that the jobs in a given batch are distributed among the SMs so that each SM is assigned the same number of jobs, regardless of job size. Such distribution is equivalent to a random one which ignores load balancing considerations. Hence the runtime estimate for this distribution gives us an upper bound on the expected runtime for a distribution which is optimized for load balancing. The problem is thus reduced to estimating the runtime of the jobs on a single SM, and taking the longest one among the SMs as the estimate of the runtime of the whole batch on a GPU. We now consider execution of jobs on an SM. For convenience, we express the performance of an SM as utilization: the fraction of the maximum throughput achievable by a single SM. The maximum throughput for a given GPU stream processing kernel can be easily obtained by measuring the throughput of that kernel on tens of thousands of identical jobs. We call a utilization function the relation describing the SM utilization as a function of the number of jobs invoked on that SM. The utilization function can be calculated by means of a lookup table generated by benchmarking a GPU kernel for different numbers of jobs. Figure 6 demonstrates the utilization function for the AES-CBC kernel with 4 threads per data stream (we also show a best-fitting quadratic curve for that function). The saw-like form of this function is due to the execution of multiple jobs in a single warp. Thus, in Figure 6, [x] is the rounding of the number of jobs (x) to the closest multiple of the number of jobs per warp that is higher than or equal to x.



5.



EVALUATION



In this section we evaluate our framework using state-ofthe-art hardware on thousands of streams.



5.1 Figure 5: Choosing the number of thread-blocks. Workload: AES-CBC encryption of 3840 data streams with equal rates.



Complete. We use a popular greedy algorithm which provides 4/3 − approximation to the optimal solution.



Experimental platform



Our platform was an Intel Core2 Quad 2.33Ghz CPU and a NVIDIA GeForce GTX 285 GPU card. The GPU has thirty 8-way SIMD cores and is connected to the main board by a 3GB/s PCI-E bus. The workload is based on the AES-CBC data stream, stateful encryption application. The AES 128 bit symmetric block cipher is a standard algorithm for encryption, considered safe, and widely used for secure connections and classified information transfers (e.g., SSL). Several modes of op-



eration exist for block ciphers. CBC is the most common – it enforces sequential encryption of data blocks by passing the encryption result of one block as the input for the encryption of the following block. The CPU implementation is Crypto++ 5.6.0 open-source cryptographic library with machine-dependent assembly-level optimizations and support for SSE2 instructions. For the GPU we developed a CUDA-based multiple stream execution of AES. The implementation uses a parallel version of AES, in which every block is processed by four threads concurrently. Streaming data is simulated by an Input Generator that periodically generates random input for each data stream according to its preset rate. During the simulation we dedicate one CPU to the input generator and another to control the GPU execution. Data is processed on two CPU cores and the GPU as an accelerator. We compare the Rectangle method with two baseline techniques: MinRate, which attempts to optimize the scheduling of streams with respect to their rates, and MaxDeadline, which does the same with respect to the deadlines. In MinRate streams are sorted by rate in non-increasing order {si : hri , di i}. The first k streams (those with the highest rates) are assigned to the CPU and all others to the GPU, Pk+1 Pk where k satisfies i=1 ri , and τCP U i=1 ri ≤ τCP U ≤ is CPU throughput. In MaxDeadline streams are sorted by deadline in non-decreasing order, so that the CPU is assigned the streams with the shortest deadlines up to its capacity τCP U , and the GPU processes the rest.



5.2



Setting parameters



System throughput was measured as the highest total processing rate with all the data processed on time. We use the following notations: N Number of streams Rtot Total stream rate (Gbps) µR , µD Average stream rate (Mbps), deadline (ms) σR , σD Standard deviation of rate (Mbps), deadline (ms) ∆R , ∆D Rate and deadline distribution functions In the experiments we used Exponential (Exp) and Normal (Norm) distribution functions for rate and deadline. Such workloads are common in data streaming applications. To avoid generating extremely high or low values, we limited generated figures to [0.1µ, 30µ] for the exponential distribution, and to [0.002µ, 100µ] for the normal distribution, where µ denotes the average distribution value. Figure 2 displays an example of a randomly generated workload with the following parameters: N = 10K, ∆R = N orm, µR = 1 M bps, σR = 0.5 M bps, ∆D = N orm, µD = 50 ms, σD = 15 ms.



5.3



Results



We tested the efficiency of the Rectangle method on workloads with different distributions of stream rates and deadlines in three experiments. Each workload consisted of N = 12, 000 streams. Figure 7 shows results of experiments where the average deadline is long (µD = 500 ms), the standard deviation of the rate is high, and the distribution is exponential. In this experiment, the throughput of the Rectangle method was 30% higher than that of MaxDeadline and similar to that of MinRate. MaxDeadline suffered from insufficient load balancing on the GPU, caused by simultaneous processing of streams with a wide range of rates. MinRate



CONST EXP



COPY AVG MAX 3.3% 4.8% 3.0% 4.7%



KERNEL AVG MAX 3.7% 7.0% 5.8% 11.3%



Table 1: Performance model estimation error



was effective because all deadlines were long, resulting in GPU processing of big batches. Figure 8 presents the performance of processing input with shorter average deadlines (µD = 50 ms). The workloads in this experiment are more time constrained, causing lower throughput in all three scheduling methods. MaxDeadline failed to produce a valid schedule for any value of the total rate larger than 2 Gbps, because CPU was assigned more short-deadline streams it could handle. For both MaxDeadline and MinRate, GPU throughput was limited by rtot ≤ 5 Gbps. For MaxDeadline, the reason is inefficient load balancing due to high-rate streams, whereas for MinRate, the limiting factor is the batch scheduling overhead created by short-deadline streams. In comparison, the Rectangle method provides up to 7 Gbps throughput by finding the correct balance between rate and deadline. Figure 9 presents results of experiments using normal distribution for rates and deadlines. Here we allow generation of values within a higher range, as described in section 5.2, but values are closer to µ on average, due to lower standard deviation in normal distribution. The shorter deadlines greatly reduce the throughput of MinRate, which makes no effort to avoid assigning short-deadline streams to the GPU. In contrast, MaxDeadline assigns these streams to the CPU, and benefits from a lower variance of stream rate than in the previous experiments. However, for low values of total rate, MaxDeadline puts more short-deadline streams than it can handle. The number of processed data streams defines the amount of parallelism in the workload. We tested the efficiency of our method for 4K streams, where the GPU is underutilized because there are not enough jobs that can execute in parallel. Figure 10 shows that the Rectangle method outperformed the baseline methods by finding a balance between the rates and deadlines. Assignment of high-rate streams to the CPU increases the number of parallel jobs on the accelerator. Controlling the deadline increases batch size and reduces batch scheduling overhead. In the last experiment we created workloads with exponentially distributed rates and deadlines while increasing the number of streams. Figure 11 shows that the high overhead of batch scheduling – a result of processing short-deadline streams on the accelerator – reduced the throughput of MinRate to below the measured range.
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Performance model



The estimation error of our GPU performance model is shown in Table 1. Jobs of different sizes were randomly generated according to exponential and constant distributions. For each batch we calculated the estimated kernel time and data copying time, and measured its running time on the GPU. Then, we calculated the average and maximum precision errors. Figure 12 shows that with a 20% safety margin no deadlines are missed.
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Figure 7: MaxDeadline fails on exponential rate distribution due to inefficient GPU utilization



Figure 10: Low level of parallelism (4000 streams). The average rate of each stream is higher than in previous experiments. The highest throughput is achieved by the Rectangle method, which balances rate (increases the number of parallel jobs on the accelerator) and deadline (reduces batch scheduling overhead).
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Figure 8: MaxDeadline overloads the CPU with lowdeadline streams. MinRate suffers from high batch scheduling overhead because low-deadline streams are processed on the GPU.
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Figure 11: Increasing the number of streams. The Rectangle method finds a schedulable solution for 17% more streams than MaxDeadline. MinRate chokes on the overhead of batch scheduling. N = 12K, ∆R = N orm, ∆D = N orm, µD = 50 ms, σD = 15 ms
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Figure 9: Both baseline methods overload the CPU on low rates. MinRate fails for all rates.
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Figure 12: Safety margin for kernel time estimation. No misses with 20% margin. Same input as in Figure 9.
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Figure 13: GPU breakdown of pipeline stages for exponential and normal rate distributions Figure 14: Optimal results for single GPU



Time breakdown



We analyzed the CPU and GPU states during processing. The results show that CPU scheduling overhead is less than 3% on all tested workloads. On average, this overhead is 1.4% for streams with constant rate distribution and 2.8% for streams with exponential rate distribution. The CPUs reach full occupancy with constant rates; idling is 
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How far are we from optimum?



Figure 14 presents AES-CBC performance results on a single GPU for workloads consisting of batches with equal-size jobs. Since scheduling is trivial in this case, the results can be considered optimal for the given total aggregated rate. The columns show the throughput results for the following execution modes: (1) a GPU kernel executes a single, large, batch of jobs; (2) a kernel executes a stream of relatively large batches; (3) a GPU executes a stream of relatively large batches, including memory copies from/to the CPU memory; (4) a CPU executes a stream of jobs. According to these results, the performance of dynamic data processing on the GPU is 5% lower than for static processing. This is a result of additional accesses to the offchip memory required for streaming data. Dynamic data is stored in memory as a chain of data blocks, and threads must perform memory accesses to follow the pointers between these blocks. This overhead does not exist for static data, as jobs are simply stored sequentially (further implementation details are omitted for lack of space). Interestingly, there is an order of magnitude GPU to CPU maximum throughput ratio for this algorithm. The throughput of a system with a GPU and two CPUs for real-life workloads is compared to a system with three CPUs in Figure 15. In the experiments, both rates and deadlines of 12K streams were generated using the constant, normal and exponential distributions, with 50ms average
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Figure 15: Throughput of GPU+2CPUs is 4 times higher than that of 3CPUs



deadline. The chart shows that our system achieves up to 4fold speedup over a CPU-only system even for streams with 50ms deadlines.



6.



RELATED WORK



The problem of hard real-time stream processing can be mapped to the domain of real-time periodic task scheduling. A series of studies dealt with different aspects of task scheduling and load balancing in GPU-CPU systems. Joselli et al. [11, 12] proposed automatic task scheduling for CPU and GPU, based on sampling of their load. These methods are not suitable for hard real-time tasks, as there is no guarantee of task completion times. In specialized applications, such as FFT [18] or the matrix multiplication library [19], application-specific mechanisms for task scheduling and load balancing were developed. Dynamic load balancing methods for single and multi GPU systems using task queues and work-stealing techniques were developed[5, 4, 27, 1]. In [1], a set of workers on the accelerator execute tasks taken from local EDF (earliest deadline first) queues. These approaches cannot be used in our case as it is very hard to guarantee hard real-time schedulability in such a dynamic environment. An important work of Kerr et al. [13] describes Ocelot, an infrastructure for modeling the GPU. Modeling can be used in our work to create a precise performance model without benchmarking. Kuo and Hai [14] presented an EDF-based algorithm to schedule real-time tasks in a heterogeneous system. Their work is based on a system with a CPU and an on-chip DSP. This algorithm is not compatible with our system model because of the high latency of CPU to GPU communication. The problem of optimal scheduling of hard real-time tasks on a multiprocessor is computationally-hard [20]. Our work borrows some partitioning ideas from [21]. The term stream processing is often used in the context



of GPUs, and refers to a programming paradigm for parallel computations. As such it is irrelevant to our work. To prevent confusion, we use the term data stream processing. [12]



7.



CONCLUSIONS AND FUTURE WORK



We have shown the first hard-deadline data stream processing framework on a heterogeneous system with CPU cores and a GPU accelerator. We have developed the Rectangle method, an efficient polynomial-time scheduling approach that uses simple geometric principles to find schedulable stream assignments. Rectangle method throughput was shown to be stable for different workloads and is higher than that of the compared baseline methods in all of the experiments. It is especially preferable for workloads with shorter deadlines and more streams. Our future work will study ways to overcome some limitations of the proposed method. A formal treatment of the Rectangle method is required to prove its completeness (correctness is true by construction). Generalization of the Rectangle for multiple accelerators would make it applicable to a wider range of systems. Decreasing the complexity of the method would allow more irregular input to be handled.
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