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Reason, Action and the Will: the fall and rise of causalism Stewart Candlish and Nic Damnjanovic 1. Introduction When Donald Davidson published his influential article ‘Actions, Reasons and Causes’ [1963], many of his contemporaries were convinced that reasons for action could not be causes of anything, so that even an explanation such as ‘Gilbert knelt because he had decided to propose to Gertrude’ did not work by citing Gilbert’s decision as a cause of his kneeling. Davidson was mainly responsible for demolishing that consensus and reinstating causalism—the thesis that psychological or rationalizing explanations of human behaviour are a species of event-causal explanation—as the dominant view in the philosophy of action, so that it is now often regarded as an obvious truth. Davidson’s advocacy of causalism had a profound effect on twentieth century philosophy. Not only did it reshape the philosophy of action, it also contributed directly to forming the new consensus view in the philosophy of mind that psychological events or states are physical, spatially internal and capable of standing in causal relations. More generally again, by re-establishing the doctrine that explanations of intentional human behaviour are a species of causal explanation, Davidson invigorated the project of providing a complete naturalistic account of the mind. Indeed, this project caught the attention of a generation of philosophers, and gave a characteristic profile to the entire philosophical landscape of the latter half of the twentieth century.1 A common account of the growth of the new consensus presents it as a synthesis of the thesis of dualism and the antithesis of behaviourism.2 In the philosophy of action, the dualist position was represented by volitionism—the idea that intentional actions are caused by (or contain as a causally active component) mental states or processes of a certain sort: generically, ‘volitions’, a special sort of mental state or process ‘by means of which a mind gets its ideas translated into facts’ [Ryle 1949: 62]; they might be acts of will, intentions, tryings, decidings, or . . .3 With rare exceptions, the truth of volitionism was casually assumed by philosophers until Ryle’s 1949 attack on it in The Concept of Mind.4 After this attack, its falsehood was casually assumed and, according to the story standardly retailed in textbooks in the philosophy of mind, it was replaced by philosophical behaviourism, according to which psychological terms like ‘intention’ or ‘motive’ do not refer to inner mental states and instead are to be analysed in terms of publicly observable behaviour or dispositions for behaviour. The story associates this view with Ryle and other so-called ‘neoWittgensteinians’,5 and displays Davidson’s role in establishing physicalistic realism as 1
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Interesting in this regard is A. J. Ayer’s Man as a Subject for Science [1964], which supported the naturalistic project in part by dismissing many of the same arguments against causalism that Davidson had attacked a few months before. The Hegelian talk is Armstrong’s [1968: 129], but the underlying idea is common. Volitionism’s central idea is not essentially dualist, since volitions might be physical. However, the label is now generally reserved for dualist versions. Sometimes the terms ‘conationism’ and ‘internalism’ are employed. These have the advantage of covering dualist versions which eschew the term ‘volition’, and materialist forms of the idea too. Traditional volitionists (though this label conceals a very mixed bag of fine distinctions) include Descartes, Hobbes, Locke, Berkeley, Hume, Reid, Bentham and Mill. In the twentieth century, the main proponent of the view prior to Ryle’s attack was H. A. Prichard [1932; 1945], perhaps the first modern philosopher to have focused intensely on the topic. Two prominent examples of such an attribution: Armstrong [1968: 54–5] calls both Wittgenstein and Ryle behaviourists, even while acknowledging their refusals of the label; Danto [1973: 46 and 205 n. 21] calls the later Wittgenstein and also the ‘Wittgensteinians’ Anscombe, Kenny and Melden behaviourists. Another influential voice
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demolishing the (alleged) behaviourism of the neo-Wittgensteinians by exposing their sloppy arguments against causalism. More positively, it continues, he suggested that causalism, unlike its contemporary rivals, provided the only clear and scientifically respectable account of psychological explanation.6 The usual story is unfortunate in several ways. It treats the ‘neo-Wittgensteinians’ (already a diverse group) as one and all behaviourists, when in fact few were. It also ignores the fact that they were not alone in rejecting causalism. Several philosophers in the mid-twentieth century defended agentcausation—the position that agents (not events) are the causes of actions—and also attacked causalism.7 (Probably, Davidson’s defence of causalism itself was partly responsible for this position’s fading from view, since it is widely believed that agent-causation is inconsistent with naturalism.) Most importantly, however, it misses the fact that Davidson’s critique of the ‘neoWittgensteinian’ arguments against causalism ignored the most powerful arguments offered by Wittgenstein himself and two of the most famous of the group, Ryle and Anscombe.8 Without committing themselves to a denial of mental causation of action, each of these philosophers argued that the causalist picture of action leads to one or other of a range of unpalatable consequences. Unsurprisingly, Davidson ended up committed to some of these consequences, about which he had been warned. Or so we shall argue. We proceed by outlining the arguments of Wittgenstein (§2), Ryle (§3) and Anscombe (§4) against causalism and the related doctrine that intentional actions are caused by interior mental events. In §5 we turn to Davidson’s defence of causalism. 2. Wittgenstein Wittgenstein’s discussion of the will, intention and action in Philosophical Investigations is as suggestive as it is difficult. In particular, his treatment of the will is so condensed that its argument is barely visible and it is hard to believe that on its own it exerted much direct influence at the time.9 Nevertheless, Wittgenstein’s lectures and conversations had a powerful subterranean impact, and it is worth outlining this treatment as an indication of what lay behind the anti-causalism that Davidson attacked. Its main theme is the rejection of the conception of acts of will as originating causes of our bodily actions. He argues for this by exploring the two versions this conception inevitably takes: an empiricist form (found in the writings of James and Russell), in which acts of will are supposed to be phenomena, discernible in experience; and a transcendental form (inherited by the author of the Tractatus from his reading of Schopenhauer) in which they are thought of as lying outside the realm of phenomena. He suggests that thinking of the will in this way binds one into a permanent oscillation between these two unsatisfactory versions, each a response to an here is that of Fodor [1968]. 6 Davidson’s position here has much in common with Fodor’s [1968]. One odd feature of this story is already apparent, however, since the ‘neo-Wittgensteinian’ alternative to causalism was a teleological form of explanation which was also dismissed by psychological behaviourists as being unscientific. For a detailed response to the claim that teleological explanations are unscientific see Taylor [1964]. Also interesting is Anscombe’s short review of Taylor [Anscombe 1965]. 7 Collingwood [1940] was an early proponent of agent-causation. At the start of his Action and Purpose [1966: ix], Richard Taylor acknowledged the influence of A. I. Melden, Gilbert Ryle and Elizabeth Anscombe, before going on to defend the notion of agent-causation and deny that reasons are causes. Recent defenders of agent-causation who deny that reasons are causes include Timothy O’Connor [2000] and E. J. Lowe [2008]. 8 It is striking that Davidson, in his seminal paper, despite mentioning by name ‘many recent writers’ [Davidson 1963: 3], singles out for detailed and documented treatment only Melden, probably the weakest of an anyway motley group. Melden’s total reliance upon a Humean conception of causation made him particularly vulnerable. It seems to us that subsequent philosophers have tended to assume that Davidson thereby did for the lot of them. 9 Its most obvious influence is on the work of Brian O’Shaughnessy, culminating in his The Will [1980]. Action_4g
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unsolvable problem with the other, the only escape being to abandon the underlying causal conception. That is, his main target is not volitionism, but a deeper picture that motivates the volitional view, as well as many other accounts of intentional action. The deeper picture is not quite causalism either, but something more general again. It is the idea that the will is the executive function of the mind.10 Wittgenstein’s treatment of the will in Philosophical Investigations begins at §611 with this strange remark from an interlocutor: ‘“Willing too is merely an experience”, one would like to say . . . I cannot bring it about.’ The source of this remark is the empiricist perspective we just mentioned. From that perspective, our fairly strong first person authority about action—when something happens involving me, I can usually say whether or not it’s something I’ve done—is bound to suggest that willing is a kind of experience. But we can’t do an experience, so willing is not something we ‘bring about’.11 There is more than just an empiricist assumption pushing in this direction, though. Working through it is the executive picture of the will. Wittgenstein attributes [ibid. §613] his use of the wrong expression ‘cannot bring about’ to a ‘misleading analogy’, that is, thinking of willing in terms of causally connected mechanisms that can be exploited as means (as one might press a button to ring a bell). On this conception, willing is the primary action which is the origin of our outwardly perceptible acts. Then, when faced with the obvious fact that we do not in the ordinary cases employ indirect means of moving our bodies [§§614–16], we are forced to think of willing as a peculiarly direct bringing about (a kind Wittgenstein misleadingly labels ‘non-causal’—but all he means by this here is ‘not working indirectly through a mechanism’). Then we note that there can be no such direct bringing about of willing itself: so we are obliged to conclude that our own actions are beyond the reach of our own powers! But if willing is not a phenomenal doing, then what might it be? As long as we maintain the ‘misleading analogy’, there seems to be only one option: willing is a non-phenomenal, ineffable, or transcendental doing, and the willing subject must be non-phenomenal, a ‘motor which in itself has no inertia to overcome. So it is only mover, not moved’ [§618]. This idea is given free reign in §620: Doing itself seems not to have any volume of experience. It seems like an extensionless point, the point of a needle. This point seems to be the real agent. And the phenomenal happenings only to be consequences of this acting. ‘I do . . .’ seems to have a definite sense, separate from all experience. Yet with his very next sentence, ‘But let us not forget this: when “I raise my arm”, my arm goes up’ [§621], Wittgenstein brings us immediately back to earth by reminding us that our doings include real, physical events.12 The famous question of §621 follows immediately: ‘And the problem arises: what is left over if I subtract the fact that my arm goes up from the fact that I raise my arm?’ This question has occasionally been put to perverse use by being removed from the context of §620 and treated as one 10 Given constraints of space, we have suppressed most of the detail of, and justification for, our interpretation of Wittgenstein. For the fuller story see Candlish [1991; 2001]. 11 Compare ‘[W]hatever phenomenon you take is something that simply happens, something we undergo, not something we do’ [Wittgenstein 1974: §97]. 12 The crucial word ‘But’, which should open §621, was omitted from Miss Anscombe’s translation, so that the point, which is to remind us that there are phenomena involved in action, has been lost. Once it is restored we can easily see the connection between the last sentence of §620 above and the first of §621. Action_4g
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which arises in its own right, with the talk of subtraction made to look straightforward.13 But it is clear that what is being asked is, given that ‘I do . . .’ seems to have a sense separate from all experience but that action does involve experiential phenomena, are these phenomena merely consequences of that doing? What do we find if we attempt to subtract the seemingly non-active consequential phenomena from the total action? The earlier and rather easier discussion at Philosophical Grammar §97 helps: Very well; but there’s no doubt that you also have experiences when you voluntarily move your arm; because you see (and feel) it moving whether or not you take up the attitude of an observer. So just for once try to distinguish between all the experiences of acting plus the doing (which is not an experience) and all those experiences without the element of doing. Think over whether you still need this element, or whether it is beginning to appear redundant. Here, as in Philosophical Investigations §§620–1, only the metaphysical answer is under consideration. Responding to §621’s question with ‘Nothing is left over in experience’ is not a proof that there is something left over which is not in experience, an ‘extensionless point’ which is the real doing. Wittgenstein is trying to guide us between two poles: one, that willing is an interior phenomenal experience; the other, that the will is transcendental. What the two poles have in common is the ‘misleading analogy’ of the will as a mechanism, the executive function of the mind. Moreover, when we try unsuccessfully to fulfil our intentions, the willing must also be identified with the trying. The problem is that the misleading analogy suggests that if, in the case of failure, willing is trying, then since willing is a mechanism, the same mechanism must be in operation when we succeed. Thus, even when we succeed, what we do immediately is try. When we see the act of willing as something lying behind the act, we are led to the view that there must be actions that we do immediately, with no gap between the willing and the acting. But since, with any ordinary act, failure is possible, we are also led to the conationist view that there must be some common factor found in all actions and willings, and the trouble is identifying this infallible commonality. Wittgenstein has already argued against this view, but there is another worry that has now arisen, since, according to him, when we succeed the willing is the act (of walking or speaking, etc.) itself [§615]. Wittgenstein’s overall strategy has been to try to show that all the views consistent with the idea that the will is an executive relation between us and our physical acts are hopeless. But he also offered more direct reasons for doubting the ‘causal’ model of intentional action. He pointed out that when we intend to do something, and do it, we are not surprised by the fact that the appropriate events take place. Yet this lack of surprise is not at all like when we have earlier predicted that something will come to pass. “I am going to take two powders now, and in half-an-hour I shall be sick.” . . . It was not on grounds of observation of my behaviour that I said I was going to take two powders. The antecedents of this proposition were different. I mean the thoughts, actions and so on which led up to it. [§631] As the surrounding discussion makes clear, Wittgenstein intends to distinguish between prediction based on observation and our knowing that we will do something. We are not first acquainted with some thoughts or actions which cause (or more loosely ‘bring about’) certain physical results and from which we predict those results. ‘Intention’ does not belong alongside those causal-explanatory 13 For example, McCann [1974]. Action_4g
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concepts we deploy in predicting future events. What, then, is the right picture of intentional action? The discussion is frustratingly incomplete, but the broad outlines of an account are discernible. An action is intentional not in virtue of some intention or doing lying behind it, but by being embedded in the surrounding circumstances in certain ways. For example: “I am not ashamed of what I did then, but of the intention which I had.”—And didn’t the intention lie also in what I did? What justifies the shame? The whole history of the incident. [§644] Although this is suggestive, we don’t get much more. At best, Wittgenstein has provided some ingredients for a better picture of intentional action. Some of these ingredients are: the importance of the place of the action in its context, the special epistemic access we have both to our intentions and our intentional actions, and the unimportance of interior mental events.14 What other ingredients are required and how we should combine them is left unspecified. We are also left with other questions. For example, does Wittgenstein’s hostility to interior acts of intention amount to some form of behaviourism?15 Did he mean to deny the seemingly obvious truth that our intentions or reasons for action bring about our intentional actions? These are hard interpretative and historical questions, which we cannot further explore here. Instead, we examine how Wittgenstein’s remarks were interpreted and developed by those who shared his hostility to causalism. 3. Ryle In The Concept of Mind, Ryle launched an attack on what he labelled ‘the official doctrine’, the idea that human beings are made up of two things, a physical body and a mind which is the subject of all psychological predicates. His basic target was a para-mechanical, causal conception of the mind that led to thinking of it as hidden, interior and non-spatial; he tried to dismantle both the central doctrine itself and its particular manifestations, including the view of intentional actions as being ‘brought about’ by interior acts of intention. Ryle termed this view the ‘doctrine of volitions’, thus using the vocabulary of certain versions of the theory in mounting a sweeping attack on all of its forms by rejecting the governing idea that physical actions are those amongst physical movements which are caused by mental volitions [1949: ch. VI]. Of Ryle’s various arguments, one, a kind of trilemma which bears a striking resemblance to Wittgenstein’s two-poles treatment, was particularly compelling. It begins by noting that the point of the doctrine of volitions is to distinguish those movements which are actions from those which are not—or, as Ryle puts it, voluntary from involuntary movements. It does this by postulating a distinctive causal background for the voluntary movements: they are those, and only those, which are preceded and caused by volitions. If my arm goes up without this being caused by a prior volition, then this is a mere arm-rising; but if the volition causes the arm-rising, then we have a case of arm-raising. Now volitions, on this theory, are mental events. But, Ryle points out, the distinction between voluntary and involuntary applies to mental events as well as to physical ones—for example, something can just remind me of my sister, so that I think of her involuntarily, or I can deliberately start to think of her. In the latter case, but not in the former, a volition must have occurred, because it is itself a voluntary mental event. So of any mental event, just as of any physical event, it can be asked whether it was voluntarily or involuntarily produced. Hence we can ask this question of a volition too. But this possibility is fatal to the doctrine. 14 There is some (but not much) filling out of the picture in Zettel §§577–99. 15 Wittgenstein quite clearly wanted to distance himself from behaviourism. See §308, for example. Action_4g
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Why is it fatal? If a volition is involuntary, it cannot do its supposed job of bestowing voluntariness upon an external movement. But if it is voluntarily produced, then, because of the volitionist account of the nature of voluntariness, it must have this character of voluntariness because of its being caused by a prior volition. The same question, ‘voluntary or not?’, can then be asked of the prior volition, with the same range of possible answers. Thus either we stop the posing of the questions by resting the voluntary upon the involuntary, which seems to destroy the voluntariness we are trying to explain, or we embark upon an infinite regress of volitions in which we end up having to do an infinite number of things before we can succeed in doing anything at all. That is, either action turns out to originate with something inactive, merely passive, or we have to be infinitely active to be active at all. If we try to escape between the horns of this dilemma by holding volitions to be special, being neither voluntary nor involuntary, then—quite apart from the puzzling character this seems to give them—this would enable us to escape moral responsibility for our volitions, since we are morally responsible only for what we do voluntarily. This would be an intolerable consequence, however, for it would mean that if, for example, I performed a volition which would normally have resulted in someone’s murder, but for some reason the volition did not produce the usual result, then I would be completely blameless. Yet clearly I am morally blameworthy in such a case. Any theory which prevents moral predicates from being applied to volitions must be mistaken. Furthermore, if volitions are not the sort of thing we produce ‘at will’, and yet are necessary causal conditions for acting, then it appears we must wait for them to arise before we can do anything.16 So, no matter whether volitions are held to be voluntary or involuntary or neither—and this surely exhausts the possibilities—the consequences are unacceptable. Hence any theory of action which works in terms of volitions must be wrong. Moreover, if the argument works at all, it undermines all versions of causalism. For as long as any type of event causes our voluntary actions we can ask of it, ‘Is it voluntarily produced, involuntary or neither?’ In terms of its negative programme, Ryle’s discussion has much in common with Wittgenstein’s. But what about his positive discussion? As we mentioned, Ryle is often, indeed typically, characterized as a ‘logical behaviourist’. And it is not hard to see how this attribution came to be made, despite his protestations in The Concept of Mind. In outlining what it is to act from a motive like vanity, Ryle famously suggested that ‘[T]he statement “He boasted from vanity” . . . is to be construed as saying “he boasted on meeting the stranger and his doing so satisfies the law-like proposition that whenever he finds a chance of securing the admiration and envy of others, he does whatever he thinks will produce this admiration and envy”’ [1949: 89]. And in explaining voluntary action he argued that one who acts voluntarily does something (e.g. breaks a window) even though they had the capacity (the know-how) to do otherwise. Our attributions of voluntary action rely on ascertaining that the agent had the relevant capacities and the opportunity to employ them. All of this is done, of course, by appeal to publicly observable behaviour. Nevertheless, Ryle should not be characterized as a logical behaviourist. For one thing, he did not shrink from talk of inner mental processes.17 For another, logical behaviourism is an attempt to fit the mind in general, and intentional action in particular, into the physical realm by reducing mental properties to physical properties (or dispositional properties) of a certain sort—namely publicly 16 Compare Wittgenstein [1953: §612]. 17 P. M. S. Hacker [2007: 26, n. 14] reminds us of the following remark from Ryle [1962: 189]: ‘we employ for saying things about the mental life of people many active verbs which do signify acts of mind . . . correctly list[ing] calculating, pondering and recalling to mind as mental acts or processes.’ Action_4g
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observable behaviour. Yet Ryle saw physicalism as the other side of the coin of the ‘official doctrine’ and counselled us not to turn the coin over, but to throw it away. Like Wittgenstein, for Ryle the mistake of both behaviourists and dualists was to treat mental concepts as if they were causal-explanatory concepts that referred to properties whose nature stands in need of explication.18 Throughout The Concept of Mind, Ryle argued that it was a mechanistic view of the universe that led to dualism, since it was the search for inner, mechanistic causes of outer behaviour that led to that position. And it is clear that Ryle is opposed not just to dualism, but to the mechanistic view that he thought motivates it. In other words, explanations of behaviour in terms of reasons, intentions and motives should not be seen as causal-mechanistic explanations, but instead explanations of another sort. But what other sort? Ryle compares explanations of actions by appeal to motives with explanations by appeal to dispositions. Moreover, he explicitly contrasts the latter with causal explanations. So when we say that that the glass broke when struck because it was brittle, the ‘because’ clause does not report a happening or a cause; it states a law-like proposition. People commonly say of explanations of this second kind that they give the ‘reason’ for the glass breaking w hen struck.



[1949: 86]



Ryle’s account of disposition statements is well known, and leaves us with a number of equally well-known questions. In particular, in what does a person’s (or thing’s) having a disposition consist? Don’t we need a categorical base to serve as truth-maker for dispositional statements? And, if we do, doesn’t this mean that the categorical base could serve as the cause of action?19 Even if the answers to either of these last two questions are ‘no’, there are other reasons we might wish to say that explanations by appeal to dispositions are at least sometimes causal explanations. Here is Kenny on this point: For if to offer X as a causal explanation of Y is roughly to say that whenever X then Y, then Ryle’s explication of “he boasted from vanity” as “whenever an opportunity for boasting arrives, he takes it” construes “he boasted from vanity” as a causal statement. His theory differs from the one he rejects only in that it offers public circumstances, instead of private impulses, as the cause of the boasting. [Kenny 1963: 79] Or, again, if one disagrees with this account of causation in terms of laws, Ryle also speaks of dispositional explanations as counterfactual-supporting. ‘How does the law-like general hypothetical proposition work? It says, roughly, that the glass, if struck or twisted, etc. would not dissolve or stretch or evaporate but fly into fragments’ [ibid.: 86, emphasis original]. Thus, even on a counterfactual account of causation, it seems that explanations by appeal to dispositions would count as causal explanations.



18 In talking about intelligent behaviour for instance, Ryle says that our ‘inquiry is not into causes (and a fortiori not into occult causes), but into capacities, skills, habits, liabilities and bents’ [1949: 45]. 19 There is room here to say that the explanations are not causal—because in using disposition terms we are not talking about or referring to a categorical base for them—while also allowing that, metaphysically, there must always be a categorical basis which is the cause of the action. There has been much discussion in the recent metaphysics literature of whether (in general) dispositions need a non-dispositional categorical basis [e.g. G. Strawson 2008]. Action_4g
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Thus Ryle supplied us with a compelling argument against causalism, and a positive account of action from motives which appears to imply causalism. There may be a way of resolving this tension, but the prospects seem dim. We turn instead to another influential development of Wittgensteinian ideas. 4. Anscombe Elizabeth Anscombe too opposed the idea that intentional action should be understood as bodily movements caused by some inner occurrence. In fact, her penetrating book Intention [1957] can profitably be read as a sustained critique of the idea that intentions are interior acts or events. Anscombe begins her book by pointing out three important, and importantly different, uses of the concept of intention: i) we express our intentions to do certain things; ii) we describe actions as intentional; iii) we ask with what intention an act was performed. Anscombe’s preferred approach is through the second use of the concept. To a first approximation, Anscombe offers the following characterization of intentional action [cf. 1957: 15, 24–5]: An act is intentional only if we can know without observation that we are doing it, and what caused us to do it. Thus bodily movements that we merely observe as taking place, and those whose causes we must discover, such as hiccups, are not intentional. Anscombe calls those things that we know without observation are the causes of our own actions ‘mental causes’, and so maintains that all intentional actions must have mental causes.20 However, the relation between mental causes and intentional actions is complicated. First, some actions with mental causes aren’t intentional. Second, actions are only intentional if we can give our reasons for acting without merely citing a mental cause. And, third, somewhat confusingly, and despite the common belief that Anscombe held that reasons can’t be causes, she says that for some intentional actions the reason for action is a mental cause.21 Anscombe’s point in all of this is that intentional actions are those which have a mental cause, and which we can explain by doing more than citing a mental cause. What we primarily must be able to do is make the act intelligible by placing it in its appropriate context, including locating it in, to use Sellars’s phrase, the ‘space of reasons’ for our action. Establishing that this is the key to understanding the notion of intention requires breaking the hold of the notion that intentions are interior mental events that cause actions (or bodily movements). Her main strategies are a) to remove various motivations we may have for thinking that intentions are interior events or mental states and b) deriving unpalatable consequences from the view that there are interior acts of intention. There are two examples of these strategies worth considering in the context of Davidson’s causalism. The first is Anscombe’s argument for what has since become known as the Identity Thesis. The second is her discussion of knowledge by observation. The Identity Thesis, roughly expressed, is the claim that one action can have many descriptions. Stated as baldly as this, however, it is hard to see who would disagree with it—my action of kicking 20 Mental causes need not be mental events, since they can include external physical events. But in order to be a mental cause an event must be perceived by the agent, so Anscombe is happy to allow us to speak as if mental causes were always mental events [1957: 17–18]. Significantly, she holds the notion of a mental cause to be of very little importance, making it clear that she does not think of action in terms of event-causation [loc. cit.]. 21 For all three points see [1957: 23–4]. Action_4g
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a cat could be described as such, or as my favourite action. More precisely, then, the Identity Thesis is the idea that when I make my opponent sad by scoring a goal by kicking a ball by swinging my leg, there is only one action, and not four, of which we have four descriptions. What gives the thesis substance is that the differences between the descriptions are not trivial (e.g. involving synonymy). Anscombe’s discussion of these issues [ibid.: 37–47] is an attempt to remove our temptation to say that there is always one description ‘which is the description of an intentional action’ [37]. If we succumb to this temptation, then we are quickly led to the idea that what we do, primarily, or what gives the description of an intentional action, is always some bodily movement, or perhaps muscle contractions, or some other interior act, which then causes further ‘external’ events to take place. Consider her famous example: a man is pumping poisoned water into a cistern that supplies the drinking water to a house in which several party chiefs and their families are staying. There are (at least) four descriptions of what the man is doing: he is moving his arm up and down, pumping water, replenishing the water supply, and poisoning the inhabitants. Which of these descriptions is the best candidate for the description? Surely it is the first, since the rest are only contingently correct descriptions of what went on—suppose, for example, there was a hole in the pipe between the pump and the cistern. Similar reasoning would push the description further and further inside the agent, until we are left with some interior act of intention. If we think that there is one correct description of each action, and there are four correct descriptions of what our man did, then there must be four distinct actions here, each of which has one of the descriptions as the description of them. But if we think this way, then we are thinking of the circumstances in which the action takes places as external to the action—the man moves his arm up and down and luckily there happens to be a pump in the way and so he also pumps water. Anscombe reminds us [ibid.: 41–5] that the surrounding circumstances at least partly determine which intentional action occurs. Once we acknowledge the circumstances are part of what makes an act the intentional act it is, we can say that ‘moving his arm up and down with his fingers round the pump handles is, in these circumstances, operating the pump; and, in these circumstances, it is replenishing the house water-supply; and, in these circumstances, it is poisoning the household’ [ibid.: 46]. And this amounts to the Identity Thesis. There are many, equally good, descriptions of the one action. So there is no one primary action, and we have removed one temptation for postulating interior acts of intention. However, the next section [§27] begins immediately with the question ‘Is there ever a place for an interior act of intention?’ and we are plunged back into further temptations towards the view. Anscombe considers a variety of alternatives which are each dismissed, but for our purposes it is the motivation for these views that she identifies that is most important.22 The motivation comes from the idea, which Anscombe endorses, that we can know of our intentional actions without observation. If intentional actions are as dependent on external circumstances as Anscombe suggests, how can we know them without observation? There is another problem too, arising from the modern prejudice that knowledge is ‘incorrigibly contemplative’: For if there are two knowledges—one by observation, the other in intention—then it looks as if there must be two objects of knowledge; but if one says the objects are the same, one looks hopelessly for the different mode of contemplative knowledge in acting, as if there were a very queer and special sort of seeing eye in the middle of the acting. [ibid.: 57] Here Anscombe presents us with a dilemma. We might say that there are two objects to match our two modes of knowing—an action and an interior intention. Or, since we subscribe to the Identity 22 The views and their critiques are in §§27, 29 and 30. The motivation first emerges in §28. Action_4g
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Thesis, we might say that there is just one object. On the latter option, though, we can’t think what this other mode of contemplative knowledge might be. So we are forced back to the idea of two acts, one of which is an interior intention which we know without observation. This option has disastrous consequences, according to Anscombe. For if we know what we are doing without observation, then the content of our intentions must be such that we can know it is satisfied without observation. Since we can’t know what is happening external to our bodies without observation, it seems the content of our intentions must be pushed back inside us: ‘first to the bodily movement, then perhaps to the contraction of the muscles, then to the attempt to do the thing, which comes right at the beginning’ [ibid.: 53]. Anscombe takes all of these options to be hopeless, since in exercising certain skills, I can describe what I am doing in terms of external ‘consequences’, but not in terms of internal states: ‘The only description that I clearly know of what I am doing may be of something that is at a distance from me’ [loc. cit.]. For example, some physiologist might want to observe some nerve impulses in my arm and so trains me to move my arm in a particular way. The way he trains me is to teach me to throw a ball through a hoop: this is the only way to move my arm in just the way in which he is interested. I could then say precisely what I was doing in terms of aiming at the hoop, without being able to say exactly how I was moving my arm or what muscles I was contracting. And if we try to internalize this description by turning it into a thought, the thought will not count as an intention unless it too is intended [ibid.: 52]. Since interior intentions are no good, and since we have no idea what the required strange mode of contemplative knowledge of our actions could be, we need a way around the dilemma Anscombe poses. The way forward that she suggests is to treat our ‘knowledge without observation’, at least when it comes to intentional action, as a form of practical rather than theoretical knowledge. Anscombe’s account of ‘practical knowledge’ is hard to interpret, however, and so it is difficult to see the alternative to either interior acts of intention or causalism that she has in mind. As with Wittgenstein and Ryle, Anscombe gave several powerful arguments against interior acts of intention and causalism, but gave no clear alternative to the standard, and commonsensical, position that treats intentions as interior causes of intentional actions. 5. Davidson Wittgenstein, Ryle and Anscombe were not alone in their rejection of causalism. If there was a uniting theme in the philosophy of action in the 1950s and early 1960s, particularly at Oxford, it was the rejection of causalism. Philosophers taking this stance included Hampshire [1959], Hart and Honoré [1959], Kenny [1963], Melden [1961] and Taylor [1964]. These and others developed their own arguments against causalism as well as accepting some we have already considered, and offered positive accounts of intentional action. It is unfortunate that this group are so often lumped together with Ryle and Anscombe and communally labelled ‘neo-Wittgensteinians’. For one thing, ‘neo-Wittgensteinian’ is typically associated with ‘behaviourist’, and so the label suggests that all these philosophers were behaviourist sympathizers. Yet however close some may have come to behaviourism, most of the ‘neo-Wittgensteinians’ were explicitly opposed to it, especially (as in Ryle’s case, for instance) in its reductive, anti-teleological forms. Most obviously, Taylor’s The Explanation of Behaviour is a sustained and meticulous attack on behaviourism. This unfortunate labelling also had another important, and detrimental, consequence. Davidson’s justly lauded ‘Action, Reasons and Causes’ launched a powerful and influential counter-attack on anti-causalism, and included decisive criticisms of a number of ‘neo-Wittgensteinian’ arguments for the conclusion that reasons can’t be Action_4g
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causes. As we have seen, Davidson himself encouraged the idea that he had destroyed the anticausalist case altogether. But his discussion left the central arguments of Wittgenstein, Ryle and Anscombe against causalism largely untouched. Davidson set out to defend the view that explanations of action in terms of reasons (including intentions) are a form of causal explanations. His best, and most influential, argument in favour of causalism simply appealed to the fact that we regularly say that agents acted as they did because of some reason or intention, and there is no clear alternative to treating this ‘because’ as causal.23 While prima facie this is a forceful argument, it certainly doesn’t clinch the case. In particular, if there are powerful general arguments against causalism, we might still prefer an unclear alternative position, which might at least be profitably developed, to a clear and likely false one.24 So Davidson’s positive views dialectically depend upon his criticisms of arguments against causalism. One argument that Davidson dismissed was a familiar line of thought in the 1950s, traceable to Ryle: explanations that appeal to reasons or intentions work by attributing dispositional properties, and dispositions cannot be causes. Interestingly, at the time of ‘Actions, Reasons and Causes’ Davidson agreed that intentions are not events, or any other sort of thing that can be a cause, but maintained that they aren’t dispositions either.25 How can reason explanations then be causal? Because there are events closely related to intentions which can do the relevant causing, including the onset of states, the noticing of certain external situations, and the forming of intentions. This does not require the volitionist claim, whose phenomenological inaccuracy was emphasized by Wittgenstein, Anscombe and Melden, that every act of hand-raising, say, requires the same ‘internal’ cause. This mistake only follows if we think that each act of hand-raising is caused by an intention to raise one’s hand, and this is what Davidson denied. A related line of argument Davidson considered claims that reasons for actions are not logically distinct from the actions they ‘bring about’ and so, since causes must be distinct from their effects, reasons can’t be causes. For example, the intention to drink is not logically distinct from the act of drinking since any description of the intention involves an account of the act intended.26 His devastating response was that we need to distinguish between events and our descriptions of them. Once we do this, we realize that we can describe events in terms of their causes. For example, we can describe my action of turning on the light switch as the event caused by the sudden onset of my desire to turn on the light switch. The fact that one event can be described as the effect of another event does not show that the two events are not causally related. Otherwise, no event could be the cause of any other.



23 ‘But I would urge that, failing a satisfactory alternative, the best argument for a scheme like Aristotle’s is that it alone promises to give an account of the ‘mysterious connection’ between reasons and action’ Davidson [1963: 11]. Goldman develops this idea further [1970: 78–9]. 24 For the clearest development of a non-causalist position, see Wilson [1989], especially ch. 7. 25 He said that ‘intention’ ‘cannot be taken to refer to an entity, state, disposition, or event’ [1963: 8]. In 1963, Davidson largely ignored intentions and instead posited ‘primary reasons’ as the causes of intentional action. Primary reasons are a combination of beliefs and desires. In 1978, he came to treat intentions as irreducible mental states. 26 See Melden [1961: 52] in particular; without going to the trouble of detailed citation, Davidson [1963: 13] also attributes the argument to Kenny, Hampshire, Peters and Winch, suggesting that an argument of this sort can be traced back to Ryle’s discussion of explanation by appeal to motives. Presumably, Davidson has in mind Ryle’s treatment of motives as dispositions, together with his claim that dispositional explanations are not causal explanations. But what does this have to do with Melden’s argument? Probably the idea is that dispositional properties, like being vain, are logically connected to the manifestations of the disposition, like acting vainly. This may be the answer to our earlier question, why Ryle claimed that dispositional explanations cannot be causal explanations. Action_4g
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A more difficult argument to dismiss came from Hart and Honoré [1959]. They argued that, contra Ryle, reason explanations do not involve an appeal to covering laws, and it is for this reason that they cannot be causal explanations. Davidson agreed that reason explanations do not involve laws. Indeed, he famously argued that the entire psychological realm is anomalous (not law-governed). Nevertheless, this does not imply that psychological events cannot be causes. According to Davidson’s now well-known ‘anomalous monism’ [1970], token psychological events are identical with token physical events. Described in psychological vocabulary, there are no laws linking internal event with actions. However, described in physical vocabulary there may, indeed, he thought, must, be laws linking causally related physical events. Davidson’s response had much in common with the views of those he criticized. Specifically, he accepted the idea that there are two types or ‘levels’ of explanation that need to be carefully distinguished. He also accepted that only one level contains, properly speaking, causal explanations. For there can be no psychological laws, and, for Davidson, laws are essential to causation. This way of thinking is strikingly similar to Taylor’s in The Explanation of Behaviour [1964]. Taylor distinguished teleological from mechanistic explanation and argued that teleological explanations were indispensable in explaining behaviour, did not involve appeals to laws, and yet were properly scientific. He also agreed that intentions ‘bring about’ behaviour. However, unlike Davidson, Taylor denied that teleological explanation is causal. . . . we could not say that the intention was the causal antecedent of the behaviour. For the two are not contingently connected in the normal way. We are not explaining the behaviour by the ‘law’, other things being equal, intending X is followed by doing X, for this is part of what we mean by ‘intending X’, that, in the absence of interfering factors, it is followed by doing X . . . [1964: 33; cf. Malcolm 1968] This argument that teleological explanation is not causal has much in common with the second argument we mentioned above, which Davidson took himself to have defeated. More specifically, it appears as if Taylor is relying on the idea that the only ‘law’ that might ‘explain’ behaviour by appeal to intention is analytic, and therefore incapable of being used in a causal explanation. To this, Davidson had said: ‘The truth of a causal statement depends on what events are described; its status as analytic or synthetic depends on how the events are described’ [1963: 14, emphasis original]. Davidson’s point is important, and many philosophers at the time were confused in the way he suggests. Yet the point faces an obvious rejoinder, and his response to it highlights how his critique of the anti-causalist arguments begs an important question. The rejoinder is this: whether an explanation of behaviour works, whether it is really an explanation, does depend on how the events are described, and not just on which events are described. Davidson’s response is not entirely clear, but one line of thought that can be extracted from his discussion is that even if explanations in psychological terms are analytic, they contain place-holders for terms that would yield more informative explanations. The comparison he offers is to explanations that appeal to watersolubility. The notion of water-solubility is a place-holder for an account of the relevant microphysical structures that interact with water molecules in such a way as to dissolve. An explanation that appeals to water-solubility only involves an analytic ‘law’ (water-soluble things dissolve in water), but this doesn’t rule it out as a causal explanation since there are more informative explanations that replace this analytic truth with contingent physical laws. We can flesh this line of thought out in a way that has since become familiar. Davidson’s opponents ran together the idea that a claim like ‘water-soluble things dissolve in water’ is a priori with the claim that it is necessary—they did this by referring to them merely as ‘analytic’. Yet, at least on Action_4g
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one reading, ‘water-soluble things dissolve in water’ is a contingent truth, since the substances which are water-soluble in this world are not water-soluble in worlds in which the laws of physics are different. On this reading we have a contingent a priori truth. Such truths are susceptible to deeper explanations in terms of contingent laws, as in this case. And these deeper explanations make it clear that explanations that appeal to the a priori truth can still be causal. Davidson’s response thus relies on a close analogy between psychological terms and ‘theoretical’ and ‘causal-explanatory’ terms like ‘water’, ‘water-soluble’ or ‘gold.’ For our model of a contingent, a priori truth is one in which the reference of at least one term contained in the truths is fixed by a sort of description or functional role specification. But this analogy begs perhaps the crucial question against many of his opponents, including especially Wittgenstein, Ryle and Anscombe. As we have seen, they thought that treating psychological terms in this way led inevitably to implausible theories of action. And Davidson hasn’t given us any reason to doubt their claims. In particular, Davidson ignored Ryle’s trilemma argument (a development of Wittgenstein’s ‘twopoles’ discussion) which, though directed at volitionism, applies to causalism more generally. Later, he did respond to something very similar to the trilemma. Without referring to Ryle, he presented a problem for causalism concerning whether a causal analysis is consistent with free action. If intentions (willings, choosings . . .) are distinct from our actions, then we can ask whether the intention (willing, choosing . . .) was freely chosen, and we are off on Ryle’s regress. But if the intention is not distinct from the action, then it cannot be a cause of it. Davidson says: The only hope for the causal analysis is to find states or events which are causal conditions of intentional actions, but which are not themselves actions or events about which the question whether the agent can perform them can intelligibly be raised. [1973: 72] This manoeuvre certainly blocks the sort of regress with which Ryle was concerned. But it simply ignores the reasons Ryle gave for avoiding it, namely, that if the reasons we acted on are neither voluntary nor involuntary, then we cannot be held to be morally blameworthy for having them. It also raises the question as to how we can control when we act, if one of the causal conditions for acting is some event which we do not bring about at will.27 Another consequence of causalism about which Wittgenstein and Anscombe warned us is that it leads to the idea of primitive (or basic) actions, and on to an unworkable account of interior acts of intention.28 Primitive actions are those actions we perform directly, those by doing which we perform non-primitive actions.29 It is thus interesting that Davidson came to endorse the idea of primitive action. His main argument for the existence of primitive actions is the following [1971: 56–9]. Suppose we perform an act of moving our arm that results in the poisoning of a party chief. Have we performed two actions, an arm moving and a poisoning, or one? Suppose there were two. What is the relation between them? It cannot be event causality, since then we would have to say that by moving our arm we caused ourselves to poison someone. Moreover, all we needed to do to poison the party chief was move our arm. If the relation can’t be event causality, it also can’t be the relation of part to whole. For then the poisoning would consist of the arm moving plus one of its consequences. Yet in moving our arm 27 Davidson’s response to Ryle’s trilemma has much in common with Armstrong’s [1968: 136–7]. 28 The notion of a basic action was introduced by Danto [1963; 1965]. Although it was subject to a great deal of discussion for twenty-odd years, it has since disappeared. 29 There is a careful definition in Candlish [1983]. Action_4g
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we did something which caused the poisoning of the party chief, and to do something which causes the poisoning of someone is to poison someone. According to Davidson, the right thing to say is that we did not perform two actions, a poisoning and an arm moving, but just one, the arm moving, which can also be described as a poisoning. In describing it as a poisoning, we are describing it in terms of one of its effects. This reasoning generalizes and so suggests that whenever we act, we only do one thing, a primitive action, which potentially has many consequences. More specifically, primitive actions, he thought, are always movings of our bodies. ‘We never do more than move our bodies: the rest is up to nature’ [1971: 59]. There are several things worth noticing about this argument. First, the sub-conclusion of this argument is clearly the Identity Thesis.30 However, Davidson’s argument for this thesis is very different from Anscombe’s. Her strategy was to point out that by treating the poisoning of the party chiefs as external to what we do (a mere contingent consequence), we are forced to push back what we do to some interior event such as a muscle contraction, an act of willing or a brain event. Since Davidson wants to say that primitive actions are bodily movements, he obviously can’t endorse this argument. His own argument, however, seems to come close to begging the question. Against the idea that there are two causally related actions, an arm moving and a poisoning, he says the only thing we need do to poison someone is move our arm. Against the view that the arm moving is a part of the action of poisoning he says that doing something which causes a poisoning is a poisoning. But both of these remarks seem to simply assume the Identity Thesis. Even if Davidson could establish this thesis, however, he cannot move, as he tries to, from it to the thesis of primitive actions. All he is entitled to claim is that the arm moving and the poisoning are the same action, and this does not entail that what we primarily do is move our bodies. Why not say instead, as Anscombe does, that the act of poisoning ‘swallows up’ the act of moving the arm? We suggest that the real reason Davidson leant towards primitive actions is that his causalist theory faces pressure from another direction—the problem of deviant causal chains. As Davidson himself noted [1973: 79], it is not enough to intentionally act (kill the party chief) that we merely have an intention to do so and this intention causes the appropriate result (the death of the party chief). Our intention (or primary reason) must cause the result in the right sort of way—if our water pumping enrages a passing local who then murders the party chief, we haven’t intentionally killed the party chief. This problem can be avoided if there are primitive actions we perform directly with no intermediaries between our intentions (primary reasons) and the result, which for Davidson is always a bodily movement. This line of thought is just what Wittgenstein had in mind, we suggest, when he urged that the executive, mechanistic model leads to a picture of the will as an immediate sort of bringing about. Of course, one of Wittgenstein’s complaints about such a view is that it in turn leads to internalism, whereby our primary actions are not bodily movements, but internal actions such as efforts of will, tryings or muscular contractions. Anscombe, too, argued that the causalist picture leads us to think of our ‘nested’ actions on the model of a causal chain, and from there to the idea that what we primarily do is some interior action. As we have just seen, Davidson’s adoption of causalism led him to the notion of primitive actions in just the way Wittgenstein and Anscombe predicted. Moreover, as later conationists like Hornsby noted, Davidson’s argument for primitive actions, including the adoption of the identity thesis, gives better support to the view that primitive actions are conations than to the view that they necessarily involve gross muscular events. The reasoning, in a kind of unintentional reductio, leads to the conclusions that ‘bodily movements [where ‘move’ is understood as a transitive verb] take place even before the muscles contract’ [Hornsby 1980: 28] 30 He acknowledges Anscombe for this thesis [1971: 59, n. 19] Action_4g
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and are thus in the brain [ibid.: 106].31 We thus end up with a kind of Cartesian materialism, which, by a move now familiar from our discussion of Anscombe, Ryle and Wittgenstein, is only one step away from volitionism: as such events are phenomena, we can ask whether they themselves were willed/intentional/voluntary. Here we see the attraction of volitionism, for any materialist account seems to render our doing subject to the vagaries of nature: not merely ‘the rest’ , but everything in our acts is ‘up to nature’. This has seemed intolerable to philosophers: ‘The will itself cannot be paralysed!’, cried O’Shaughnessy [1980]. Here we see how illuminating, after all, Wittgenstein’s discussion is: we are left, it seems, with a stark choice between an empiricist volitionism, whose need to avoid the possibility of failed attempts at volitions requires its causally basic events not to admit a distinction between a doing and a mere happening [e.g. McCann 1974], and in reaction against that, a transcendental form, where the will becomes an ‘extensionless point’. These days the issue of primitive or basic actions is rarely discussed, perhaps because of the realization that the notion involves such consequences. But as we’ve just seen, this is only half of the story, since the causalist picture, which remains dominant in contemporary philosophy of action, leads to the notion of primitive actions. There may, of course, be ways of escape, perhaps by spelling out the difference between deviant and non-deviant ways for intentions to cause behaviour. Since this project has not yet succeeded, and there remain other arguments against causalism that Davidson did not address, we hope our historical story has at least provided a few more reasons for doubting that causalism is the obvious truth it is often taken to be in the philosophy of action.32



31 For a fuller account of this transition from Davidson’s account of basic actions to internalism see Candlish 1983. 32 Other reasons can be found in Wilson [1989], Ginet [1990], Tanney [1995; 2008] and Lowe [2008]. Action_4g
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