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ABSTRACT Nearest neighbor algorithms can be implemented on content-based image retrieval (CBIR) and classification problems for extracting similar images. In k-nearest neighbor (k-NN), the winning class is based on the k nearest neighbors determined by comparing the query image against all training samples. In this paper, a new nearest neighbor search (NNS) algorithm is proposed using a two-step process. The first step is to calculate the distances between all training samples. The second step is to discriminate samples falling outside the potential region of being a nearest neighbor, hence reducing the computation required. Experimental results showed that the proposed algorithm is able to obtain all nearest neighbors within the defined search radius. Therefore, the classification rate is identical to k-NN but less training samples are compared. It is shown that only 27.13% of the training samples are computed for 1024 Brodatz textures of thirty-two classes at a radius of 0.2 and 0.56% for a single best neighbor search. Experimental results also showed that the proposed algorithm is faster than k-NN during a single best neighbor search but significantly slower for a search with a defined search radius.
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1. INTRODUCTION The k-nearest neighbor (k-NN) is a simple but effective machine learning algorithm used for classification problems. It compares the query sample against all the existing training samples. Then, by using a majority vote, the winning class will be determined from the k number of nearest neighbors determined [1]. The similarities between the samples are usually determined using the Euclidean distance [2], but some features may not fall on the Euclidean space, e.g. covariance matrices, therefore other distance metrics are selected for these cases [3]. Although the k-NN is a simple classifier which requires more computations compared to some other classifiers, such as the neural network, the algorithm is useful when there is a limited number of training samples available which is not suitable to be implemented in neural networks.



Besides classification problems, the nearest neighbor can also be used on CBIR based on information such as, color, texture and shape. In CBIR, images with similar contents comparing to the query images can be extracted from large databases [4]. Texture analysis can be a useful method to compare the similarity between the contents of two images at a higher level by analyzing the textural patterns within the images. Other than CBIR, texture analysis has also been implemented in a wide range of applications, including biomedical, satellite or aerial image analysis, document analysis [5], iris recognition [6], wood species recognition [7,8], industrial defects inspection [9] and etc. The problem with k-NN is that when the number of training samples is higher, the time required for computing the distances between the query samples against all the training samples are higher as well. If a large set of textural features is used with the k-NN on an embedded platform that has a lower computational capability, the number of distances required to be calculated will be a major concern [10]. Therefore, by eliminating the need to compare with the training samples that are definitely not close to the query images, less computation of distances will be required. The main objectives of this paper are:  To propose a nearest neighbor search (NNS) algorithm that uses pre-calculated distances between the training samples to search for the nearest neighbors with fewer computation.  To apply the proposed algorithm on nearest neighbor search-based implementations, i.e. NNS problem and classification problem. The rest of the paper is organized as follows: Section 2 explains the proposed algorithm of the NNS and the concept of the algorithm. Section 3 describes the experimental materials used in the experiments. Section 4 discusses the experimental results and findings for the NNS and classification problem. Finally, Section 5 concludes the paper.



2. NNS USING PRE-CALCULATED DISTANCES In this paper, the proposed algorithm will search for the



nearest neighbors using the pre-calculated distances between all training samples. The algorithm is divided into two steps; 1) preparation stage; and 2) query stage. The first step calculates the features and distances of the training samples and determines a radius to prepare the information for the next step. The second step is to obtain the nearest neighbors for the query image based on the information calculated in the first step.



2.1 Step 1: Preparation Stage For the preparation stage of the training samples, the textural features will first be calculated. After that, the distances between all the training samples will be calculated based on the features and a radius will be determined to define the distances that are allowed to be selected as the nearest neighbors. This calculated information is required to be used in the query stage.



2.1.1 Features Criterion The grey level co-occurrence matrices (GLCM) are used as the features for the algorithm. The GLCM is a popular and useful textural feature that is still widely used ever since it was introduced by Haralick et al. in 1973 [11]. The second order textural features are usually extracted from the GLCMs to be used as the features [12], however in this paper, we did not generate the second order textural feature but instead we use the raw GLCM itself as the feature set. In our previous work, the raw GLCM can outperform the second order textural features in the texture classification problem [10]. In this paper, we generate four GLCMs for the directions of 0°, 45°, 90° and 135° with spatial distance of one pixel and eight grey levels. Therefore each image will have a feature set of 256 features.



2.1.2 Distances Criterion A distance metric will be used to calculate the similarity for all the training samples against each other. In this paper, Euclidean distance is used because it is popular and fast [4]. For each training samples, the calculated distances will be sorted from the smallest to the biggest. The distance between the same training samples is always zero and is therefore unnecessary to be stored while the distance from the training sample X to training sample Y will be identical to the distance from Y to X. Therefore, for the number of distances nD that are required to be computed and stored is:



n D  nT  1 / 2



(1)



where nT denotes the number of training samples.



2.1.3 Radius Criterion A radius r defines the maximum distance allowed between the query image and the training sample retrieved. The r can be defined as a constant value. The selection of the r will affect the width of the search region. The larger the r, the nearest neighbors obtained will include neighbors that are further away, which is located within the defined r. For



the experiments conducted in this paper, we select r ϵ {0.1, 0.2, 0.3, 0.4, 0.5}.



2.2 Step 2: Query Stage When there is a query for an image, the features will be calculated from the query image as described in Section 2.1.1. The calculated features will be used to compare against the training samples that falls within the search range in order to search for the final set of training samples that are nearest to the query image. The training samples are regarded as candidates during the search.



2.2.1 Selecting Nearest Neighbors The query image will be compared against one of the training samples to obtain a distance d. A set of potential candidates will be selected if their pre-calculated distances to that particular training sample are within the range of [d - r, d + r]. From the selected candidates, all candidates will be examined using the same criteria. When every next candidate is compared, the candidate list generated for that particular candidate will be compared against the current candidate list and only those existing on both lists will remain in the current candidate list for the next processes until all candidates in the list are tested to fall within the range of [d - r, d + r] from the query image.



2.2.1 Selecting Single Nearest Neighbor In order to further reduce the number of samples explored, the algorithm can be used to search only for a single nearest neighbor. The search will be similar with the previous experiments except for the r that will be replaced by the smallest distance between the query images to the training image that are discovered. With the r decreasing every time a smaller distance is discovered, fewer samples are required to be explored. This is more suitable to be used for classification problems as it only produces a single nearest neighbor.



2.3 Formulation of the Proposed Algorithm The algorithm works due to the nature of the relationship between the distances. Take an example of a two dimensional feature space, two sample points B and C with the same distance d1 to sample point A will fall under the same circle with radius of d1 with A being the center point as shown in Figure 1. The concept is also true on higher dimensional feature spaces which will form a hyper sphere for the points with the same distance to A. If a sample point D is having distance d2 from A, the minimum possible distance from D to B or C will be d2 – d1 and the maximum possible distance is d2 + d1 as shown in Figure 2.



Fig. 1: Sample point B and C with same distance d1 to A.



Fig. 2: Minimum and maximum possible distance from sample point D to B and C.



Fig. 4: Sample points B or C definitely not falling within the radius of r for D.



Fig. 5: The region forms a ring shape indicates the areas where the potential candidates are falling in.



When the distances are stored, the orientations of the sample points against each other are unknown, so it is impossible to determine the distance from D to B or C for certain. Therefore, if the minimum possible distance from D to B or C is less than r defined for D, it means that B or C could possibly be less than r to D as shown in Figure 3 or else it would never be possible to be less than r to D as shown in Figure 4.



Fig. 6: An overlapped region is formed when the second region of ring is introduced.



Fig. 3: Sample points B or C possibly falling within the radius of r for D. Due to the possibilities that B or C are not falling within the radius r for D, the actual possible range of the selected candidates under such criteria will include sample points outside the anticipated region and form a ring against A as shown in Figure 5. A potential candidate E can be compared against D with the same method that was done on A. Another ring will be formed and both rings will have an overlapped region as shown in Figure 6. Potential candidates that fall outside the overlapped region can therefore be eliminated.



By examining all potential candidates, the overlapped region will contract to the exact region of interest when redundant candidates are fully eliminated. Using this method, candidates that are not potentially falling in the region of interest at the first place are never considered which will reduce the computation required for examining these sample points.



3. EXPERIMENTAL DATASET The dataset that is used in the experiments of this paper is the Brodatz texture dataset. There are thirty-two textures that are selected from the entire Brodatz texture dataset that are used in [13]. Each of the textures are partitioned into sixteen segments, each segments are rotated, scaled, as well as both rotated and scaled. Each of these has the size of 64 × 64 pixels. Eight of the sixteen segments and their respective variations are randomly selected as the training samples for each texture and the eight other segments and



their respective variations as the testing samples in each selection. In the experiments of this paper, ten sets of training and testing samples are randomly selected and the average results are shown in the experimental results. The thirty-two textures are shown in Figure 7.



Fig. 7: The thirty-two textures selected from the Brodatz texture dataset [13].



4. EXPERIMENTAL RESULTS AND ANALYSIS The experiments are conducted on the dataset for the NNS problem and the classification problem.



4.1



Experiments on NNS Problem



The experiments are conducted on the dataset in order to search for the nearest neighbors within r which is defined in 2.1.3. The percentages of training samples that are explored, nearest neighbors that are selected and the ratio for the selected nearest neighbors against the explored training samples are shown in Table 1 where the vertical axis denotes r. The experimental results are an average of all ten sets of training and testing datasets. Table 1: Experimental results for the average percentage (%) of nearest neighbors selected, training samples explored and ratio for nearest neighbors selected against training samples explored for different r. Nearest Nearest Neighbors Samples r Neighbors Selected against Explored Selected Samples Explored 0.11 4.12 2.67 0.1 7.03 27.13 25.91 0.2 35.60 61.28 58.09 0.3 68.06 82.34 82.66 0.4 86.36 93.56 92.30 0.5 The nearest neighbors obtained using the algorithm is verified against the nearest neighbors that are obtained by comparing the query image with every training sample and the results are identical for the given radius. From the experimental results, it shows that the algorithm is capable of identifying the nearest neighbors without exploring all the training samples. It is also shown that when the r is larger, the nearest neighbors that are selected are higher. When the r is 0.1, there are only very little or no nearest



neighbors that are selected, therefore the r must not be too small. The experimental results also shown that the ratio for selected nearest neighbors against the explored training samples is smaller when the r is smaller. This indicates that more training samples that are not selected as a nearest neighbor is explored when the r is smaller. This has provided a space for improvements in future implementation to reduce the need to explore samples that are not within r. The proposed algorithm differs from conventional NNS algorithms such as KD-Trees, Metric Trees and Cover Trees as these conventional algorithms divide the problem space using trees into smaller regions containing certain numbers of samples prior to the query stage [14]. These NNS algorithms will first identify the region the query sample falls in and only inspect the samples within the selected region first and backtrack up along the tree to discover other potential nearest neighbors. In our work, the proposed algorithm only requires the pre-calculated distances between all the training samples and the region of interest will be defined for each query and the region of interest will reduce in size as the search proceed and the best neighbors will be promised during the end of the search without the need to explore other regions for verification.



4.2 Experiments on Classification Problem For the classification problem, the experimental results for the average accuracy of the k best neighbors selected using the proposed algorithm compared to k-NN are shown in Table 2 in percentage where the horizontal axis denotes the methods and the vertical axis denotes the k. Table 2: Experimental results for texture classification of the k best neighbors selected using the proposed algorithm compared to k-NN (%). Proposed Algorithm k k-NN r = 0.1 r = 0.2 r = 0.3 r = 0.4 r = 0.5 79.47 1 81.05 81.05 81.05 81.05 81.05 76.41 77.83 77.83 77.83 77.83 2 81.05 76.87 77.97 77.97 77.97 77.97 79.09 3 75.60 76.77 76.77 76.77 76.77 79.50 4 76.10 77.40 77.40 77.40 77.40 79.02 5 75.42 76.56 76.56 76.56 76.56 78.89 6 75.39 76.54 76.54 76.54 76.54 78.04 7 74.46 75.70 75.68 75.68 75.68 77.71 8 74.46 75.70 75.66 75.66 75.66 77.15 9 74.77 74.71 74.71 74.71 76.70 10 73.43 It is shown that the best experimental result obtained is 81.05% when r is 0.2 to 0.5 and k is 1 which is the same as k-NN. At an r of 0.2, only 27.13% of the training samples are required to be compared against the query image compared to k-NN. From the experimental results, it is shown that the nearest neighbor will never outperform the



k-NN in terms of classification rate because in theory, the proposed algorithm will only eliminate the samples that are far from the query image, but both the proposed algorithm and k-NN uses the nearest neighbors to classify the problem, therefore the best classification rate that can be achieved by the proposed algorithm is the same as the k-NN when the selected r is appropriate.



4.3 Experiments on Single Nearest Neighbor Search The experiment is conducted on the dataset in order to search for a single best neighbor as defined in 2.2.1. The percentages of training samples that are explored are far less than the previous search in 4.2. The experimental results show that only 0.56% of the training samples are explored. There is an average of 5.69 training samples explored in a set of 1024 training samples. When more training samples are involved, the percentage of samples explored is expected to be smaller as the average number of training samples is expected to be a considerably small value as well. This search allows the r to be updated when a smaller distance is discovered which further contract the search radius that reduces the exploration of training samples. With far less training samples to be explored, there is less time required for the search. The comparison of the time required for the proposed algorithm and the k-NN is shown in Table 3. The computer used for the experiment is with an Intel® Core™ Duo T2350 processor of 1.86GHz and 2 GB of RAM running on Windows Vista™ Home Premium. The experiments are conducted using MATLAB®. Two different k-NNs are used in this experiment. The first k-NN is based on the same metric function used in the proposed algorithm and the second k-NN is the knnclassify function provided in the MATLAB Bioinformatics Toolbox. Table 3: Comparison of average time required for a single query between the proposed algorithm and k-NN. Methods Time (ms) Proposed Algorithm (r = 0.2) 4992 Proposed Algorithm (Single Neighbor) 39 k-NN (k = 1, Self-coded) 72 23 k-NN (k = 1, knnclassify) The experimental results show that with 1024 training samples, the duration time of the proposed algorithm is significantly slower than both k-NN for a selected r. For the single best neighbor search, the duration time is slower than the knnclassify function but is faster than the self-coded k-NN. The experimental results showed that the proposed algorithm has not been optimized to the best performance compared to the k-NN function which is provided by MATLAB which is more optimal in operations. Therefore, if the codes are optimal, the proposed algorithm for a single neighbor search is expected to outperform the k-NN which requires the calculation of all the distances



between the query sample and training samples. With only 1024 training samples involved, the proposed NNS algorithm with a selected r is significantly slower due to the complexity of the algorithm that could have used up most of the time for the overhead. These overheads are caused by the process to inspect and update the candidate list. When the number of training samples is small, these overhead will contribute a large part of computational time during the search. Therefore, the proposed algorithm is predicted to show a better performance when it is applied to a huge dataset of training samples, the significance of the overhead on the computational time will be expected to be lower.



5. CONCLUSIONS It is discovered that the proposed NNS algorithm is capable of determining all the nearest neighbors correctly within a defined radius. Therefore, it could be used to search for images with the highest similarity with the query image. The algorithm can also be implemented in image analysis problems for texture classification purposes. Experimental results, shown using the Brodatz texture dataset, suggest that the classification rate will be the same if the correct r is selected even though it will not be able to outperform the k-NN. The speed performance of the proposed NNS algorithm using a selected r is significantly slower than the k-NN. This is likely due to the small size of the dataset used in the experiment that fails to show the advantage in the speed performance of the algorithm. The proposed algorithm is however expected to perform better when a huge dataset is involved and when calculation of the distance is more extensive. On the other hand, the performance of the proposed NNS algorithm for a best neighbor is better than the k-NN using the same metric function. The knnclassify function in the MATLAB Bioinformatics Toolbox indicates that the algorithm can be further optimized for a better performance. Our future work focuses on implementing the NNS on a large dataset without a complete set of pre-calculated distances between all the training samples due to the impracticality of computing all distances within the large dataset. Therefore, the algorithm can only be used to eliminate impossible samples for sure and will remain to keep a list of potential nearest neighbors.
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