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Summary Objective: The hidden vector state (HVS) model is an extension of the basic discrete Markov model in which context is encoded as a stack-oriented state vector. It has been applied successfully for protein—protein interactions extraction. However, the HVS model, being a statistically based approach, requires large-scale annotated corpora in order to reliably estimate model parameters. This is normally difficult to obtain in practical applications. Methods and materials: In this paper, we present two novel semi-supervised learning approaches, one based on classification and the other based on expectation-maximization, to train the HVS model from both annotated and un-annotated corpora. Results and conclusion: Experimental results show the improved performance over the baseline system using the HVS model trained solely from the annotated corpus, which gives the support to the feasibility and efficiency of our approaches. # 2007 Elsevier B.V. All rights reserved.



1. Introduction Proteins are essential parts of all living organisms and participate in every process within cells. Protein— protein interactions, referring to the associations * Corresponding author. Tel.: +65 67906609; fax: +65 63162780. E-mail addresses: [email protected] (D. Zhou), [email protected] (Y. He), [email protected] (C.K. Kwoh).



of protein molecules, are intrinsic to virtually every cellular process [1]. Understanding interactions between proteins involved in common cellular functions is a way to get a broader view of how they work cooperatively in a cell. The knowledge of how proteins interact with each other gives biologists a deeper insight into the understanding of living cell, disease process and provides targets for effective drug designs. Although many databases, such as BIND
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210 [2], IntAct [3] and STRING [4], have been built to store protein—protein interaction information, constructing such databases is time-consuming and needs immense amount of manual efforts to ensure the correctness of data. As of to date, vast knowledge of protein—protein interactions are still locked in the full-text journals. As a result, automatically extracting information about protein—protein interactions is crucial to meet the demand of the researchers. Statistical models can perform the task of extracting protein—protein interactions without human intervention once they have been trained from annotated corpora. Many empiricist methods [5—7] have been proposed to automatically generate the language model to mimic the features of unstructured sentences, further to extract information from text. For example, Seymore et al. [5] used the hidden Markov model (HMM) for the task of extracting important fields from the headers of computer science research papers. In [8], a statistical method based on the hidden vector state (HVS) model has been proposed to automatically extract protein—protein interactions from the biomedical literature. However, methods of this category do not perform well partially due to the lack of large-scale, richly annotated corpora. Semi-supervised learning, to learn from both annotated and un-annotated data for classification, clustering and so on, has been investigated. The proposed methods include expectation-maximization (EM) for generative mixture models [9], selftraining [10,11], co-training [12,13], transductive support vector machines (TSVMs) [14], graph-based methods [15] and so on. Nigam et al. [9] combined the EM algorithm with a naive Bayes classifier on multiple mixture components per class for the task of text classification. Experimental results were reported to show that the classifiers trained from both the labeled and unlabeled data perform better than those trained solely from the labeled data. Self-training first builds a model based on the small amount of labeled data and then uses the model to label instances in the unlabeled data. The most confident instances, together with their predicted labels, are added to the training set to retrain a new model. The procedure runs iteratively. Yarowsky [10] used selftraining for word sense disambiguation. Rosenberg et al. [11] applied self-training to object detection from images. Co-training for classification [12] relies on the assumption that features used for classification are very expressive and can be split into two sets: the two sets are conditionally independent given the class; each sub-feature set is sufficient to train a good classifier. Initially, two separate classifiers are trained from the labeled



D. Zhou et al. data on the two sub-feature sets, respectively. Each classifier then classifies the unlabeled data and is retrained with the added training instances given by the other classifier that it is most confident of. The process runs iteratively. Jones [13] used co-training, co-EM and other related methods for extracting information from text. TSVM is an extension of standard support vector machines with unlabeled data. It builds the relationship between pðxÞ and the discriminative decision boundary pðyjxÞ by not putting the boundary in high density regions, given x denotes observations and y denotes classes. Xu and Schuurmans [14] presented a training method based on semi-definite programming, which is applied to the completely unsupervised support vector machines as well. Blum and Chawla [15] proposed an algorithm based on finding minimum cuts in graphs in order to propagate labels from the labeled data to the unlabeled data. For a detailed survey on semi-supervised learning, please refer to [16]. In this paper, we propose two novel semi-supervised learning approaches to learn the HVS model: one based on the k-nearest-neighbors classifier (SLC) and the other based on linear analysis on parsing results (SLEM). The rest of the paper is organized as follows. Section 2 briefly describes the HVS model and how it can be applied to extract protein—protein interactions from the biomedical literature. Section 3 presents the proposed approaches on automatically training the HVS model from un-annotated corpus. Experimental results are discussed in Section 4. Finally, Section 5 concludes the paper.



2. The hidden vector state model The hidden vector state (HVS) model [17] is a discrete HMM in which each HMM state represents the state of a push-down automaton with a finite stack size. This is illustrated in Fig. 1 which shows the sequence of HVS stack states corresponding to the given parse tree. Each vector state in the HVS model is in fact equivalent to a snapshot of the stack in a push-down automaton and state transitions may be factored into a stack shift by n positions followed by a push of one or more new preterminal semantic concepts relating to the next input word. Such stack operations are constrained in order to reduce the state space to a manageable size. Natural constraints to introduce are limiting the maximum stack depth and only allowing one new preterminal semantic concept to be pushed onto the stack for each new input word. Such constraints effectively limit the class of supported languages to be right branching. The joint
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Figure 1
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Example of a parse tree and its vector state equivalent.



probability PðN; C; WÞ of a series of stack shift operations N, concept vector sequence C, and word sequence W can be approximated as follows T Y PðN; C; WÞ  Pðnt jct1 Þ  Pðct ½1jct ½2 . . . Dt Þ



include the states which are consistent with these constraints during the model training.



3. Methodologies



t¼1



 Pðw t jct Þ



(1)



where  ct denotes the vector state at word position t, which consists of Dt semantic concept labels (tags), i.e. ct ¼ ½ct ½1; ct ½2; . . . ; ct ½Dt  where ct ½1 is the preterminal concept and ct ½Dt  is the root concept (SS in Fig. 1);  nt is the vector stack shift operation and takes values in the range of 0; . . . ; Dt1 where Dt1 is the stack size at word position t  1;  ct ½1 ¼ cwt is the new preterminal semantic tag assigned to word w t at word position t. The result is a model which is complex enough to capture hierarchical structure but which can be trained automatically from only lightly annotated data. To train the HVS model, an abstract annotation needs to be provided for each sentence. For example, for the sentence, CUL-1 was found to interact with SKR-1, SKR-2, SKR3, SKR-7, SKR-8 and SKR-10 in yeast two-hybrid system. The annotation is: PROTEIN_NAME(ACTIVATE(PROTEIN_NAME)). Such abstract annotations serve as constraints on limiting the forward—backward search to only



The HVS model uses a set of annotated sentences to learn class descriptions for protein—protein interactions. In practice, annotating the training sentences is a tedious, time consuming, error prone process. In order to reduce the effort of annotating sentences, two semi-supervised learning methods are proposed, which are presented in this section. As mentioned in Section 2, the HVS model does not require explicit semantic tag/word pairs to be given in the annotated corpus. All it needs are abstract semantic annotations for training. This means that many sentences might share the same semantic annotation and they therefore could possibly exhibit the similar syntactic structures which can be revealed through part-of-speech (POS) tagging. We believe that some types of words, such as articles, adjectives and adverbs do not contribute to the expression of protein—protein interactions. These types of words are considered unimportant. Brill’s tagger is employed to parse sentences and simplification is done automatically by removing words based on the predefined unimportant tag list. To avoid removing some adjective words such as ‘‘inhibitory’’ which may indicate protein—protein interaction, words whose etyma can be found in the protein—protein interaction keyword dictionary are kept. After removing these unimportant tags, simplification is further conducted on the POS tag sequences based on the rules listed below: (1) From the beginning of the POS tag sequence, scan forward and remove the POS tags before



212 encountering the first protein name or protein— protein interaction keyword. (2) From the end of the POS tag sequence, scan backwards and remove the POS tags before encountering the first protein name or protein—protein interaction keyword. Table 1 gives an example of several sentences sharing the same semantic annotation and their corresponding simplified POS tag sequences. Here the symbol ACKEY denotes a protein—protein interaction keyword, PTN denotes a protein name, TO denotes the word ‘‘to’’, CC denotes a conjunction and IN denotes the prepositions such as ‘‘of’’, ‘‘between’’, etc.



3.1. Semi-supervised learning Suppose E L ¼ fhs1 ; a1 i; hs2 ; a2 i; . . . ; hsjLj ; ajLj ig is a set of labeled sentences with si being a sentence and ai being its corresponding annotation and E U ¼ fsjLjþ1 ; sjLjþ2 ; . . . ; sjLjþjUj g is a set of unlabeled sentences, we want to build an HVS model based on E ¼ S E L E U and we expect that its performance should be better than the HVS model trained solely on E L . 3.1.1. The probabilistic framework As shown in Table 1, several sentences share the same annotation. It can also be observed that the sentences sharing the same annotation share similar POS tag sequences. Let the complete set of HVS model parameters be denoted as l. Considering the semantic annotation as the class label g 2 G for each sentence, we suspect that sentences of the same class (sharing the same annotation) are solely governed by one set of model parameters which is a subset of l, while sentences in different classes are governed by different sets of model parameters. Here, we presents a probabilistic framework for describing the nature of sentences and their annotations. Assuming that (1) the data are produced by



D. Zhou et al. jGj probability models where jGj is the number of distinct annotations in the labeled set E L , and (2) there is a one-to-one correspondence between probability components and classes, considering each individual annotation as a class, we can get the likelihood of a sentence si : Pðsi jlÞ ¼ Pðai ¼ g j jlÞPðsi jai ¼ g j ; lÞ



(2)



where g j is the annotation of the sentence si . If we rewrite the class labels of all the sentences-represented as the matrix of binary indicator variables Z, zi ¼ hzi1 ; . . . ; zijGj i, where zi j ¼ 1 if ai ¼ g j else zi j ¼ 0, then we could get Pðsi jlÞ ¼



jGj X



zi j Pðg j jlÞPðsi jg j ; lÞ



(3)



j¼1



zi is known for the sentences in E L and unknown for the sentences in E U . As described in Eq. (1), learning an HVS model is approached as calculating a maximum likelihood estimate of l, i.e. argmaxl PðN; C; WjlÞ. Since the annotation A for the word sequence W can be inferred from its fN; Cg and the fN; Cg of W can also be inferred from A, argmaxl PðN; C; WjlÞ can be rewritten as argmaxl PðA; WjlÞ. Further, argmaxl PðA; WjlÞ can be rewritten as argmaxl PðEjlÞ, which is simply the product over all the sentences, assuming each sentence is independent of the others, given the model. The probability of all the data is: PðEjl; ZÞ ¼



jGj YX



zi j Pðg j jlÞPðsi jg j ; lÞ



(4)



si 2 E j¼1



The complete log likelihood of the parameters, lg ðEjl; ZÞ, without a log of sums, because only one term inside the sum would be non-zero, can be expressed: lg ðEjl; ZÞ ¼



jGj XX



zi j log ½Pðg j jlÞPðsi jg j ; lÞ



(5)



si 2 E j¼1



Table 1 An example of multiple sentences sharing the same annotation SS(KEY(PROTEIN_NAME(PROTEIN_NAME))SE) Sentence



Simplified POS tag sequence



WW domain 3 (but not the other WW domains) was both necessary and sufficient for the binding of hNedd4 to alphaENaC The structural prediction was confirmed by site-directed mutagenesis of these electronegative residues, resulting in loss of binding of Siah1 to SIP in vitro and in cells The physical interaction of cdc34 and ICP0 leads to its degradation Finally, an in vivo interaction between pVHL and hnRNP A2 was demonstrated in both the nucleus and the cytoplasm The in vivo interaction between DAP-1 and TNF-R1 was further confirmed in mammalian cells



ACKEY IN PTN TO PTN ACKEY IN PTN TO PTN



ACKEY IN PTN CC PTN ACKEY IN PTN CC NN PTN ACKEY IN PTN CC PTN
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Figure 2



Procedures of two semi-supervised learning approaches.



3.1.2. Two different approaches Here, we propose two semi-supervised learning methods, one based on classification (SLC) and the other based on expectation-maximization (SLEM) as illustrated in Fig. 2. To maximize PðEjlÞ, SLC uses a pre-built classifier based on a distance measure between the POS tag sequences of the sentences in E U and those in E L to automatically generate annotations for the sentences in E U . The detailed procedure of SLC is described in Section 3.2. To find a locally maximum lg ðEjl; ZÞ, a hill climbing procedure can be used in SLEM. This was formalized as the EM algorithm. The iterative hill climbing procedure alternately recomputes the expected value of Z and the maximum a posteriori parameters given the expected value of Z, E½Z. We only need to estimate zi for the unannotated sentences since it is known for the annotated sentences. The algorithm finds a local maximum of lg ðEjl; ZÞ by iterating the following two steps: ðkþ1Þ



ðkÞ



ˆ ˆ   E-step: set Z ¼ E½ZjE; l ˆðkþ1Þ Þ ˆðkþ1Þ ¼ argmaxl PðljE; Z  M-step: set l ðkÞ



ðkÞ
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ˆ and l ˆ denote the estimates for Z and where Z l at iteration k. Applying EM to HVS is quite straightforward. First, ˆ, are estimated from the initial HVS parameters, l just the annotated sentences. Then, the HVS model is used to assign the class label to each un-annotated sentence by calculating the expectations of the ˆÞ. Next, new HVS model missing class label, Pðg j jsi ; l ˆ0 , are estimated using all the senparameters, l tences (both the originally and newly labeled) and ˆ¼l ˆ0 . The last two steps are iterated until l ˆ set l does not change.



It should be noted that SLEM does not simply apply EM to the HVS model training. It incorporates the idea of self-training, in which a model is first trained with the small amount of labeled data and then used to choose to parse instances that it is most confident of in the unlabeled data. The newly labeled instances and their predicted labels are added to the training set to retrain a new model. The procedure repeats. Note that the model uses its own predictions to teach itself. The procedure is therefore called self-teaching. The procedure of SLEM is described as follows. Firstly, an HVS model is built based on E L . Subsequently, the initial HVS model is used to parse each sentence in E U . Using some confidence measures, the sentences with high confidence in E U are assigned annotations based on the parsing results and they form a new corpus EUl . Then, a new HVS model is build based on E L and EUl . This procedure runs iteratively and stops when no more sentences ˆ converges. The details of can be added to E L or l SLEM are described in Section 3.3.



3.2. SLC–—semi-supervised learning based on classification Considering the abstract annotation as the class label for each sentence, semantic annotation can be converted to a traditional classification problem. Sentences in E U are assigned annotations extracted from E L based on the distance calculation with the sentences in E L . 3.2.1. Distance calculation The distance between two sentences is defined as the distance between their corresponding simplified POS tag sequences, which is calculated based on sequence alignment. Suppose a ¼ a1 a2 . . . an and
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b ¼ b1 b2 . . . bm are the two POS tag sequences of length of n and m, define Sði; jÞ as the score of the optimal alignment between the initial segment from a1 to ai of a and the initial segment from b1 to b j of b, where Sði; jÞ is recursively calculated as follows: Sði; 0Þ ¼ 0;



i ¼ 1; 2; . . . ; n



(6)



j ¼ 1; 2; . . . ; m 8 0; > > < Sði  1; j  1Þ þ sðai ; b j Þ; Sði; jÞ ¼ max Sði  1; jÞ þ sðai ; 0  0Þ; > > : Sði; j  1Þ þ sð0  0; b j Þ



(7)



Sð0; jÞ ¼ 0;



(8)



Here sðai ; b j Þ is the score of aligning ai with b j and is defined as:   pðai ; b j Þ sðai ; b j Þ ¼ log (9) pðai Þ  pðb j Þ where pðai Þ denotes the occurrence probability of tag ai and pðai ; b j Þ denotes the probability that ai and b j appear at the same position in two aligned sequences. A score matrix can then be built and dynamic programming is used to find the largest score between two sequences. The score matrix used in our experiment is adapted from [18] with the following modification. The score of aligning two protein names or two protein—protein interaction keywords is increased whilst other scores are decreased without updating the gap penalties. This is because it is more preferable to have the aligned protein names or protein—protein interaction keywords based on the simplified POS tag sequences. Given two sentences Si ; S j and their corresponding simplified POS tag sequences T i ¼ a1 a2 . . . ani and T j ¼ b1 b2 . . . bn j , the distance between the two sentences Si ; S j is defined as DistðSi ; S j Þ ¼ Sðni ; n j Þ



(10)



where Sðni ; n j Þ is the score of optimal alignment between two POS tag sequences T i and T j . 3.2.2. KNN-based classifier We applied the k-nearest-neighbor (KNN) algorithm to perform classification. The training data consist of N pairs ðx 1 ; y 1 Þ;ðx 2 ; y 2 Þ;. . . ; ðxN ; y N Þ, with x i denotes a POS tag sequence, and y i denotes a semantic annotation. Given a query point xq , the KNN algorithm finds the k training points xðrÞ , r ¼ 1; . . . ; k closet in distance to xq , and then classifies using majority voting among the k neighbors. In our implementation here, the distance between two POS tag sequences are derived based on dynamic programming for sequence alignment instead of the commonly used Euclidean distance.



Figure 3 Sketch map of clustering examples in E L and E U , where circle denotes ai ði ¼ 1; . . . ; nÞ and diamond denotes b j ð j ¼ 1; . . . ; mÞ.



We have discussed in detail on the distance measure in Section 3.2.1. Also, instead of majority voting, some rules are defined to classify a sentence among its k neighbors as shown in Table 2. The reason behind is that only a small amount of training data are available here and majority voting would require a large amount of training data in order to get reliable results.



3.3. SLEM–—semi-supervised learning based on expectation-maximization Based on the aforementioned method for distance measurement, we can use some classic clustering algorithms to group sentences in E L and E U into several clusters which is illustrated in Fig. 3. The HVS model M is initially trained on the data set E L . Since some sentences in E U might be in the same cluster with those in E L , their semantic structures are very likely to be identified correctly by M. Adding these sentences and their corresponding annotations which are automatically generated from semantic parsing results should improve the performance of the original model M. Based on this rationale, we can see that it is crucial to select the sentences from E U to ensure that their semantic parsing results are correct with high confidence. If adding examples with incorrect annotations, obviously the performance of M will be degraded. To select the best semantic parsing results and their corresponding sentences from E U , we need to define a variable DGp to describe the degree of their fitness. First of all, we need to define some parameters which will be employed to express the variable DGp .
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Table 2 Procedure of classification using KNN



Suppose sentence Si 2 E U has its correspondent parsing path Pi , parsing information IP , structure information IS , complexity information IC are defined as follows:  Parsing informationIP , describing the information in the parsing result P i , is defined as follows: PN j¼1 KeyITDðSi j Þ (11) I P ¼ 1  PN j¼1 KeyðSi j Þ Here, N denotes the length of the sentence Si , Si j denotes the jth word of the sentence Si and function KeyITD, Key are defined as:



where CðSi Þ denotes the cluster where Si locates, DistðSi ; S j Þ is defined in Eq. (10) and NumðCðSi ÞÞ denotes the number of sentences of E L in the cluster CðSi Þ.1 The agglomerative hierarchical clustering method is employed for clustering and the process stops when sentences in E L sharing the same annotations are all located in the same cluster.  Complexity informationIC , describing the complexity of the sentence Si , is defined as follows: lengthðSi Þ S (15) IC ¼ 1  maxðlengthðS j ÞjS j 2 E U E L Þ







1; if Si j is a protein name or a protein interaction keyword 0; otherwise  1; if KeyðSi j Þ is 1 and the semantic tag of Si j is DUMMY KeyITDðSi j Þ ¼ 0; otherwise



KeyðSi j Þ ¼



 Structure informationIS , describes the similarity between the structure information of the sentence Si and that of all the sentences in E L , which is defined as follows: min ðDistðSi ; S j ÞjS j 2 E L Þ IS ¼ 1  max ðDistðSk ; S j ÞjSk 2 E U ; S j 2 E L Þ þ



NumðCðSi ÞÞ ; kE L k



(14)



(12) (13)



Overall, it can be observed that the higher the value of IP , IS , and IC , the higher confidence of the correctness of the semantic parsing path P i . The rationales of defining the above three parameters are listed below:



1 Experiments have been conducted to calculate the DGp without incorporating IS and results show the degraded performance.
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 In the correctly parsed results, all the protein names or protein—protein interaction keywords in the sentences are tagged with their corresponding category labels. In another words, they are not tagged with DUMMY. Thus, IP can only attain the maximum value when all the protein names or protein—protein interaction keywords are not tagged with DUMMY.  The sentences in E U sharing the similar POS tag sequences with the sentences in E L would be parsed correctly more likely. Therefore, if the sentence Si from E U resides in the same cluster as the sentence S j from E L , the value IS should be higher comparing to other sentences which are not in the same cluster.  Short sentences are more likely to be parsed correctly compared to long sentences. The value IC of short sentences should be higher than that of long sentences.



Figure 4



After defining the above parameters, DGp is defined as DGp ¼ bp IP þ bs IS þ bc IC þ b0 ;



(16)



which is a combination of the above defined three parameters. To estimate the coefficients b ¼ ðbp ; bs ; bc ; b0 Þ, the method of least squares is applied and the coefficients b are selected to minimize the residual sum of squares, N X ˆ pi Þ2 RSSðbÞ ¼ ðDGpi  DG (17) i¼1



ˆ pi the where N is the number of training data, DG estimated value and DGpi is the observed value. The parameters b is estimated from the training data. The threshold of DG is also set by comparing the predicted value of DG and the true value of DG computed from the training data. An example is given in Fig. 4 to illustrate how to automatically generate annotations from the



An example illustrated the process of automatically generating annotations from semantic parsing results.



Semi-supervised learning of the hidden vector state model semantic parsing results. In the preprocessing step, protein names need to be identified firstly, which still remains as a challenging problem. In our experiment, protein names and other biological terms such as ‘‘adenovirus’’, ‘‘NK cells’’ are identified based on a manually constructed dictionary of biological terms. In addition, a category/keyword dictionary for identifying terms describing interactions has also been built based on [19]. All identified biological terms and interaction keywords are then replaced with their respective category labels as can be seen in the preprocessing result in Fig. 4. An HVS model originally trained on E L is then used to parse all the preprocessed sentences from E U using the Viterbi decoding algorithm. An example of the most likely parse is given in Fig. 4. For all the parsed sentences in E U , the sentence selection algorithm outlined in Table 3 is employed to select the most confidently parsed sentences based on the DGp criterion. The parse trees are then generated automatically from the selected parsed sentences, and finally from which, the annotations can be easily extracted.



4. Experiments To evaluate the efficiency of the proposed methods, Corpus I was constructed based on the GENIA corpus Table 3 Procedure of sentence selection
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[20] which is a collection of research abstracts selected from the search results of MEDLINE database with keywords (MESH terms) human, blood cells and transcription factors. We have performed the following analysis based on protein pairs to gauge the relatedness of the abstracts in the GENIA corpus. Here, one protein pair refers to the two different protein names appearing in the same sentence. If few common protein pairs can be found in different abstracts, we may conclude that these abstracts are irrelevant to each other for the task of protein—protein interactions extraction. There are altogether 21,564 distinct protein pairs for the 2000 abstracts in the GENIA corpus. For each protein pair, we calculate the number of abstracts that it appears. Out of the 21,564 protein pairs, 17,852 (82.8%) protein pairs appear only once in the 2000 abstract. Fig. 5 shows the number of abstracts Na versus the number of protein pairs when Na > 1. It can be observed that about 1200 (6.72%) protein pairs appear twice and only 50 (0.2%) protein pairs appear more than 10 times in the 2000 abstracts. Based on the above analysis, we may conclude that most abstracts in the GENIA corpus are irrelevant and the corpus is suitable for our protein—protein interactions extraction experiments. These abstracts were then split into sentences and those containing more than two protein names
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Figure 5 Number of abstracts Na > 1 vs. number of protein pairs.



and at least one protein—protein interaction keyword were kept. Altogether 3533 sentences were left and 2600 sentences were sampled to build Corpus I. Corpus I was split into two parts. Part I contains 1600 sentences which can be further split into two data sets, E L consisting of 400 sentences with annotations and E U consisting of the remaining 1200 sentences without annotations. Part II consists of 1000 sentences which was used as the test data set. To sample the dataset properly, sentences in the Corpus I were first grouped into four subsets based on their complexity IC which is measured in sentence length. Sentences were then drawn fairly from each of the subsets so that the coverage over the whole corpus (2600 sentences) in term of sentence complexity was ensured for each of the part (for both Part I and Part II). As an illustration, Fig. 6 shows the distribution of the sentence length in the test data set (Part II). The results reported here are based on the values of TP (true positive), FN (false negative), and FP (false positive). TP is the number of correctly



Figure 6



Histogram of sentence length in test set.



Figure 7 Statistics of the number of the classes in E L data in Part I of Corpus I.



extracted interactions. (TP þ FN) is the number of all interactions in the test set and (TP þ FP) is the number of all extracted interactions. F-score is computed using the formula below: F-score ¼



2  recall  precision recall þ precision



(18)



where recall is defined as TP=ðTP þ FNÞ and precision is defined as TP=ðTP þ FPÞ.



4.1. Results based on SLC This section presents the experimental results by semi-supervised learning the HVS model based on SLC. The E L data in Part I of Corpus I have 184 classes within which 135 classes contain only one instance. The statistics of the number of the classes in E L data is given in Fig 7. 4.1.1. Choosing proper k The E L data in Part I of Corpus I were split randomly into the training set and the validation set at the ratio of 9:1. The validation set consists of 40 sentences and the remaining 360 sentences were used as the training set. Experiments were conducted 10 times (i.e. Experiments 0, 1, 2, 3,. . ., 9 in Fig. 8 and Table 4) with different training and validating set each round. At each round, a set of experiments were conducted with k set to 1, 3, 5, 7. Fig. 8 shows the classification precision of KNN with different k values, where precision is defined as precision ¼ TP=ðTP þ FPÞ. Here, TP is the number of sentences that have been assigned with the correct annotations, FP is the number of sentences that do not get the correct annotations. It can be observed from Fig. 8 that the overall best performance was obtained when k is set to 3. To evaluate the efficiency of the classification method, the test data set was constructed by
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Figure 8



Classification precision vs. different k value.



randomly selecting 154 sentences from the GENIA corpus. Table 4 listed the recall, precision, and Fscore at the optimal value of k (i.e. k ¼ 3) on the testing data using the KNN trained on different training set. The best precision value obtained is 76.9%. It can be observed from Table 4 that most precision values are around 60%, except the two much higher values 76.9% and 69.6% in Experiments 2 and 5. By analyzing the training data and test data in each experiment, we found that the number of the sentences in the test data sharing the same classes with the sentences in the training data in Experiments 2 and 5 is much more than that in other experiments. This therefore leads to the high precision values in Experiments 2 and 5. 4.1.2. Extraction results The baseline HVS model was trained on E L from Part I of Corpus I which consists of 400 sentences. Sentences from E U were then automatically assigned with semantic annotations using the KNN method described in Section 3.2.2. The HVS model were incrementally trained with these newly added training data. Total 187 sentences from E U were successfully assigned with the semantic annotations.



219



Table 5



Performance of SLC



System



Precision (%)



Recall (%)



F-score (%)



Baseline Combined Best



56.2 57.9 64.2



55.8 59.9 59.5



56.0 58.9 61.7



Table 5 lists the recall, precision, and F-score obtained by adding these 187 un-annotated sentences. The ‘‘Baseline’’ result was obtained using the HVS model trained solely on E L . The ‘‘Combined’’ result was obtained using the HVS model trained based on the combination of E L and the 187 sentences from E U . The ‘‘Best’’ result shows the performance of the HVS model trained on E L and E U where all sentences in E U were manually annotated. It can be observed that by adding the sentences from E U with the automatically assigned semantic annotations, the relative improvement on F-score is around 5%. Fig. 9 shows the protein—protein interactions extraction performance versus the number of unannotated sentences added using SLC. It can be observed that in general the F-score value increases when increasingly adding more un-annotated data from E U . The best performance was obtained when adding in 187 un-annotated sentences where Fscore reaches 58.9%. To evaluate the feasibility and stability of SLC, Fig. 10 is given to assess whether the observed experimental results using SLC are variations in the precision versus recall tradeoff. The curve Lc connecting circles are drawn based on the simulated recall and precision values, all with a fixed F-score value obtained from the ‘‘baseline’’ result as shown in Table 5. The curve Lt connecting triangles is similar to Lc , except that the fixed F-score value is taken from the ‘‘best’’ result. If the experimental



Table 4 Classification performance when k ¼ 3 Experiment



Precision (%)



Recall (%)



F-score (%)



0 1 2 3 4 5 6 7 8 9



58.1 59.5 69.6 60.5 58.9 76.9 57.1 60.5 59.5 64.8



29.2 31.2 28.7 28.7 28.7 37.5 25.0 28.7 31.2 30



38.9 40.9 40.6 38.9 38.5 50.4 34.7 38.9 40.9 41.0



Figure 9 Protein—protein interactions extraction performance vs. the amount of added un-annotated sentences using SLC.



220



Figure 10 recall.



D. Zhou et al.



Experimental results of SLC in precision vs.



results using SLC are not variations in the precision versus recall tradeoff, they should distribute at the region between the two curves Lc and Lt instead of the region around the curve Lc . As shown in Fig. 10, the ‘‘x’’ points denoting different experimental results based on different number of added sentences using SLC resides at the region between Lc and Lt . It thus supports our hypothesis that the experimental results obtained are the feedbacks of the feasibility of SLC, instead of variations in the precision versus recall tradeoff.



4.2. Results based on SLEM To evaluate the model performance by employing semi-supervised learning based on SLEM, the baseline HVS model was trained on the data set E L which consists of 400 sentences. Sentences from the data set E U were then selected and automatically assigned with semantic annotations based on the method described in Section 3.3. The HVS model were incrementally trained with those newly added training data. The process is repeated until no more sentences can be selected. Total 600 sentences from E U were selected and assigned with the semantic annotations after 10 iterations. Table 6 lists the evaluation results using SLEM. The ‘‘Baseline’’ result was obtained using the initial HVS model trained on E L (400 sentences), which is the same as the ‘‘Baseline’’ result in



Figure 11 Protein—protein interactions extraction performance vs. the amount of added un-annotated sentences using SLEM.



Table 5. The ‘‘Improved’’ result was obtained using the final HVS model trained on the combined data which include the initial 400 sentences E L and the later added 600 sentences from E U using SLEM. The ‘‘Best’’ result is the same as the one in Table 5. Overall, we found that by adding the sentences selected from E U and assigning annotations based on SLEM, the relative improvement on F-score is around 4%. Fig. 11 shows the protein—protein interactions extraction performance versus the number of sentences added to training data using SLEM. The best performance was obtained when adding 400 sentences from E U where F-score reaches 58.5%. Adding more unlabeled data did not improve the performance any further. Similar precision and recall simulation results are shown in Fig. 12 to illustrate that the experimental results obtained using SLEM are not variations in the precision versus recall tradeoff.



Table 6 Performance of SLEM Experiment



Recall (%)



Precision (%)



F-score (%)



Baseline Improved Best



55.8 57.5 64.2



56.2 58.7 59.5



56.0 58.1 61.7



Figure 12 recall.



Experimental results of SLEM in precision vs.



Semi-supervised learning of the hidden vector state model
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4.3. Discussions



5. Conclusions and future work



Comparing the experimental results using SLC and SLEM, we found that both approaches give the improved system performance where the relative improvement measured in F-Score is 4—5%. However, these two approaches used different number of sentences in E U , SLC used 187 sentences while SLEM used 600 sentences. It can be explained by the fact that SLC directly predicts the annotations for sentences in E U thus the value of PðEjlÞ defined in Eq. (4) is increased faster, while SLEM updates the l by combining the data from E U and E L and it requires more training data to saturate. Semi-supervised learning has been employed for classification, clustering, sequence labeling, etc. Since semantic annotation can be considered as a sequence labeling problem, we are more interested in comparing our approaches with other methods employing semi-supervised learning based on HMM for sequence labeling. The relevant papers we can find are [21—23]. In [21], Baum—Welch re-estimation is used to automatically refine HMM for POS tagging, while in [22], semi-supervised learning for HMM based on an extended Baum—Welch algorithm is proposed for classification of sequences in speech recognition. When comparing the experimental results of our approaches with those of the above approaches, the relative improvement on F-score in our experiments is about 4—5% while the accuracy increases about 10% in POS tagging as reported in [21] and the classification error rate decreases about 12% for speech recognition as reported in [22]. A main reason leading to the above results is that different metric was used to evaluate the model performance. In our approaches, F-score was used to evaluate the performance of protein—protein interactions extraction. To correctly extract a protein—protein interaction, two protein names, one protein interaction keyword, and the hierarchical relations among these three terms must all be identified correctly and simultaneously. This is only considered as one correct entry at F-score measurement. Thus the relative improvement in F-score in our experiments is not directly comparable to the improvement in POS tagging accuracy or speech recognition error rate. Ref. [23] is most similar to the task of our work using F-score. Milidiu ´ et al. [23] combined hidden Markov models and transformation based learning in a semi-supervised learning scheme using self-training and co-training techniques in order to extract Portuguese noun phrases. An improvement of about 1% has been reported in the small corpus and only slight improvement has been observed in the large corpus for extracting noun phrases.



In this paper we have presented two novel semisupervised learning approaches SLC and SLEM which combine both the labeled and unlabeled data to improve the performance of the HVS model. Experimental results on the GENIA corpus show the feasibility of these two approaches as they are able to give the relative improvement in F-score 5% and 4%, respectively. In the future work we will investigate the combination of semi-supervised learning with active learning to further improve the performance of the HVS model.
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