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Semiparametric Forecast Intervals JASON J. WU* Federal Reserve Board, Washington, DC, USA



ABSTRACT Consider forecasting the economic variable Yt+h with predictors Xt, where h is the forecast horizon. This paper introduces a semiparametric method that generates forecast intervals of Yt+h|Xt from point forecast models. First, the point forecast model is estimated, thereby taking advantage of its predictive power. Then, nonparametric estimation of the conditional distribution function (CDF) of the forecast error conditional on Xt builds the rest of the forecast distribution around the point forecast, from which symmetric and minimum-length forecast intervals for Yt+h|Xt can be constructed. Under mild regularity conditions, asymptotic analysis shows that (1) regardless of the quality of the point forecast model (i.e., it may be misspecified), forecast quantiles are consistent and asymptotically normal; (2) minimum length forecast intervals are consistent. Proposals for bandwidth selection and dimension reduction are made. Three sets of simulations show that for reasonable point forecast models the method has significant advantages over two existing approaches to interval forecasting: one that requires the point forecast model to be correctly specified, and one that is based on fully nonparametric CDF estimate of Yt+h|Xt. An application to exchange rate forecasting is presented. Copyright © 2010 John Wiley & Sons, Ltd. key words semiparametric; robustness; interval forecasting; quantiles



INTRODUCTION Consider forecasting the economic variable Yt+h with predictors Xt, where h is the forecast horizon. Point forecasts of the economic variable may substantially influence policy and investment decisions. While they provide useful summaries of the future, point forecasts do not provide a measure of uncertainty.1 Moreover, predictors in point forecast models often have predictive power beyond the point. Forecast intervals of Yt+h|Xt naturally complement point forecasts, as they are estimates of regions where Yt+h will lie given a certain probability, conditional on Xt. In practice, a substantial amount of attention has been devoted to interval forecasting. Examples include quarterly inflation fan charts published by the Bank of England (see Britton et al., 1998; Bean and Jenkinson, 2001) and value-at-risk (VaR)2—an essential tool in quantitative portfolio risk * Correspondence to: Jason J. Wu, Mail Stop 183, Federal Reserve Board, 20th and C Streets, Washington, DC 20551, USA. E-mail: [email protected] 1 One can always refer to the asymptotic variance of the point forecast as a measure of uncertainty. However, the variances of point forecasts are often the result of parameter estimation errors, not a description of the conditional distribution function (CDF) Yt+h|Xt. 2 Given that it is a quantile, VaR is essentially an interval forecast of the form (−∞, VaR].
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management.3 In addition, numerous studies on forecast intervals can be found in the literature. Chatfield (1993) and Tay and Wallis (2000) contain a survey for interval forecasting methods. Evaluation of forecast intervals are studied by Christoffersen (1998), Diebold et al. (1998) and Wallis (2003). Empirical applications include, for instance, issue 19 of the Journal of Forecasting, 2000. When a point forecast model is available, an obvious (and common) approach to generate forecast intervals is to impose distributional assumptions on the forecast errors. Examples of this approach include Granger et al. (1989), Hansen (2006) and the Bank of England inflation fan charts. However, the assumptions are often very strong. When the assumptions are violated, forecast intervals are inconsistently estimated. Alternatively, fully nonparametric forecast intervals based on nonparametric CDF estimates of Yt+h|Xt are always consistent under regularity conditions. Examples of this approach include Hyndman et al. (1996), Yu and Jones (1998) and Hall et al. (1999). However, this approach does not leverage on the point forecast model, which may contain information to improve the accuracy and informativeness of forecast intervals. The method introduced in this paper is a reconciliation of the two approaches. Put simply, the idea is to use the point forecast model for estimating the location of the CDF of Yt+h|Xt, while nonparametric estimation of the CDF of the model forecast error, εt+h, conditional on Xt builds the rest of the forecast distribution, from which forecast intervals may be chosen. This concept is similar to the method of Hyndman et al. (1996), although they suggested full nonparametric estimation of the location as well. Regardless of the quality of the point forecast model (i.e., it may be misspecified), forecast intervals of Yt+h|Xt are consistently estimated due to the corrections made via nonparametric CDF estimation. The resulting forecast intervals are thus semiparametric and robust to model misspecifications. The semiparametric method is a useful and consistent alternative to imposing restrictive distributional assumptions on forecast errors. On the other hand, as I will show theoretically and through simulations, a sensible point forecast model can bring substantial advantage to the semiparametric method over a fully nonparametric method. Naturally, shorter forecast intervals are desirable. Hence I also discuss the implementation and theoretical aspects of minimum length semiparametric forecast intervals. Considered previously in full nonparametric CDF estimation by Hyndman (1995, 1996), Polonik (1997) and Polonik and Yao (2000, 2002), a minimum-length forecast interval could be the union of several disjoint intervals. This handles irregularities in the forecast distribution such as multimodality and skewness, providing tighter predictions than symmetric intervals. The most practically relevant scenario for applying the semiparametric method is when economic theory provides only a point forecast model and not an interval forecasting model. Consider, for instance, exchange rate forecasting. Present value asset pricing models for exchange rates (e.g., Engel and West, 2005) result in error correction regression for exchange rate differences, with money and output (e.g., Mark, 1995) or Taylor rule fundamentals (e.g., Molodtsova and Papell, 2008; Wang and Wu, 2009) as predictors. Some properties of the regression error can be derived from the structural model, but this information is inadequate for building forecast intervals. In this case, semiparametric forecast interval is an appropriate method. It is important to note that robustness described here pertains to consistently estimating forecast intervals of Yt+h|Xt, for given Xt. The semiparametric method is not robust to omitted predictors. This 3



JP Morgan (1996) created Risk-Metrics, one of the first quantitative and systematic approaches for portfolio VaR estimation.
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Semiparametric Forecast Intervals 191 is termed ‘dynamic misspecification’ in Corradi and Swanson (2006): even if the CDF of Yt+h|Xt is consistently estimated, if Xt does not capture all relevant and observable information about Yt+h the forecast is misspecified with respect to the true predictor set, which is different from Xt. I do not consider this notion of misspecification in this paper and Xt is viewed as given. I will show consistency and asymptotic normality of semiparametric quantile estimators, and consistency of minimum-length semiparametric forecast intervals. Two results are worth highlighting. First, the limiting distributions of semiparametric estimators are free of errors induced by parameter estimation of the point forecast model, as long as model parameter estimates converge at square root rate. Second, the asymptotic bias of the estimator depends on the quality of the model, measured by the degree of dependence between the Xt and εt+h. The better the model (lower dependence), the smaller the bias. When Xt and εt+h are independent, the bias is zero. This contrasts the biases of nonparametric estimators, which are functions of the dependence between Xt and Yt+h. Because the method requires nonparametric estimation, I also propose solutions to bandwidth selection and dimension reduction. Monte Carlo simulations confirm that semiparametric forecast intervals perform better than the fully nonparametric estimator of Hall et al. (1999) and the method of Granger et al. (1989) and Hansen (2006) in various situations. An out-of-sample forecasting application to the Meese and Rogoff (1983) puzzle on four G8 exchange rates is presented, where the semiparametric forecast intervals based on two simple macroeconomic fundamentals-based point forecast models performed favorably compared to forecast intervals generated by an independent innovation random walk model. The remainder of the paper is organized as follows. The next section establishes the definition, construction and estimation of semiparametric forecast intervals. The third section establishes the asymptotic properties of the forecast CDFs, quantiles, and forecast intervals. The fourth section discusses bandwidth selection methods for the nonparametric component, as well as the issue of dimensionality. Monte Carlo simulation results are in the fifth section, while the sixth section describes the empirical application. Concluding remarks and future extensions are in the seventh section. Proofs are given in the Appendix.



SEMIPARAMETRIC FORECAST INTERVALS Consider a stationary and absolute regular time series process {Yt+h, Xt} ∈ Rd+1. The goal is to develop forecast intervals for Yt+h ∈ R, conditional on the d–dimensional predictors Xt = x for some x ∈ Rd. h denotes the forecast horizon. While h does not play a role in asymptotic analysis, it is included in the discussion because simulations and application in this paper are multiple-horizon out-of-sample forecasting exercises. Throughout the paper, I will use α ∈ (0, 1) generically to denote a given probability, whether it is the nominal coverage probability of a forecast interval or the probability associated with a quantile. Typically, in order to develop forecast intervals, estimation of the conditional distribution function (CDF) of Yt+h given Xt = x is required.4 For y ∈ R, define the CDF as H(y|x) ≡ P(Yt+h ≤ y|Xt = x). A point forecast model is available: Yt + h = g ( X t , β ) + ε t + h 4



(1)



An alternative is to use quantile regressions (see, for instance, Koenker and Basset, 1978; Giacomini and Komunjer, 2005).
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where β ∈ B is a vector of unknown model parameters for B, a real and compact set. The function g: Rd × B 哫 R is known, measurable and continuously differentiable in its arguments. εt+h is the forecast error. For some β ∈ B, g(Xt, β) could correspond to the true conditional mean, conditional median, conditional quantile, or misspecified approximations of these quantities. While I will not digress into a discussion on the interpretation of misspecified point forecasts, White (2006) contains an excellent overview. Let βˆ be an estimate of β using a sample of size T, converging to a probability limit β0 ∈ B. While it is not necessary to fully characterize properties of βˆ, it is assumed that βˆ − β 0 = Op (1 T ).5 The forecast errors in finite sample and at the limit are, respectively:



(



)



(2)



ε t + h = Yt + h − g ( X t , β0 )



(3)



εˆ t + h = Yt + h − g X t , βˆ



Note that εt+h is stationary and absolute regular since it is a measurable function of {Yt+h, Xt}. If for all ε ∈ R the CDF F(ε|x) ≡ P(εt+h ≤ ε|Xt = x) is known, then H(y|x) can be estimated by F(y − g(x, βˆ )|x). However, this information is seldom available for point forecast models: the models may contain (potentially misspecified) assumptions on the conditional moments of εt+h (e.g. that E(εt+h|Xt) = 0), but not the entire distribution. On the other hand, if the form of F(ε|x) is assumed but misspecified, F(y − g(x, βˆ )|x) will not be a consistent estimator of H(y|x). The solution put forth in this paper is to nonparametrically estimate F(ε|x) and use in conjunction with the parametric point forecast:



(



( ) )



Hˆ ( y x ) = Fˆ y − g x, βˆ x



(4)



where Fˆ(·|x) is a nonparametric estimate of F(·|x) using the sample {εˆt+h, Xt}. As I will show, forecast quantiles and intervals constructed from Hˆ(y|x) consistently estimate those constructed from H(y|x). The methods of this paper apply to more general forecasting environments. Specifically, applications to models in the form of Yt+h = g(Xt, β) + σ(Xt, φ)εt+h are appropriate under suitable regularity conditions. This setup includes the models considered in Granger et al. (1989) and Hansen (2006). A large number of fully parametric density forecasting models, where σ(Xt, φ) and distribution of εt+h is parameterized but g(Xt, β) = 0,6 are also suitable for applying the semiparametric method.7 To keep the discussion simple, I focus on point forecast models in the form of equation (1). Estimation T T Consider the data series {Yt+h, Xt}t=1 from which βˆ and sample forecast errors {εˆt+h}t=1 are obtained from estimating the point forecast model (1). According to equation (4), given y and x, estimating H(y|x) requires the estimation of Fˆ(·|x). To do this, one may use CDF estimators such as the Nadaraya–Watson (NW) estimator, local polynomial methods as in Fan and Gijbels (1996), double-kernel methods as in Yu and Jones (1998), or any other consistent alternatives. I use the adjusted Nadaraya–Watson (ANW) estimator of Hall 5



Under suitable regularity conditions, this assumption is satisfied by a large class of estimators including least squares, GMM and QMLE. 6 See, for instance, Hong et al.’s (2007) impressive list of univariate density forecasting models for daily exchange rate returns, or the vast literature on VaR. 7 An earlier version of this paper has results under a more general environment.
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Semiparametric Forecast Intervals 193 et al. (1999) and Cai (2002). The asymptotic theories, simulations and applications are done with this particular estimator. For any ε ∈ R, the ANW estimator of F(ε|x) is T



∑ w 1(εˆ t



Fˆ (ε x ) =



t +h



t =1



≤ ε ) K b ( Xt − x)



T



∑w K t



b



( Xt − x)



t =1



(



)



1 X −x , K(·) is a standard d-variate kernel and b is the K t d b b bandwidth or smoothing parameter. The weights wt are computed by the following maximization problem: where



Kb (Xt − x) ≡



T



max



( w1 , … , wT



∑ log ( w ) ) t



t =1



subject to T



∑w



= 1,



t



t =1



T



∑ w (X t



t



− x) Kb (Xt − x) = 0



t =1



resulting in the following Lagrangean problem: L ({wt } , λ1 , l2 ) = ∑ log ( wt ) + λ1 ∑ wt + l2′ ∑ wt ( X t − x ) K b ( X t − x ) t



t



(5)



t



where λ1 ∈ R, λ2 ∈ Rd are Lagrange multipliers. By construction, this estimator possesses the properties of being in the unit interval and monotone in ε. Moreover, while providing the same first-order bias as local linear (LL) estimators,8 Cai (2002) has also shown that the ANW estimator has good boundary properties. The estimator of the αth forecast quantile, yα(x), is given by



( )



yˆα ( x ) = g x, βˆ + εˆ α ( x )



(6)



where εˆα(x) is the estimate for εα(x) = inf{ε ∈ R : F(ε|x) ≥ α}



εˆ α ( x ) = inf {ε ∈ R : Fˆ (ε x ) ≥ α }



(7)



A symmetric unimodal 90% forecast interval, for instance, for out-of-sample YT+h conditional on XT, is given by (yˆ 0.05(XT), yˆ 0.95(XT)). 8



A drawback of LL estimators is that they may result in CDF estimates that possess non-distributional features.
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Minimum-length forecast intervals Symmetric forecast intervals depend heavily on the assumption that the true CDF is symmetric and unimodal. This assumption is often violated for financial and economic data. Forecast intervals should be designed to overcome these irregularities. For a given coverage probability, the quality of forecast intervals should be evaluated based on their lengths. Hyndman (1995) appears to be the first to apply this concept in time series forecasting, producing ‘highest density regions’ for two nonlinear time series models. Polonik and Yao (2000) developed theory for nonparametric minimum-volume prediction regions covering a specified probability mass. Hyndman (1995, 1996) and Polonik and Yao (2000) provided examples in which minimum-length regions are useful. In population, the set of minimum-length forecast regions with α coverage may be described as M(α x ) ≡ {M ∈ M : M = arg min M ′∈M Leb ( M ′ ) ; H ( M x ) ≥ α }



(8)



where H(M|x) ≡ P(Yt+h ∈ M|Xt = x) for M ∈ M, M is a class of sets defined on R, and Leb(M) denotes the Lesbesgue length M. Minimum-length semiparametric forecast intervals or regions are ˆ (α|x) estimated from (8) by replacing H(·|x) with Hˆ(·|x). In the case of multimodality, a minimumM length forecast interval can be unions of several disjoint intervals. ˆ (α|x). Polonik and Yao (2000) suggested Given Hˆ(·|x), there are various methods of computing M a search over a pre-specified class M, such as unions of at most k intervals. When k = 1 this is T computationally convenient, using {εˆt+h}t=1 as the search grid. When k is large, however, this may be computationally cumbersome. Hyndman (1995, 1996) described a procedure that is computationally efficient for the case of conditional densities. The method does not directly apply to CDF estimation, and estimation of conditional densities requires additional smoothing, which increases the dimension of the problem. T I suggest an alternative that operates on Fˆ(ε|x), with ε ∈ {εˆt+h}t=1 . The algorithm is based on the fact that density is high in regions where F(·|x) has large slope. T Let zt ≡ wtKb(Xt − x)/∑t wtKb(Xt − x). Order {zt, εˆt+h}t=1 according to εˆt+h, obtaining (z(1), ε(1)), . . . , (z(T), ε(T)) where ε(1) ≤ . . . ≤ ε(T). Observe that for 1 ≤ i ≤ T, Fˆ(ε(i)|x) = ∑it=1z(t). Hence the slope of Fˆ(ε(i)|x) can be approximated as η(i) ≡ z(i)/(ε(i) − ε(i−1)). There are T − 1 such slopes. Now, if η(j) is the largest of η(2), . . . , η(T), naturally the interval [ε(j−1), ε(j)] should be part of the forecast region. If η(l) is the second largest, than [ε(l−1), ε(l)] should also be in the forecast region, and so on, until the sum of weights zs that correspond to this list of slopes (ηs) reaches the desired probability coverage. The corresponding minimum-length semiparametric forecast interval is the union of these intervals, shifted by g(x, βˆ ). This method works well when T and the desired probability coverage are large. If these quantities are small, the search method of Polonik and Yao (2000) is more accurate. Alternatively, one may want to estimate the conditional density instead, and apply Hyndman’s (1995, 1996) method. THEORETICAL PROPERTIES Let the underlying probability space be (Ω, F, P). Almost-surely-P is abbreviated as a.s.-P. Assumptions 1. (Conditions on the point forecast model) 1. The processes {Yt+h, Xt} are stationary and absolute regular with mixing coefficients θj = O(j−(2+γ)) for γ > 0. The forecast error process {εt+h} defined in (3) is also stationary and absolute regular with CDF F(·|x). Copyright © 2010 John Wiley & Sons, Ltd.
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Semiparametric Forecast Intervals 195 2. For all ε and x, F(ε|x) is twice continuously differentiable in ε with bounded conditional density − 0 < f(ε|x) ≤ f , and twice continuously differentiable in x with Hessian 䉮2XF(ε|x). The marginal density of {Xt}, fX(·), is bounded and continuously differentiable with derivative vector 䉮fX(·). For all integers s, t, the joint density of (Xs, Xt), fX,s,t(·, ·) is bounded. 3. The function g(Xt, β) in (1) is continuously differentiable in β for all β ∈ B with derivatives bounded and not equal to zero a.s.-P. For each δ > 0 and β ∈ B, sup储β−β1储≤δ|g(Xt, β) − g(Xt, β1)| ≤ − − − G (Xt)δ a.s.-P with EG (Xt) < G < ∞. 4. The estimator for point forecast model parameters, βˆ, satisfies βˆ − β 0 = Op (1 T ) for some β0 ∈ B. Remarks 1. (a) Absolute regular processes are also strong mixing, with the strong mixing coefficients of order O(j−(2+γ)). Absolute regularity is used in order to apply existing empirical process theory. (b) Assumption 1.3 is satisfied by linear and a class of nonlinear regression models. However, the smoothness conditions may not hold for models that involve regime switches and thresholds. These restrictions may be relaxed at a more involved proof. (c) Assumption 1.4 is satisfied by a wide class of extremum estimators, including the least squares estimators, generalized method of moments (GMM) and quasi-maximum likelihood. Assumptions 2. (Conditions on kernel and bandwidth) 1. The multivariate kernel K: Rd 哫 R is a symmetric density satisfying the following: m 2 ≡ ∫ d uu ′K ( u ) du < ∞, R



∫



Rd



( u ⊗ u ⊗ u ) K ( u ) du = 0,



μ02 ≡ ∫ d K 2 ( u ) du < ∞, m 22 ≡ ∫ d uu ′K 2 ( u ) du < ∞ R



R



2. As T → ∞, b → 0, Tb → ∞, Tbd+4 = O(1). 3. Tbd(1+2/γ) → ∞. Remarks 2. (a) The assumptions on the kernel are satisfied by the Gaussian product kernel. Assumption 2.2 is



(



−



1



)



satisfied by bandwidths of optimal sizes b = O T d + 4 and any under-smoothing bandwidths. (b) Assumption 2.3 is satisfied by the optimal bandwidth for γ > 2d/4, and is not the weakest possible. For large d this assumption might be restrictive. Although a discussion of dimensions will follow, this paper does not consider refinements of this assumption. Readers are referred to Hall et al. (1999). Theorem 1. (Consistency and asymptotic normality of CDF estimator and forecast quantiles) Suppose Assumptions 1 and 2.1–2.2 hold. Then as T → ∞: (a) For any ε ∈ R, x ∈ Rd and α ∈ (0, 1)



(



Fˆ (ε x ) − F (ε x ) − B1 (ε x ) + o p (b2 ) = Op 1 yˆα ( x ) − yα ( x ) = o p (1) Copyright © 2010 John Wiley & Sons, Ltd.



Tb d



)



(9) (10)



J. Forecast. 31, 189–228 (2012) DOI: 10.1002/for



196



J. J. Wu



(b) If, in addition, Assumption 2.3 also holds, then



where



d Tb d ( Fˆ (ε x ) − F (ε x ) − B1 (ε x ) + o p (b2 )) → N (0, V1 (ε x ))



(11)



d Tb d ( yˆα ( x ) − yα ( x ) + B2 (α , x ) + o p (b2 )) → N (0, V2 (α , x ))



(12)



B1 (ε x ) ≡ V1 (ε x ) ≡



b2 B (ε ( x ) x ) trace (∇ 2X F (ε x ) m 2 ) B2 (α , x ) ≡ 1 α f ( εα ( x ) x ) 2



F (ε x ) (1 − F ( ε x )) μ02 fX (x)



V2 (α , x ) ≡



α (1− α ) μ02 f ( εα ( x ) x ) f X ( x ) 2



Remarks 3. (a) Theorem 1 provides a statement on the role of parameter estimation errors that are embedded in the fitted forecast errors. Up to the order Tb d , estimation errors do not appear in the asymptotic expressions, since βˆ − β 0 = Op (1 T )—parameter estimation errors vanish more quickly than the nonparametric rate of convergence. (b) Using Theorem 1 and the assumption that kernels are symmetric, the asymptotic mean squared error (AMSE) is given by AMSE =



b 4 μ 22 4



d



d



∑ ∑ ∫ F (ε x ) F ii



i



jj



j



where μ2 ≡ ∫u2K(u)du, Fij (ε x ) ≡



(ε x ) dε +



μ02 F ( ε x ) (1 − F ( ε x )) dε Tb f X ( x ) ∫ d



∂2 F (ε x ) . This indicates that the AMSE optimal ∂xi ∂x j



bandwidth is of order O(T−1/(d+4)). (c) The EL weights have removed part of the bias in the usual NW estimator. Without weights, the bias term of the CDF estimator, up to order b2, is B1(ε|x) + (2䉮X fX(x)′μ2䉮XF(ε|x))/fX(x). B1(ε|x) is the same as the bias of local linear estimator (Yu and Jones 1998). (d) The nonparametric ANW estimator of Hall et al. (1999) has similar asymptotic expressions with F(·|x) and f(·|x) replaced by H(·|x) and the corresponding conditional density. To compare the two, consider a forecasting model where Xt and εt+h are independent. Then, the asymptotic bias of the semiparametric estimator of H(y|x) is exactly zero, whereas the nonparametric estimator of Hall et al. (1999) has an asymptotic bias of b2 ∂fε ( y − β 0′ x ) trace (β 0 β0′ ) 2 ∂ε where fε(·) is the density of εt+h. This bias term is non-zero when β0 ≠ 0. Hence, a sensible forecasting model (i.e., low dependence between εt+h and Xt) has a smaller bias relative to nonparametric estimators. On the other hand, it is easy to verify that asymptotic variances are the same. Theorem 1 allows one to make asymptotic inference for quantiles. It follows that any α coverage interval constructed from the estimated forecast quantiles has limiting coverage probability α. All such forecast intervals are consistent with rate Tb d . Copyright © 2010 John Wiley & Sons, Ltd.
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Semiparametric Forecast Intervals 197 While all intervals have correct coverage in population, more is needed in order to justify the consistency of minimum-length forecast intervals. Theorem 2 below shows that the estimated minimum-length semiparametric forecast intervals converge to population counterparts. Readers interested in the rate of convergence are referred to Polonik and Yao (2000, 2002) for further discussions in cases where H(y|x) is estimated fully nonparametrically. It suffices to operate on F(M|x) ≡ P(εt+h ∈ M|x) for M ∈ M. The richness of M is arbitrary up to an entropy with inclusion condition found in Polonik and Yao (2000, 2002). Define respectively the population ‘volume’ and minimum length forecast intervals v (α x ) ≡ inf {Leb ( M ) : F ( M x ) ≥ α } M ∈M



M(α x ) ≡ {M ∈ M : Leb ( M ) = v (α x ) , F ( M x ) ≥ α } In a finite sample the set-indexed CDF estimator is9 Fˆ ( M x ) ≡



∑ w 1(εˆ ∈ M ) K ( X ∑ w K (X − x) t



t +h



t



t



t



b



b



t



− x)



t



Define the estimators of volume and minimum-length forecast intervals (sans the location shift ˆ (α|x) ∈ M ˆ (α|x), with Fˆ(M|x) replacing F(M|x). For any pair of sets A and g(x, βˆ )) as υˆ (α|x) and M B, define the symmetric difference AΔB = (A ∪ B) ∩ (A ∩ B)c. For each δ > 0, define the following covering number for the class M: N I (δ , M, F (⋅ x )) ≡ inf {n ∈ N : ∃M1 , … , M n ∈ M such that ∀M ∈ M, ∃1 ≤ i, j ≤ n with Mi ⊂ M ⊂ M j and F ( Mi Δ M j x ) < δ } log NI(δ, C, F(·|x)) is the entropy with inclusion, as defined in Polonik and Yao (2000, 2002). Assumptions 3. (Conditions for consistency of minimum-length forecast intervals) 1. For all δ > 0, NI(δ, M, F(·|x)) < ∞. 2. The kernel satisfies lim储u储→∞储u储dK(u) = 0. 3. For all C ∈ R, the conditional density function f(ε|x) satisfies F(ε : f(ε|x) = C|x) = 0 and {ε : f(ε|x) ≥ C} ∈ M. 4. For each α ∈ (0, 1), the minimum-length forecast interval process M(α|x) is unique up to sets with zero probability according to F(·|x). Remarks 4. (a) Assumption 3.1 is satisfied by the class of all finite unions of disjoint open or closed intervals on R for continuous F(·|x). Assumption 3.2 is imposed to apply Theorem 2.1 in Polonik and Yao (2002) and is satisfied by the Gaussian product kernel. (b) Assumption 3.3 guarantees that the lengths of the intervals in the population have no jumps as α changes incrementally. Polonik (1997) shows that this is a sufficient condition for υ(α|x) to be continuous for α ∈ (0, 1). 9



The set indexed CDF need not be estimated in practice, since it is incorporated in the point-wise CDF estimator. It is useful here for theoretical illustration.
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(c) The last assumption may be violated in cases of symmetric multimodality, but can be relaxed at the expense of a more involved proof. Theorem 2. (Uniform consistency of the minimum-length forecast intervals) (a) Suppose that Assumptions 1, 2.1–2.2 and 3.1–3.2 are satisfied. Then as T → ∞ sup Fˆ ( M x ) − F ( M x ) = o p (1)



(13)



M ∈M



(b) If in addition Assumption 3.3 is satisfied, then sup vˆ (α x ) − v (α x ) = o p (1)



(14)



α ∈(0 , 1)



(c) If in addition Assumption 3.4 is satisfied, then sup F ( Mˆ (α x ) ΔM (α x ) x ) = o p (1)



(15)



α ∈(0 , 1)



This uniform consistency is also true for the forecast CDF and minimum-length intervals of Yt+h|Xt = x. Theorem 2 states that the minimum-length forecast intervals will converge in probability to the population minimum-length forecast intervals, in the sense that the probability of the difference between the estimated and population minimum-length forecast intervals converges to zero. This consistency result is an extension of Polonik and Yao (2002), allowing for set-indexed CDF estimation using fitted forecast errors instead of observed data. In summary, Theorems 1 and 2 show that semiparametric forecast intervals are consistently estimated regardless of whether the point forecast model is correctly specified.



BANDWIDTH AND DIMENSIONALITY The choice of b is crucial to the performance of semiparametric forecast intervals. In CDF estimation, cross-validation (CV) (Hart and Vieu, 1990; Hall et al., 2004; Li and Racine, 2008) is a frequently used method. The conventional leave-one-out CV can still be applied when processes are stationary and mixing, since neighbors in the time domain are unlikely to be neighbors in state space.10 Nevertheless, a formal plug-in bandwidth estimator may prove to be useful and I propose such an estimator here. In cases where this estimator is cumbersome to implement, leave-one-out CV or the approximate bootstrapping method in Hall et al. (1999)11 are attractive alternatives. Plug-in bandwidth selection The proposed plug-in bandwidth is uniform across ε but specific for each x. Using the AMSE expression in Remark 3(b), asymptotically optimal bandwidth using the Gaussian product kernel is given by



10 11



I thank a referee for pointing this out. See Wang and Wu (2009) for an application.
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b



opt



−1 dV ⎡ ⎤ d+4 d+4 =⎢ d d2 2 T ⎣ 2 π f X ( x )V1 ⎥⎦



(16)



where V1 ≡ ∫ ∑ ∑ Fii (ε x ) Fjj (ε x ) dε , V2 ≡ ∫ F (ε x ) (1 − F (ε x )) dε i



j



A plug-in bandwidth is (16) with estimates of fX(x), V1 and V2. First consider the marginal density of Xt, fX. Using a Gaussian product kernel K: AMSE ( f X ) =



b1d 4



∫ {tr (∇



f ( x ))} dx +



2 X X



2



1 − d −d 2 2 π Tb1d



Here integrated square errors are used for ease of computation. The optimal bandwidth is 1



b1opt



⎧⎪ ⎫⎪ d + 4 −1 d =⎨ d d2 ⎬ T d+4 2 2 ( ) 2 π tr ∇ x d x f { ( ) } X X ∫ ⎩⎪ ⎭⎪



b1opt is estimated using a Gaussian reference rule, assuming that Xt is distributed d-variate normal with a variance–covariance matrix ∑X. It can be deduced that



∫ {tr (∇



f ( x ))} dx = 2



2 X X



3 2 tr ( Σ −X1 ) 12 2 d + 2 π d 2 det ( Σ X )



The optimal bandwidth is therefore estimated by 1



ˆ −1 1 2 ⎫ d + 4 −1 ⎧ ˆb1 = ⎪⎨ 2 d × det ( Σ X ) ⎪⎬ T d + 4 2 ⎪⎩ 3trace ( Σˆ −X1 ) ⎪⎭



(



)(



)



′ 1 1 1 where Σˆ X = ∑ t X t X t′ − ∑ t X t X t . Hence a preliminary estimator for fX(x) is ∑ t T T T 1 fˆX ( x ) = ∑ K bˆ1 ( X t − x ) T t Copyright © 2010 John Wiley & Sons, Ltd.
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Local polynomial regression estimators are used to estimate V1 (local cubic) and V2 (local linear). Consider the following weighted squared error:



∑ {1(εˆ



(



≤ ε ) − m(0) + ∑ i =1 mi(1) ( Xit − xi ) + ∑ i =1 ∑ j ≥i mij(2) ( Xit − xi ) ( X jt − x j )



t +h



t



d



d



d



)} K 2



( 3) ( Xit − xi ) ( X jt − x j ) ( X kt − xk ) + ∑ i =1 ∑ j ≥i ∑ k ≥ j mijk d



d



d



b1 c



(18)



(Xt − x)



Let d′ ≡ d0 + d1 + d2 + d3, dj ≡ (j + d − 1)!/j!(d − 1)!. To estimate the d′-vector of coefficients in (18), m, define the T × d′ regressor matrix, Xlc with the tth row given by the 1 × d′ vector



(1, (X



(1)′



t



(2 )′



(3)′



− x) , (Xt − x) , (Xt − x)



)



where the vectors are lexicographically ordered:



( X t − x )(1) ≡ ( X1t − x1 , … , X dt − xd )′ ( X t − x )(2) ≡ [( Xit − xi ) ( X jt − x j )]i =1, … , d , j =i , … , d ( X t − x )(3) ≡ [( Xit − xi ) ( X jt − x j ) ( X kt − xk )]i =1, … , d , j =i , … , d , k = j , … , d Define 1(εˆh ≤ ε) ≡ (1(εˆ1+h ≤ ε), . . . , 1(εˆT+h ≤ ε))′ and, for a pilot bandwidth blc, Klc ≡ diag{Kblc(Xt − x)}. Then m ˆ = (X′lcKlc Xlc)−1X′lcKlc1(εˆh ≤ ε). Following Hansen (2004), define the T × T matrix of ones as LT, and T × T matrx max{εˆh, εˆ h′} with its (s, t)th element being max{εˆs+h, εˆt+h}, and D ≡ [ 0 I d2 0 ], ι1 ≡ (1, 0, … , 0 , 1, 0, … , 0 , 1, … , 1, 0, 1)′      d2 ×1



d2 × d ′



1×( d −1)



1×( d − 2 )



Then ˆ ˆ ′D′ι1dε Vˆ1 = 4∫ ι1′Dmm = 4ι1′D ( X ′lc K lc X lc ) X ′lc K lc ( max {εˆ t + h : t ≤ T } LT − max {εˆ h , εˆ h′ }) K lc X lc( X ′lc K lc X lc ) D′ι1 −1



−1



(19)



Next, consider the pilot bandwidth blc. To obtain good estimates of Fii(ε|x), a good criterion is the AMSE of ∑di=1Fˆii(ε|x). With some calculations: ⎞ ⎛ AMSE ⎜ ∑ Fˆii (ε x )⎟ = ∑ ∑ ∫ bias {Fˆii ( ε x )} bias {Fˆ jj (ε x )} dε ⎠ ⎝ i =1 i j d



+ ∑ ∑ ∫ cov {Fˆii (ε x ) , Fˆ jj (ε x )} dε i



j



Using the results of Masry (1996) and Xiao et al. (2003), define M and Γ as d′ × d′ matrices with the (i, j)th block, i, j = 1, 2, 3, 4, being di−1 × dj−1 matrices Mi−1,j−1 and Γi−1,j−1, respectively: Copyright © 2010 John Wiley & Sons, Ltd.



J. Forecast. 31, 189–228 (2012) DOI: 10.1002/for



Semiparametric Forecast Intervals



201



[ Mi −1, j −1 ](l , m) ≡ ∫R u1l + m udl + m K ( u ) du, [ G i −1, j −1 ](l ,m) ≡ ∫R u1l + m udl + m K 2 ( u ) du 1



d



1



d



1



d



d



1



d



d



d



d



k =1



k =1



∑ lk = i − 1, ∑ mk = j − 1 Similarly, B is d′ × d4 with the ith block, i = 1, 2, 3, 4, equal to Mi−1,4. Let V4 ≡ ∫m(4)m(4)′dε, 1 ∂ 4 F (ε x) where m(4) is a d4 × 1 vector with elements , ∑di=1 ji = 4. Then j1 ! … jd ! ∂x1j1 … ∂xdjd



opt lc



b



{



( d + 4 )V2ι1′DM −1GM −1D′ι1 = f X ( x )ι1′DM −1BV4 B′ M −1D′ι1



}



1 d +8



−1



T d +8



(20)



Define a T × (d + 1) regressor matrix Xu with the tth row being the 1 × (d + 1) vector (1, (Xt − x)(1)′), a T × T matrix Ku ≡ diag{Kbu(Xt − x)} for a pilot bandwidth bu and a (d + 1) vector ι2 ≡ (1, 0, . . . , 0)′. Following Hansen (2004), the local linear estimator for V2 can be written as + −1 −1 Vˆ2 ≡ ι2′ ( X ll′ K ll X ll ) X ll K ll (εˆ h − εˆ h′ ) K ll X ll ( X ll′ K ll X ll ) ι2



(21)



where (εˆh − εˆ h′ )+ is T × T with the (s, t)th element equal to (εˆs+h − εˆt+h)1(εˆs+h − εˆt+h ≥ 0). Using (16):12 1



opt ll



b



−1 dV ⎡ ⎤ d+4 d+4 ≡⎢ d d2 2 T ⎣ 2 π f X ( x )V1 ⎥⎦



(22)



To construct estimates of blcopt and bllopt, a parametric quartic regression is used to obtain preliminary estimates of V1, V2 and V4. Let d˜ ≡ ∑4i=0di. Construct the T × d˜ quartic regressor matrix Xq with the tth row equal to



(1, (X − x)



(1)′



t



(2 )′



(3)′



( 4)′



, (Xt − x) , (Xt − x) , (Xt − x)



)



′



( X t − x )(4) ≡ [( Xit − xi ) ( X jt − x j ) ( X kt − xk ) ( Xlt − xl )]i =1, … , d , j =i , … , d , k = j , … , d , l = k , … , d Then, preliminary estimates of V1, V2 and V4 can be obtained by −1 −1 V1 ≡ 4ι1 D2 (X q′ X q ) X q′ (max {εˆ t + h : t ≤ T } LT − max {εˆ h , εˆ h′ }) X q ( X q′ X q ) D2′ ι1



(23)



+ −1 −1 V2 ≡ ι2′ (X q′ X q ) X q ( εˆ h − εˆ h′ ) X q (X ll′ X q ) ι2



(24)



−1 −1 V4 ≡ D 4 (X q′ X q ) X q′ (max {εˆ t + h : t ≤ T } LT − max {εˆ h , εˆ h′ }) X q (X q′ X q ) D 4′



(25)



12



Since it has been shown that the ANW estimator for F(ε|x) produces the same bias and variance as the local linear estimator.
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where D2 is a d2 × d˜ matrix [0|Id2|0|0], D4 is d4 × d˜ matrix [0|0|0|Id4], and ˜ι2 is a d˜ × 1 vector (1, 0, . . . , 0)′. In summary, a plug-in estimate of the optimal bandwidth for Fˆ(ε|x) can be obtained by the following procedure: Step 1. Construct parametric estimates V˜1, V˜2 and V˜4 using (23)–(25). Obtain fˆX(x) using (17). Step 2. Construct estimates bˆ lcopt and bˆ llopt using (20) and (22), respectively, plugging in estimates in step 1. Step 3. Construct estimates Vˆ1 using bˆ lcopt and (19) and Vˆ2 using bˆ llopt and (21). Step 4. The plug-in bandwidth bˆ opt can be obtained by plugging in Vˆ1 , Vˆ2 and fˆX(x) into (16). Dimensionality The curse of dimensionality is a general obstacle in nonparametric estimation. One approach that deals specifically with CDF estimators is the method of Hall and Yao (2005), the concept of which is related to single-index models of, among others, Powell et al. (1989) and Hardle et al. (1993). By conditioning εt+h on a linear combination of Xt instead of Xt, the dimension of the nonparametric component is effectively reduced to 1. Hall and Yao (2005) proposes to choose the linear combination to optimize a least-squares criterion. Alternatively, a recent proposal by Yu et al. (2008) suggests that quantiles of F(ε|x) can be estimated by d(d + 1)/2 partial derivatives of bivariate copulae, with each partial derivative estimated univariately. Although the above proposals of dimension reduction techniques are promising, they each have shortcomings. The method of Hall and Yao (2005) will yield in the limit an approximation to F(ε|x), and it is difficult in practical situations to assess the accuracy of this approximation. On the other hand, the method of Yu et al. (2008), while new and innovative, imposes significant computation costs. Furthermore, it is unclear how parameter estimation error in βˆ will affect the asymptotics of these two methods. Here I offer a simple alternative. Since nonparametric estimation here has the unique feature that the dependent variable is forecast error εt+h instead of Yt+h, it is reasonable to argue that the forecast model (1) yields errors εt+h that are independent of some covariates in the vector Xt. Thus one can pretest the null hypothesis that a given element of Xt is independent of εt+h.13 If this null cannot be rejected, then this element of Xt need not be included in nonparametric CDF estimation. More formally, write Xt = (X1t, . . . , Xdt)′, I propose to test whether εt+h and Xit is independent for i = 1, . . . , d using a popular nonparametric independence test based on the correlation integral (see, for instance, Baek and Brock, 1992; Brock et al., 1996). This particular test has three advantages. First, without requiring anything more than Assumptions 1.1, 1.2 and 1.4 of this paper, it has been shown by de Lima (1996) and Johnson and McClelland (1998) that errors induced in the estimation of β0 by βˆ do not enter the asymptotic null distribution of the test statistic, a desirable property that parallels the parameter estimation error-free property of the forecast intervals. Second, this class of test enjoys good power against a wide array of alternatives in tests of serial dependence (Brock et al., 1996; Fernandes and Neri, 2010), and this power property may carry over to the testing of independence between εt+h and Xit. Finally, this test statistic is simple to implement, and calculation of the test statistic does not require kernel density estimation and corresponding bandwidth selection procedures present in the entropy-based test of, for instance, Hong and White (2005) and Fernandes and Neri (2010). 13



A referee pointed out that one can condition on one or two important covariates only. Another way of choosing such covariates is to use economic theory, when available.
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Let Xt generically represent Xit for i = 1, . . . , d. The correlation integral test is based on the idea that, for all δ > 0, independence between εt+h and Xt implies that P ( X t − X s < δ and ε t + h − ε s + h < δ ) = P ( X t − X s < δ ) P ( ε t + h − ε s + h < δ )



(26)



Therefore, a rejection of the null in (26) for any δ would imply that Xt and εt+h are not independent. Brock et al. (1996) and Fernandes and Neri (2010) suggested choosing δ as a multiple of the standard deviation of {εˆt+h}Tt=1,14 and Fernades and Neri (2010) has indicated that the test is very robust to the choice of factor. Following Johnson and McClelland (1998), the test statistics can be computed as follows: CI (δ ) ≡



T (Cˆ X ,ε (δ ) − Cˆ X (δ ) Cˆ ε (δ )) sˆ (δ )



(27)



where 1 Cˆ X ,ε (δ ) ≡ ⎛T ⎞ ⎜⎝ ⎟⎠ 2 1 Cˆ X (δ ) ≡ T ⎛ ⎞ ⎜⎝ ⎟⎠ 2



T −1



T −1



T



∑ ∑ 1( X t =1 s = t +1



T



∑ ∑ 1( X



t



t



− X s < δ )1( εˆ t + h − εˆ s+ h < δ )



− Xs < δ )



t =1 s = t +1



(Cˆ



ε



(δ ) defined simillarly )



⎡⎢T 1 5 ⎤⎥



j ⎞ ⎛ sˆ (δ ) ≡ 2 sˆ0 (δ ) + 2 ∑ ⎜ 1 − 1 5 ⎟ sˆ j (δ ) ⎝ ⎡⎢T ⎤⎥ + 1⎠ j =1 2 2 sˆ j (δ ) ≡ ( Kˆ X , j (δ ) − C X (δ ) ) ( Kˆ ε , j (δ ) − C ε (δ ) )



Kˆ X , j (δ ) ≡



T−j T T 1 1( X t − X s < δ )∑ 1( X t + j − Xr < δ ) ∑ ∑ 2 T (T − j ) t =1 s =1 r =1



1 C X (δ ) ≡ 2 T



T



T



∑ ∑ 1( X t =1 s =1



t



− Xs < δ )



( Kˆ



ε, j



(δ ) defined similarly )



(C ε (δ ) defined similarly )



The estimator for asymptotic variance, ˆs (δ), takes a Newey and West (1987) form. Note also that C˜X(δ) and C˜ε(δ) are V-statistic forms of the U-statistics CˆX(δ) and Cˆε(δ), in order to guarantee that ˆs (δ) are positive in finite sample (Brock et al., 1996). Theorem 3. (de Lima, 1996; Johnson and McClelland 1998) Suppose that Assumptions 1.1, 1.2 and 1.4 hold. Then, under the null that Xt and εt+h are independent, as T → ∞: In practice, typical values for the multiple factor are 0.5, 1, and 2. Without loss of generality, one can also set δs that are Xt and εt+h specific. That is, (26) can be modified to P(|Xt − Xs| < δX and | εt+h − εs+h | < δε) = P(|Xt − Xs | < δX)P(|εt+h − εs+h| < δε). 14
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(28)



Brock et al. (1996) and Johnson and McClelland (1998) show that the asymptotic test may be over-sized for moderate sample sizes. Since under the null εt+h and Xt are independent but may depend on their own past histories, one alternative is to use the block bootstrap test. In other words, sample blocks of {εˆt+h} and Xt independently using the method of Politis and Romano (1994), say, and build the distribution of test statistics based on time series of length T constructed by these blocks. This test should be conducted for each of the d-covariates in Xt. CDF estimation of εt+h|Xt need only to condition on those Xts for which the null in (26) is rejected.



SIMULATIONS Three numerical examples in this section illustrate the performance of the semiparametrc forecast intervals in finite samples. The goal is to make numerical comparisons for (i) minimum-length intervals vs. symmetric intervals; (ii) semiparametric (from hereon abbreviated ‘S’)15 forecast intervals vs. forecast intervals derived using the method of Granger et al. (1989) and Hansen (2006) (from hereon abbreviated ‘EDF’, since the intervals are constructed based on the empirical distribution function of εˆt+h); (iii) semiparametric forecast intervals vs. nonparametric forecast intervals of Hall et al. (1999) (from hereon abbreviated ‘NP’).16 The objective of (ii) is to evaluate the robustness semiparametric forecast intervals in environments of misspecification, relative to EDF, which requires εt+h to be independent of Xt. As for (iii), the objective is to evaluate the advantage one would gain using semiparametric intervals when a point forecast model is available, relative to a fully nonparametric NP approach. The performance criteria are empirical coverages and lengths. It is desirable to have the empirical coverage as close as possible to the nominal coverage, and the length as short as possible.17 Minimum-length methods are also applied to EDF and nonparametric intervals. Comparisons will be made across minimum-length forecast intervals of S, EDF and NP. For all simulations, the number of iterations has been set to 2000. For each sample size, the first 100 generated data points are discarded to avoid start-up effects. Empirical coverages and lengths of forecast intervals are calculated by averaging the out-of-sample ‘hits’ (whether the realization lies in the interval) and interval lengths, respectively, across the 2000 iterations. The nominal coverage for all forecast intervals is 90%. An AR(1)-GARCH(1, 1) model (Model 1) The true DGP is Yt +1 = 0.8Yt + ε t +1



ε t +1 = σ t +1 (ut +1 − Eut +1 ) 15



Bandwidth is selected by the plug-in procedure. Bandwidth selected by the bootstrap method in Hall et al. (1999). 17 Clearly, there is a trade-off. 16
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σ t2+1 = 0.2 + 0.4ε t2 + 0.3σ t2 ut +1 ∼ 0.2 × N (0, 1) + 0.2 × N (0.5, 0.667) + 0.6 × N (1.083, 0.391) i.i.d.



The skewed density of ut+1 is from Marron and Wand (1992). In this case, εt+1 and Yt are not independent. The point forecast model specifies that Yt + h = β ′X t + ε t + h X t ≡ (Yt , … , Yt +1− d )′ E (ε t +h X t ) = 0 Thus, using the OLS estimator βˆ, the point forecast model generates asymptotically MSPE-optimal point forecasts since it consistently estimates the true conditional mean. I estimate direct h-step-ahead AR(1) (d = 1) and AR(3) (d = 3) models. Conditional heteroskedasticity was not explicitly modeled in any of the cases, and for NP the dimension of the design matrix follows d. For EDF, the additional (and misspecified) assumption that εt+h and Xt are independent is imposed. The results on symmetric intervals are contained in Table I, while the results on minimum-length intervals are contained in Table II.



Table I. Forecast performance for Model 1: symmetric intervals Horizon T = 50 h=1 h=2 h=4 h=8 T = 200 h=1 h=2 h=4 h=8



Lag



EDF



S



NP



Cov.



Leng.



Cov.



Leng.



Cov.



Leng.



d=1 d=3 d=1 d=3 d=1 d=3 d=1 d=3



0.750 0.625 0.748 0.665 0.796 0.682 0.698 0.698



2.296 2.172 2.906 2.738 3.483 3.253 3.554 3.299



0.872 0.713 0.843 0.720 0.796 0.700 0.722 0.673



2.109 2.046 2.749 2.614 3.329 3.024 3.460 3.140



0.857 0.753 0.820 0.768 0.779 0.727 0.747 0.686



2.747 2.128 2.996 2.706 3.458 3.147 3.520 3.214



d=1 d=3 d=1 d=3 d=1 d=3 d=1 d=3



0.792 0.642 0.782 0.681 0.816 0.731 0.840 0.800



2.083 2.058 2.799 2.750 2.500 3.460 3.916 3.911



0.892 0.786 0.893 0.776 0.876 0.801 0.879 0.837



2.023 1.961 2.736 2.675 3.478 3.407 3.955 3.929



0.924 0.912 0.909 0.894 0.881 0.857 0.883 0.850



3.287 3.031 3.520 3.345 3.785 3.697 4.016 4.006



Note: Cov., coverage—the ratio of out-of-sample realizations that fall into 90% forecast intervals out of 2000 trials; Leng., average length—the average length of intervals across the trials.
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Table II. Forecast performance for Model 1: minimum-length intervals Horizon T = 50 h=1 h=2 h=4 h=8 T = 200 h=1 h=2 h=4 h=8



Lag



EDF



S



NP



Cov.



Leng.



Cov.



Leng.



Cov.



Leng.



1 3 1 3 1 3 1 3



0.783 0.611 0.743 0.655 0.781 0.650 0.675 0.654



1.888 1.799 2.522 2.398 3.048 3.055 3.350 3.121



0.860 0.683 0.821 0.701 0.773 0.667 0.696 0.655



1.861 1.801 2.517 2.408 3.105 2.831 3.269 2.963



0.823 0.726 0.783 0.739 0.771 0.716 0.722 0.647



2.356 2.042 2.805 2.536 3.237 2.955 3.327 3.040



d=1 d=3 d=1 d=3 d=1 d=3 d=1 d=3



0.781 0.659 0.790 0.671 0.807 0.751 0.871 0.838



1.926 1.896 2.683 2.651 3.369 3.386 3.786 3.777



0.876 0.766 0.874 0.754 0.867 0.792 0.871 0.821



1.866 1.795 2.622 2.536 3.322 3.229 3.732 3.692



0.910 0.906 0.896 0.879 0.872 0.844 0.870 0.837



3.170 2.981 3.375 3.190 3.607 3.495 3.789 3.760



d= d= d= d= d= d= d= d=



Note: Minimum-length intervals computed using the search method, with k = 1. Cov., coverage—the ratio of out-of-sample realizations that fall into 90% forecast intervals out of 2000 trials; Leng., average length—the average length of intervals across the trials.



Summarizing the observations: (i)



Minimum-length method reduces the length of the intervals for S, EDF and NP without large effects on coverage, particularly in short horizons. For instance, when h = 1, d = 1 and T = 50, minimum-length semiparametric forecast intervals are on average 12% shorter than symmetric counterparts, at the expense of a 1% decrease in coverage. Given this result, I focus on the results in Table II in discussions below. (ii) EDF is impaired by GARCH while S is robust to it. At short horizons (h = 1, 2), EDF forecast intervals are usually longer with worse coverages compared to the S forecast intervals. When h = 1, d = 1 and T = 50, S yields a 10% improvement in coverage with approximately the same length over EDF. When T = 200, S has 12% better coverage and 3% shorter length. (iii) The point forecast model is valuable. When the AR lag in the point forecast model is correctly specified (d = 1), S consistently outperforms NP. For instance, when h = 1, d = 1 and T = 200, S under-covers by 2.7%, NP over-covers by 1.1%, but S is 41% shorter. When d = 3 the results are more ambiguous. For short horizons, NP intervals frequently achieves better coverage than EDF and S, but are significantly longer. The under-coverage of S may be attributed to a combination of increased dimensions and distortions brought upon by unnecessary lags in the point forecast model. (iv) When there are no GARCH effects, that is, when {σt+1} = 1, EDF should perform the best since εt+h is independent of Xt. Table III contains the results for minimum-length intervals. When d = 1, EDF and S perform well even when sample size is small. When d = 3, at h = 1 and Copyright © 2010 John Wiley & Sons, Ltd.
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Table III. Forecast performance for Model 1: no GARCH effects Horizon T = 50 h=1 h=2 h=4 h=8 T = 200 h=1 h=2 h=4 h=8



Lag



EDF



S



NP



Cov.



Leng.



Cov.



Leng.



Cov.



Leng.



1 3 1 3 1 3 1 3



0.875 0.792 0.830 0.775 0.785 0.762 0.733 0.733



2.129 2.052 2.731 2.604 3.064 3.102 3.214 3.074



0.869 0.697 0.830 0.761 0.793 0.767 0.722 0.741



2.111 2.062 2.745 2.651 3.135 3.022 3.218 3.050



0.852 0.839 0.820 0.808 0.805 0.786 0.749 0.758



2.997 2.838 3.185 3.015 3.262 3.192 3.290 3.192



d=1 d=3 d=1 d=3 d=1 d=3 d=1 d=3



0.881 0.842 0.860 0.858 0.872 0.830 0.867 0.853



2.128 2.107 2.805 2.781 3.335 3.354 3.620 3.597



0.876 0.833 0.856 0.848 0.871 0.822 0.864 0.841



2.125 2.099 2.803 2.777 3.348 3.306 3.600 3.564



0.903 0.905 0.875 0.881 0.874 0.858 0.869 0.856



3.181 2.994 3.365 3.258 3.541 3.467 3.641 3.614



d d d d d d d d



= = = = = = = =



Note: Forecast intervals are minimum length, computed using the search method, with k = 1. Cov., coverage—the ratio of out-of-sample realizations that fall into 90% forecast intervals out of 2000 trials; Leng., average length—the average length of intervals across the trials.



T = 50, S is inferior compared to EDF, a result of increased dimensionality. As with the cases where GARCH effects were present, NP intervals have slightly better coverages but significantly longer lengths. (v) As h increases, the coverages and lengths of all intervals converge. This might be due to the fact that as h grows dependence between Yt+h and Xt decreases, so S, EDF, NP converge to the unconditional distribution estimator. An endogenous regressors model (Model 2) The true DGP, similar to West (1996), is Yt = X t + ε t X t = Z1t + Z 2 t + ε t Z it = 0.5Z i ,t −1 + uit , i = 1, 2 (ε t , u1t , u2 t )′ i.i.d. ∼ N (0, I 3 ) Forecast intervals are constructed one step ahead, using ‘realized’ XT+1 to construct intervals for YT+1|XT+1. The point forecast model is Copyright © 2010 John Wiley & Sons, Ltd.
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Table IV. Forecast performance for Model 2 Instrument



EDF Cov.



Symmetric intervals T = 50 0.822 Z1t — Z2t — Z1t, Z2t T = 200 0.854 Z1t — Z2t — Z1t, Z2t Minimum–length intervals T = 50 0.811 Z1t — Z2t — Z1t, Z2t T = 200 0.832 Z1t — Z2t — Z1t, Z2t



S



NP



Leng.



Cov.



Leng.



Cov.



Leng.



3.151 — —



0.883 0.874 0.869



2.944 3.007 3.000



0.935 — —



5.729 — —



3.309 — —



0.910 0.891 0.907



2.986 2.992 2.996



0.9615 — —



5.672 — —



3.052 — —



0.858 0.844 0.842



2.784 2.851 2.840



0.724 — —



5.598 — —



3.136 — —



0.888 0.882 0.893



2.876 2.881 2.885



0.726 — —



5.505 — —



Note: Minimum-length intervals computed using the search method, with k = 1. Cov., coverage—the ratio of out-of-sample realizations that fall into 90% forecast intervals out of 2000 trials; Leng., average length—the average length of intervals across the trials.



Yt = β X t + ε t E ( Z it ε t ) = 0, i = 1, 2 EDF intervals utilize the forecasting equation but not the moment restrictions, given that it assumes Xt and εt are independent. In this case, EDF is clearly not an appropriate approach given that the model suggests the presence of endogeneity. For S, instruments can be Z1t, Z2t, or both. If there is one instrument, βˆ is the IV estimator. If both instruments are used, βˆ is the efficient GMM estimator.18 Using different instrument sets provides insights into the effects of different βˆ s.19 Table IV contains results for symmetric and minimum-length intervals.20 Summarizing the observations: (i)



The differences between symmetric and minimum-length intervals are small, with the exception of NP. This is because the underlying distributions are symmetric and unimodal. For sake of brevity, I focus on symmetric intervals in the discussions below.



18 That is, obtain preliminary estimator with identity weight matrix, estimate the variance–covariance matrix of Ztεt by the HAC estimator in Newey–West (1987) with window size of 8, and re-estimate the parameter using the inverse of this as the weight matrix. p 19 In all cases, βˆ → 1. 20 I constructed the minimum-length intervals to evaluate the minimum-length method in the case of a unimodal and symmetric forecast error distribution.
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(ii) EDF is impaired by endogeneity while S is robust to it. S has significantly better coverage and shorter length compared to EDF in all cases. (iii) The point forecast model is valuable. Comparing S to NP, on average, S interval lengths are about half of the lengths of NP intervals, with very similar coverage. R intervals take advantage of the model, estimating the location of the CDF more effectively than NP intervals. A threshold autoregressive model (Model 3) The previous simulation exercises used point forecast models that are good approximations to the DGPs. In this set of simulations, I use a linear point forecast model to approximate a highly nonlinear DGP. The true DGP is a first-order threshold autoregressive (TAR) model with two regimes: Yt +1 = 0.9Yt 1(Yt < 0 ) − 0.9Yt 1(Yt ≥ 0 ) + ut +1 ut+1 ∼ N (0, 0.25) i.i.d.



The point forecast model is an AR(1) model: Yt + h = β X t + ε t + h X t ≡ (1, Yt )′, E (ε t + h X t ) = 0 and βˆ is the OLS estimator. The point forecast model is misspecified in that the moment condition is not satisfied for all β ∈ B. For EDF intervals, the assumption that εt+h and Xt are independent is added. Table V contains results for symmetric and minimum-length intervals. Summarizing the observations: (i)



EDF is impaired by misspecification, while S is robust to it. However, EDF intervals still work surprisingly well, especially at long horizons. S forecast intervals work well. The coverages are excellent, even in small samples, while the lengths are often shorter than EDF. (ii) The point forecast model, though misspecified, improves forecasts. S intervals have significant advantages over NP intervals, especially at short horizons. For h = 1, 2 S and NP intervals have almost identical coverage, while S intervals on average are up to 40% shorter (h = 1, T = 200). This result indicates that the NP method does not efficiently estimate forecast intervals as S intervals based on a misspecified linear model yield substantial improvements. (iii) Symmetric and minimum-length intervals are similar, as there is no skewness in the DGP. Summary In general, semiparametric intervals using linear point forecast models outperform NP intervals in terms of interval lengths without compromising too much on coverage. In one case the linear model approximates a nonlinear DGP. However, it is observed that in the case of Model 1 and d = 3, NP intervals outperform S in terms of empirical coverage. The robustness of semiparametric intervals is confirmed in situations where the point forecast models are limited or misspecified descriptions of the DGPs. Semiparametric intervals generally outperform EDF intervals, which require correct specification and may contradict models such as Model 2.
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Table V. Forecast performance for Model 3 Horizon T = 50 h=1 h=2 h=4 h=8 T = 200 h=1 h=2 h=4 h=8



Lag



EDF



S



NP



Cov.



Leng.



Cov.



Leng.



Cov.



Leng.



Sym. ML Sym. ML Sym. ML Sym. ML



0.784 0.749 0.821 0.785 0.817 0.771 0.808 0.783



1.874 1.665 2.167 1.936 2.346 2.096 2.318 2.206



0.876 0.849 0.870 0.835 0.847 0.802 0.807 0.782



1.821 1.664 2.161 1.936 2.344 2.102 2.318 2.206



0.870 0.834 0.860 0.814 0.853 0.801 0.823 0.797



2.444 2.267 2.469 2.246 2.457 2.221 2.375 2.259



Sym. ML Sym. ML Sym. ML Sym. ML



0.795 0.781 0.823 0.819 0.851 0.830 0.861 0.851



1.784 1.731 2.124 2.064 2.393 2.314 2.495 2.439



0.894 0.882 0.880 0.871 0.882 0.866 0.865 0.849



1.767 1.714 2.120 2.059 2.399 2.317 2.525 2.427



0.893 0.883 0.895 0.880 0.880 0.863 0.872 0.857



2.472 2.382 2.495 2.404 2.538 2.437 2.560 2.453



Note: Sym., symmetric intervals; ML, minimum-length intervals, computed using the search method with k = 1; Cov., coverage—the ratio of out-of-sample realizations that fall into 90% forecast intervals out of 2000 trials. Leng., average length—the average length of intervals across the trials.



An interesting observation gathered from comparing Models 1 and 3 is that when sample sizes are small the choice of predictors is important. The point forecast model with a misspecified functional form but correct predictor set worked well (as in Model 3). However, if the predictors differ from those of the DGP (as in Model 1 when d = 3), performance of semiparametric forecast intervals was adversely affected even though the functional form is generally correct. This can be viewed as evidence of dynamic misspecification described in Corradi and Swanson (2006). APPLICATION Meese and Rogoff ’s (1983) paper provided evidence against the notion that economic fundamentals have point predictive ability for nominal exchange rates. The phenomenon of the naive random walk model outperforming models with economic fundamentals in point forecasting has been given the name the ‘Meese and Rogoff puzzle’. The goal is to study whether the Meese and Rogoff (1983) puzzle extends to exchange rate interval forecasting. To address this question, I apply semiparametric forecast intervals to exchange rate point forecast models of Mark (1995) and Cheung et al. (2005). To keep things simple, asymptotic inference on empirical coverages and lengths across models were not constructed.21 21



Interested readers are referred to Wang and Wu (2009) for procedures on forecast interval evaluation based on Giacomini and White’s (2006) framework.
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Data The data are quarterly observations from four G8 countries: Canada (CAN), Germany (GER), Japan (JPN) and the United Kingdom (UK). The United States (USA) is considered as the foreign country for all four. The data22 span from 1974Q1 to 2001Q3 (111 observations in total). The exchange rates data are the end-of-quarter bilateral nominal exchange rates (against the USA) from the International Financial Statistics (IFS) CD-ROM. I use three fundamentals: price, money and output. The price data are the end-of-quarter CPI, also from the IFS CD-ROM. The Main Economic Indicators CD-ROM OECD is the source for the seasonally adjusted money supply.23 Real seasonally adjusted GDP from the OECD is used as output for CAN, JPN, GER (1974Q1–2001Q1), UK and USA, and the IFS CD-ROM for GER during the period 2001Q2–2001Q3. Exchange rate models and forecast intervals Let {st}, {mt}, {yt} and {pt} be the transformed data24 for the nominal exchange rate, money, output and price. The exchange rate models are linear long-horizon regressions:25 Yt + h = β ′X t + ε t + h Yt + h = st + h − st ⎧(1, (m − m US ) − ( y − y US ) − s )′ t t t t t ⎪ Xt ≡ ⎨ ⎪⎩(1, ( pt − ptUS ) − st )′



( Model 4) ( Moddel 5)



In order for Assumptions 1.1 to hold, (mt − mtUS) − (yt − ytUS) − st (hereafter referred to as ‘monetary fundamentals’) in Model 4 and (pt − ptUS) − st (hereafter referred to as ‘real exchange rate’ or ‘prices’) in Model 5 have to be stationary. Evidence of either of these cointegration relationships can be found in the literature.26 The exchange rate models are compared to the i.i.d. random walk model where st+1 = st + et+1 and i.i.d. et+1 ∼ Fe. Iterating this equation gives the h-step-ahead point forecast model st + h = st + ε t + h ( Model 6 ) and εt+h = ∑hi=1et+i. The i.i.d. assumption is stronger than most assumptions made about the errors in the literature,27 but it simplifies the estimation of the forecast intervals. Since εt+h is independent of st, EDF intervals suffice. Comparisons between Models 4–6 are made using a rolling out-of-sample forecasting scheme, for h = 1, 2, 3, 4, T = 73, 72, 71, 70 and R = 37, 36, 35, 34. The rolling scheme implies that if h = 3, say, the forecast interval generated using data from 1973Q1 to 1988Q2 is compared to the outof-sample realization s1989Q1, and interval generated using data from 1973Q2 to 1988Q3 is compared to the realization s1989Q2, and so on. 22



I use the same data as Engel and West (2005), downloaded from the website of Charles Engel. I thank the authors for the data. 23 M4 in the UK and M1 for CAN, GER and JPN and USA. 24 Taken logs and multiplied by 100. 25 The word ‘regression’ is actually not accurate, since neither Mark (1995) nor this paper makes a statement about the conditional mean. 26 See, for instance, Mark and Sul (2001) for Model 4 and Amara and Papell (2006) for Model 5. 27 Most papers assume {et+1} to be a martingale difference sequence (MDS).
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Table VI. Forecast performance for exchange rate Models 4–6 Horizon



Model 4 Cov.



Leng. (%Δ)



Model 5



Model 6



Cov.



Leng. (%Δ)



Cov.



Leng.



CAN h=1 h=2 h=3 h=4



0.730 0.584 0.686 0.677



15.77% 16.76% 11.54% −0.47%



0.757 0.722 0.743 0.735



14.70% −5.78% −5.28% −13.56%



0.838 0.917 0.943 0.912



0.074 0.104 0.130 0.150



GER h=1 h=2 h=3 h=4



0.838 0.833 0.800 0.824



−10.01% −4.26% −55.78% −10.16%



0.865 0.889 0.915 0.882



5.83% −8.03% −25.17% −7.77%



0.892 1.000 0.943 0.882



0.189 0.284 0.357 0.373



JPN h=1 h=2 h=3 h=4



0.730 0.750 0.686 0.677



4.34% 16.79% −7.10& 19.82%



0.892 0.833 0.857 0.882



3.37% 4.18% 5.92% −1.12%



0.892 0.889 0.829 0.853



20.123 28.553 36.247 42.389



UK h=1 h=2 h=3 h=4



0.892 0.889 0.914 0.882



5.21% −6.15% 12.82% −20.75%



0.892 0.889 0.886 0.912



−20.60% −48.03% −43.45% −79.32%



0.973 0.944 0.971 0.971



0.173 0.304 0.325 0.403



Note: Forecast intervals are symmetric. Cov., coverage—the ratio of out-of-sample realizations that fall into 90% forecast intervals out of R rolling evaluation points; Leng., average length—the average length of intervals across R forecasts; Model 6 is the benchmark, while the entries for Models 4 and 5 are the percentage differences in the length (in currency units) compared to Model 6. A negative entry means shorter length.



Results Forecast intervals with a nominal 90% coverage are generated using Models 4–6. For Models 4 and 5, I estimate the model parameters by OLS,28 and apply semiparametric forecast intervals.29 For Model 6, EDFs of the forecast errors εt+h = st+h − st are used to construct forecast intervals. The average lengths and empirical coverages of the forecast intervals across the R out-of-sample evaluation points are the measures of interval quality. For the sake of brevity, only symmetric forecast intervals are considered. Table VI displays the results. (i)



The prices-based Model 5 is generally superior to the monetary fundamentals-based Model 4. For CAN, intervals generated by Model 5 have much better coverage and shorter lengths, aside from h = 1. For GER, Model 5 has much better coverage at all horizons. The advantage of Model 5 is particularly pronounced at h = 2, 3. For JPN, Model 5 provides coverage that is very close to the nominal coverage, while the best Model 4 can do is getting within 15% at h = 3. For UK, both models cover well, but Model 5 provides significantly shorter intervals.



28



Mark (1995) has shown numerically that the OLS estimates are biased upwards under his assumptions, and subsequently corrected the biases using a parametric bootstrap. For simplicity, this possibility is not considered here. 29 Bandwidths selected by the method of Hall et al. (1999).
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(ii) Prices predict well relative to the random walk for all countries except CAN. Model 5 generally provides tighter predictions. For GER, at h = 3 Model 5 gains a 25% length advantage with similar coverage. For JPN, the performances of the two models are very similar. One may argue that Model 6 works better in the short horizons, while Model 5 works better at the longer horizons. Finally, for the UK, Model 6 generates very large intervals compared to Model 5. While Model 5 has very good nominal coverage, it also has 21%, 48%, 43%, and 79% shorter intervals compared to Model 6, respectively, at h = 1, 2, 3, 4. (iii) Consistent with the initial finding of Mark (1995), the usefulness of fundamentals relative to random walk increases with the horizon. This is the case for all countries studied. This exercise shows that there is substantial predictive power in prices and, to a much lesser extent, money and output, for nominal exchange rates. Furthermore, the prices-based long-horizon regression model is able to outperform the random walk model in many instances, as semiparametric forecast intervals based on the long-horizon regression model provide substantially tighter predictions without losing much coverage to the random walk model. This is evidence that the Meese and Rogoff puzzle does not extend to the case of forecast intervals for exchange rates. CONCLUSION This paper introduced a method of generating forecast intervals using point forecast models. The point forecast model is estimated, thereby taking advantage of its predictive power. Then, nonparametric estimation of the CDF of the forecast error conditional on predictors builds the rest of the forecast distribution around the point forecast, from which symmetric and minimum-length forecast intervals can be constructed. Asymptotic analysis shows that under mild regularity conditions, regardless of the quality of the point forecast model, semiparametric forecast quantiles and minimum-length forecast intervals are consistent. Furthermore, errors induced by the estimation of point forecast model parameters do not appear in the asymptotic distribution of forecasts. Asymptotic bias of semiparametric forecasts depends on the dependence between the forecast errors and predictors and, in the extreme case where these are independent, the bias is exactly zero, in stark contrast to nonparametric forecast intervals. Three sets of simulations show that the proposed forecast intervals, based on approximate point forecast models, perform well against alternatives. Specifically, compared to the method of Granger et al. (1989) and Hansen (2006), which requires the point forecast model to be correctly specified, semiparametric forecast intervals appear to have much better empirical coverage, an indication that forecast intervals are robust to model misspecifications. When compared to the fully nonparametric intervals of Hall et al. (1999), in most cases, semiparametric intervals have significant advantage in empirical length, given similar empirical coverages, an indication that the point forecast models provide information that facilitates tighter forecasts. An application to the Meese and Rogoff puzzle shows that monetary and price fundamentals have predictability vis-à-vis the random walk model in terms of interval forecasting. Semiparametric forecast intervals have important practical relevance, and manifest several interesting theoretical extensions. First, higher-order asymptotics might be able to further characterize the advantage of semiparametric forecast intervals over fully nonparametric alternatives as a function of certain properties of the point forecast model. Second, moment conditions in point forecast models may be exploited when deriving semiparametric forecast intervals, similar to the case considered by Copyright © 2010 John Wiley & Sons, Ltd.
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Hall and Presnell (1999). Finally, semiparametric forecast quantiles may be useful estimates of VaR,30 and methods for constructing confidence intervals around semiparametric VaRs should be explored.31



APPENDIX Proof of Theorem 1 Equations (9) and (11) will be proven, followed by (10) and (12). Consider Fˆ(ε|x). With use of (5) and first-order conditions, one can deduce wt =



1 {1 + l ′ ( X t − x ) K b ( X t − x )} T



where λ ≡ λ2/λ1. Define pt ≡ Twt. In a similar fashion to Cai (2002), Fˆ(ε|x) − F(ε|x) may be decomposed as −1 2



J + (Tb d ) J 2 + J 3 Fˆ (ε x ) − F (ε x ) = 1 J4 where J1 ≡



1 1 ∑ pt {1(εˆ t + h ≤ ε ) − 1(ε t + h ≤ ε )} K b ( Xt − x ) J3 ≡ T ∑ pt {F (ε Xt ) − F (ε x )} K b ( Xt − x ) T t t J2 ≡



bd T



∑ p {1(ε t



t +h



≤ ε ) − F ( ε X t )} K b ( X t − x ) J 4 ≡



t



(



Lemma 1. Under Assumptions 1, 2.1 and 2.2, J1 = o p 1



Tb d



1 ∑ pt K b ( Xt − x ) T t



)



Lemma 2. Under Assumptions 1, 2.1 and 2.2: (a) J2 = Op(1); (b) J3 = B1(ε|x)fX(x) + op(b2); (c) J4 = fX(x) + op(1). It is clear that Lemmas 1 and 2 imply (9). d Lemma 3. Under Assumptions 1 and 2, J 2 → N (0, V1 (ε x ) f X2 ( x )) . It is also clear that (9) and Lemma 3 imply (11).



Lemma 4. Under Assumptions 1, 2.1 and 2.2:



(



yˆα ( x ) − yα ( x ) = εˆ α ( x ) − εα ( x ) + o p 1



Tb d



)



30



A previous version of this paper contained a VaR application to a portfolio containing S&P 500 and NASDAQ indices. This semipara- metric VaR was shown to perform reasonably against RiskMetrics. Results are available upon request. 31 See the recent work of Shang (2009).
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With Lemma 4, in order to show (10), it suffices to show that εˆα(x) − εα(x) = op(1). By (9), Fˆ(ε|x) − F(ε|x) = op(1). For every ⑀ > 0, using arguments starting from (A.21) of Cai (2002): P ( εˆ α ( x ) − εα ( x ) > ⑀) ≤ P ( F ( εˆ α ( x ) x ) − α > δ ) ≤ P(sup Fˆ (ε x ) − F (ε x ) > δ ) → 0 ε



By choosing δ ≡ min{α − F(εα(x) − ⑀|x), F(εα(x) + ⑀|x) − α}. This proves (10). Finally, the following lemma will be used to prove (12).



Lemma 5. For δT → 0:



(



Fˆ (ε + δ T x ) − Fˆ (ε x ) = f (ε x ) δ T + o p (δ T ) + o p 1



Tb d



)



For any u, set δT ≡ (Tbd)−1/2(u + op(1))V21/2(α, x) − B2(α, x) + op(b2). Note that δT → 0 and P



(



Tb d V2−1 2 (α , x ) ( yˆα ( x ) − yα ( x ) + B2 (α , x ) + o p ( b2 )) ≤ u Lem. 4



= P



(



)



Tb d V2−1 2 (α , x ) (εˆ α ( x ) − εα ( x ) + B2 (α , x ) + o p (b2 )) + o p (1) ≤ u



)



= P ( Fˆ (εα ( x ) + δ T x ) ≥ α ) Lem. 5



(



(



= P Fˆ (εα ( x ) x ) + f (εα ( x ) x ) δ T + o p (δ T ) + o p 1



) )



Tb d ≥ α



1 ⎛ ⎞ = P ⎜ −1 2 Tb d ( Fˆ (εα ( x ) x ) − α − B1 (εα ( x ) x )) + o p (1) ≥ − μ ⎟ ⎝ V1 (εα ( x ) x ) ⎠



As. 2.2



( 11 ) −→ P ( N (0, 1) ≤ u)



This proves (12). All four statements in Theorem 1 have been proved.



Proof of Lemma 1 Tb d J1 may be decomposed as Tb d J1 =



1 Tb



d



∑ p {1(εˆ



+ f X (x)



t



t +h



≤ ε ) − 1(ε t + h ≤ ε )} {K (( X t − x ) b) − b d f X ( x )}



t



bd T



∑ p {1(εˆ t



t +h



≤ ε ) − 1(ε t + h ≤ ε )}



t



≤ sup pt sup 1(εˆ t + h ≤ ε ) − 1(ε t + h ≤ ε ) t ≤T



t ≤T



+ bd fX ( x)



1 T



∑ p {1(εˆ
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t



t +h



Tb d ( fˆX ( x ) − f X ( x ))



≤ ε ) − 1(ε t + h ≤ ε )}



t
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To show the lemma, the following needs to be shown: sup pt = Op (1)



(29)



Tb d ( fˆX ( x ) − f X ( x )) = Op (1)



(30)



sup 1(εˆ t + h ≤ ε ) − 1(ε t + h ≤ ε ) = Op (1)



(31)



∑ p {1(εˆ



(32)



t ≤T



t ≤T



1 T



t



t +h



≤ ε ) − 1(ε t + h ≤ ε )} = Op (1)



t



I prove these statement in the order they were presented. Using the constraints in (5) and the solution for pt and applying Taylor’s expansion: −1



⎡ ⎤ ⎡ ⎤ l = ⎢ ∑ ( X t − x ) ( X t − x )′ K 2b ( X t − x )⎥ ⎢ ∑ ( X t − x ) K b ( X t − x )⎥ ⎣ t ⎦ ⎣ t ⎦ ⎞ ⎛ 1 + Op ⎜ ∑ ( X t − x ) K b ( X t − x ) ⎟ ⎠ ⎝ T t 2



Applying the results of Hall and Presnell (1999): pt = {1 − [ E ( X t − x ) K b ( X t − x )]′ [ E ( X t − x ) (X t − x)′ K b2 ( X t − x )]−1 ( X t − x ) K b ( X t − x )} + o p (1) By expansions used in Theorem 1 of Hansen (2008): −1



∇f (x)′ ⎫ ⎧ −1 ( X t − x ) K b ( X t − x )⎬ + o p (1) m 2 m 22 pt = ⎨1 − b d X ( x ) f ⎩ ⎭ X



(33)



By Assumption 2.1, for all t: |(Xt − x)Kb(Xt − x)| ≤ C with C ∈ Rd < ∞. Hence: −1



∇f X (x)′ ⎫ ⎧ −1 m 2 m 22 C ⎬ + o p(1) pt ≤ ⎨1 − b d f X (x) ⎩ ⎭ This bound does not depend on t; hence (29) follows. To prove (30), it suffices to prove that TbdE( fˆX(x) − fX(x))2 = O(1). Note TbdE( fˆX(x) − fX(x))2 = Tbdvar( fˆX(x)) + Tbd(EfˆX(x) − fX(x))2. Assumption 2.1 also guarantees that {Xt} is strong mixing with coefficients of order O(j−(2+γ)), allowing the use of Hansen (2008)’s results. Applying Theorem 2 of Hansen (2008), for some constant C < ∞: var ( fˆX ( x )) ≤



C Tb d



The bias term can be bound under Assumptions 1 and 2 using standard Taylor expansion arguments, as EfˆX(x) − fX(x) = O(b2). By Assumption 2.2, Tbd+4 = O(1) and Copyright © 2010 John Wiley & Sons, Ltd.



J. Forecast. 31, 189–228 (2012) DOI: 10.1002/for



Semiparametric Forecast Intervals



217



2 Tb d ( EfˆX ( x ) − f X ( x )) = O (1)



This proves (30). For all t ≤ T and ε ∈ R: ⎧0, if εˆ t + h ≤ ε and ε t + h ≤ ε or εˆ t + h > ε and ε t + h > ε 1(εˆ t + h ≤ ε ) − 1(ε t + h ≤ ε ) = ⎨ ⎩1, if εˆ t + h ≤ ε and ε t + h > ε or εˆ t + h > ε and ε t + h ≤ ε It is of interest to show that the probability of the latter case converges to 0 uniformly in t. By a Taylor expansion in βˆ around β0: 1(εˆ t + h ≤ ε ) − 1(ε t + h ≤ ε ) = 1



( ) − ε > −G ′ ( X , β ) ( βˆ − β ) and ε



⇔ ε t + h − ε ≤ −Gβ′ ( X t , β ) βˆ − β 0 and ε t + h − ε > 0 or ε t + h



β



0



t



t +h



−ε ≤ 0



− − − for β ∈ (β0, βˆ ). Since Gβ(Xt, β ) is bounded away from 0 a.s.-P by assumption, G ≡ Gβ(Xt, β )G′β(Xt, − β ) has inverse G−1 a.s.-P, the above statements are equivalent to the following: for some ⑀1, ⑀2 > 0, 1(εˆ t + h ≤ ε ) − 1(ε t + h ≤ ε ) = 1 ⇔ βˆ − β 0 ≥ −G −1Gβ′ ( X t , β ) ( ε t + h − ε ) and βˆ − β 0 > ⑀1 or βˆ − β 0 ≤ −G −1Gβ′ ( X t , β ) ( ε t + h − ε ) and βˆ − β 0 < − ⑀ 2 a.s.-P. Let ω ∈ Ω to be a typical element of Ω so that for all t:



( { = P ({ω : β − β



})



P(sup 1(ε t + h ≤ ε ) − 1( ε t + h ≤ ε ) = 1) ≤ P ∪Tt =1 ω : β − β 0 > min {⑀1 , ⑀ 2 } t ≤T



0



})



T→ ∞ →0 > min {⑀1 , ⑀ 2 } −−



where the last line is a result of βˆ depending on T and not t and Assumption 1.4. To prove (32), it is clear that 1 T



∑ p {1(εˆ t



t +h



≤ ε ) − 1(ε t + h ≤ ε )} =



1



t



− + Copyright © 2010 John Wiley & Sons, Ltd.



∑ { p 1(εˆ



T 1



T 1 T



t



t +h



≤ ε ) − Ept 1(εˆ t + h ≤ ε )}



t



∑ { p 1( ε t



t +h



≤ ε ) − Ept 1(ε t + h ≤ ε )}



t



∑ {Ep 1(εˆ t



t +h



≤ ε ) − Ept 1(ε t + h ≤ ε )}



t
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The last term on the right-hand side is bounded in probability, since by a Taylor’s expansion: 1 T



∑ {Ep 1(εˆ t



t +h



≤ ε ) − Ept 1(ε t + h ≤ ε )}



t



1 ⎧ ∂ ⎫ = T βˆ − β 0 ∑ ⎨ Ept 1(Yt + h − g ( Xt , β0 ) ≤ ε )⎬⎭ + O (T −1 ) = Op(1) T t ⎩ ∂β



(



)



The first two terms on the right-hand side can be written as VT(βˆ ) − VT(β0), where 1 VT (β ) ≡ ∑ t { pt 1(Yt + h − g ( Xt , β ) ≤ ε ) − Ept 1(Yt + h − g ( Xt , β ) ≤ ε )}. To prove (32) it suffices to T show that VT(βˆ ) − VT(β0) = op(1). Define the set V ≡ {pt1(Yt+h − g(Xt, β) ≤ ε) : β ∈ B}, for fixed ε. If VT(β) ⇒ W(β), where ‘⇒’ denotes weak convergence and W(β) a Gaussian process, given that B is totally bounded (since it is a compact real set), it follows from Andrews (1994) that VT(β) is stochastically equicontinuous, implying that VT(βˆ ) − VT(β0) = op(1) given that βˆ − β0 = op(1). 2+γ . Since By Assumption 1.1, the mixing coefficients satisfy ∑ j j1 (r −1)θ j < ∞, ∀r > 1+ γ γ > 0 by assumption, r > 1. If V ⊂ L2r(P) and ∫ H[] (u, V , ⋅ 2 r ) du < ∞ , for H[](u, V, 储·储2r) the entropy with bracketing of V with L2r(P)-norm, then VT(β) ⇒ W(β) according to Theorem 1, application 1 or Doukhan et al. (1995). Using Application 1 of Doukhan et al. (1995), the condition on the entropy with bracketing is satisfied if for all β ∈ B and δ > 0, there exists C < ∞: E sup β1 : β − β1 


pt 1(Yt + h ≤ g ( X t , β ) + ε ) − pt 1(Yt + h ≤ g ( X t , β1 ) + ε )



2r



≤ Cδ



By the Cauchy–Schwarz inequality, the left-hand side is bounded by



(E p )



4r 1 2



t



⎛ ⎞ ⎜⎝ E sup 1(Yt + h ≤ g ( X t , β ) + ε ) − 1(Yt + h ≤ g ( X t , β1 ) + ε ) ⎟⎠ β1 : β − β1 


12



Note that that E|pt|4r < ∞. Similar to the proof of Lemma 1 in Hansen (2006): E sup β1 : β − β1 


1(Yt + h ≤ g ( X t , β ) + ε ) − 1(Yt + h ≤ g ( X t , β1 ) + ε )



≤



E1( Yt + h − g ( X t , β ) − ε ≤ G ( X t ) δ )



=



E {F ( g ( X t , β ) − g ( X t , β 0 ) + ε + G ( X t ) δ X t ) − F ( g ( X t , β ) − g ( X t , β0 ) + ε − G ( X t ) δ X t )}



As. 1.2 −1.3



≤



2 f Gδ



using Taylor expansion in δ around 0 to reach the last inequality. The condition on the entropy with bracketing is satisfied. ⵧ Copyright © 2010 John Wiley & Sons, Ltd.
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Proof of Lemma 2 Parts (a)–(c) of the lemma will be proved in order. Many results in Cai (2002) will be extended. Define −1



∇f (x)′ ⎫ ⎧ −1 ( X t − x ) K b ( X t − x )⎬ {1(ε t + h ≤ ε ) − F (ε X t )} K b ( X t − x ) m 2 m 22 U t ≡ ⎨1 − b d X f X (x)′ ⎩ ⎭ J2 ≡



bd T



∑U



t



t



Observe J2 = J˜2 + op(1). It suffices to show that E(J˜2)2 = O(1). Note E(J˜2)2 = var(J˜2) bd since E ( J2 ) ≡ ∑ EUt = 0. The variance can be decomposed into T t



(



)



t −1 var ( J2 ) = b d var (U t ) + b d ∑ 1 − cov (U1, U t ) T t =2 T



var(Ut) = E(Ut)2 since EUt = 0. By a Taylor’s expansions in bd around 0: −1



⎫ ⎧ d ∇f X (x)′ −1 ( X t − x ) K b ( X t − x ) ⎬ = 1 + O p( b ) m 2 m 22 ⎨1 − b f X (x) ⎩ ⎭ 1 X − x⎞⎞ 2 2 + o (1) b d E (U t ) = d ⎛ {1(ε t + h ≤ ε ) − F (ε X t )} K 2 ⎛ t ⎝ b ⎠⎠ b ⎝



(34)



= F (ε x ) (1 − F (ε x )) f X ( x ) μ 02 + o (1) = O (1)



(



−d



Following Cai (2002), choose δ T = O b 1+γ T



(



bd ∑ 1 − t =2



2



) and



)



δT T t −1 cov (U1 , U t ) ≤ b d ∑ cov (U1 , U t ) + b d ∑ cov (U1 , U t ) T t =2 t =δ T +1



T cov(U , U ) = o(1) for any Cai (2002) shows that under Assumption 1.2 |cov(U1, Ut) | ≤ ∞, bd∑δt=2 1 t d t. Next, for all t and some C < ∞, Ut ≤ b C a.s.-P. By Proposition 2.5(ii) of Fan and Yao (2003), |cov(U1, Ut)| ≤ 8Cb−dθt−1. Since θj = O(j−(2+γ)), for large enough T, (a) follows because



T



bd



∑



dγ



cov (U1 , U t ) ≤



t = δ T +1



8C T C θ t −1 ≤ d 2 + γ δ T = Cb1+ γ ∑ d b t = δ T +1 b δT



2



= o (1)



Next I show (b). By Taylor’s expansion of Xt around x and x– ∈ (x, Xt): F (ε X t ) = F ( ε x ) + ∇ X F ( ε x ) ( X t − x ) + (X t − x)′∇ 2X F ( ε x ) ( X t − x ) + [( X t − x ) ⊗ ( X t − x ) ⊗ ( X t − x )]′ [ vec (∇ ( vec (∇ 2 F (ε x ))))] Copyright © 2010 John Wiley & Sons, Ltd.
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Using the constraint on {wt}, (34) and the ergodic theorem: J3 =



1 2T



∑ (X



t



− x)′∇ 2X F (ε x ) ( X t − x ) K b ( X t − x ) + o p (b2 )



t



= B1 ( ε x ) f X ( x ) + o p (b2 ) ⵧ



This proves (b). The proof for (c) is similar, but simpler.



Proof of Lemma 3 The proof closely follows Cai (2002) and uses Doob’s large–small blocks method. It suffices to show the asymptotic normality of J˜2. Denote [u] as the integer part of u, and l ≡ lT ≡ ⎣⎡ Tb d ⎤⎦ length of large block s ≡ sT ≡ ⎣⎡ Tb d logT ⎤⎦ length of small block T ⎤ q ≡ qT ≡ ⎡ number of blocks ⎣⎢ l + s ⎦⎥ J˜2 is the sum of these blocks: q −1 ⎧ q −1 ⎫ J2 = ⎨∑ L j + ∑ S j + Rq ⎬ j =0 ⎩ j =0 ⎭



where Lj ≡



j (l + s )+ l −1



bd T



∑



Ut , S j ≡



t = j (l + s )



bd T



j (l + s )+ l + s



∑



U t , Rq ≡



t = j (l + s )+ l



bd T



T



∑



Ut



t = q (l + s )



combined the following statements will prove the lemma: q −1



∑S



j



= o p (1) , Rq = o p (1) (small blocks are negligible)



(35)



j =0



⎡ ⎛ ⎛ q −1 ⎞ ⎞ ⎤ q −1 E ⎢exp ⎜ iδ ⎜ ∑ L j ⎟ ⎟ ⎥ − ∏ E [exp (iδ L j )] = o (1) ( large blocks independent in limit ) ⎝ ⎝ j =0 ⎠ ⎠ ⎦ j =0 ⎣ q −1



∑ E ( L ) − V (ε x ) f 2 j



1



2 X



( x ) = o (1) ( Lindberg−Feller conditions)



(36)



(37)



j =0



q −1



∑ E ( L 1{ L 2 j



j



j =0



Copyright © 2010 John Wiley & Sons, Ltd.



≥ δ V1 (ε x ) f X2 ( x )}) = o (1) , ∀δ > 0



(38)
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The proof of the first three conditions does not depend critically on the value of d; refer to Cai (2002) for details. It remains to prove (38). Using (A.18) in Cai (2002) and Theorem 4.1 of Shao and Yu (1996): E [ L2j 1{ L j ≥ δ V1 (ε x ) f X2 ( x )}] ≤ CT ≤ CT



−



(2 + γ ) 2



E



(



(2 + γ ) 2 + γ − γ 2



l



E



{



)



2 +γ



T Lj



bd Ut



}



2(2 + γ ) 1 2



Using (34), the expectation term can be bounded: E



{



bd Ut



2(2 +γ )



}



(



X −x ⎧ ≤ Cb − d(2+γ ) E ⎨ K t b ⎩



)



2(2 +γ )



⎫ − d (2 +γ ) O ( b d ) ≤ Cb − d(1+γ ) ⎬ = Cb ⎭



Using the above inequalities, stationarity and the definition of q and l, it follows that q −1



∑ E ( L 1{ L 2 j



j =0



j



≥ δ V1 (ε x ) f X2 ( x )}) ≤ CqT ≤C



−



(2 +γ ) 2 +γ γ 2



T − T l



l



b



(2 +γ ) 2 +γ γ 2



l



−



= C {Tb d(1+ 2 γ ) }



−



d (1+γ ) 2



b



−



d (1+γ ) 2



γ as.2.3 4



= o (1) ⵧ



This completes the proof of Lemma 3.



Proof of Lemma 4 − Note yˆ α(x) = g(x, βˆ ) + εˆα(x). By a Taylor’s expansion of g(Xt, βˆ ) in βˆ around β0 and β ∈ (β0, βˆ ):



(



)



yˆα ( x ) − yα ( x ) = Gβ′ ( x, β ) βˆ − β 0 + εˆ α ( x ) − εα ( x ) − Lemma 4 follows since Gβ(x, β ) < ∞ by Assumption 1.2 and βˆ − β 0 = Op (1



T ).



ⵧ



Proof of Lemma 5 Since 1 J 4 ( Fˆ (ε + δ T x ) − Fˆ (ε x )) = ∑ pt {1( εˆ t + h ≤ ε + δ T ) − 1(ε t + h ≤ ε + δ T )} T t 1 + ∑ pt {1(ε t + h ≤ ε + δ T ) − 1(ε t + h ≤ ε )} T t 1 + ∑ pt {1( ε t + h ≤ ε ) − 1( εˆ t + h ≤ ε )} T t Copyright © 2010 John Wiley & Sons, Ltd.
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(



By Lemma 1, the first and third terms on the right-hand side are of order o p 1 Lemma 2(c) result in 1 ∑ t pt {1(ε t + h ≤ ε + δ T ) − 1(ε t + h ≤ ε )} T ˆ ˆ + op 1 F (ε + δ T x ) − F (ε x ) = f X ( x ) + o p (1)



(



)



Tb d . This and



Tb d



)



Apply Theorem 4 of Cai (2002) to the numerator of the first term on the right-hand side to obtain the result. ⵧ Proof of Theorem 2 Proofs of Polonik (1997) and Polonik and Yao (2000, 2002) are elaborated here. Two technical lemmas used in the proof are due to Einmahl and Mason (1992). Lemma 6. Define the coverage process F˜ (t|x) and its inverse F˜ −1(α|x), for t, α ∈ (0, 1), by F (t x ) ≡ sup {Fˆ ( M x ) : Leb ( M ) ≤ v (t x )} M



F −1 (α x ) ≡ inf {t ∈(0, 1) : F (t x ) ≥ α } Then for fixed T, almost-surely-P, for all α ∈ (0, 1): vˆ {α x} = v ( F −1 (α x ) x ) Lemma 7. Under Assumptions 1, 2.1–2.2 and 3.1: sup F −1 (α x ) − α = o p (1)



α ∈(0 , 1)



First prove (13). Note that sup Fˆ ( M x ) − F ( M x ) ≤ sup Fˆ ( M x ) − Fˆ 0 ( M x ) + sup Fˆ 0 ( M x ) − F 0 ( M x )



M ∈M



M



M



+ sup F 0 ( M x ) − F ( M x ) M



T where Fˆ 0(M|x) is the same as Fˆ(M|x) except {εˆt+h}t=1 is replaced with {εt+h}Tt=1, and F˜ 0(M|x) is F˜ 0(M|x) with wt = 1/T, t = 1, . . . , T. Consider the first term on the right-hand side:



sup Fˆ ( M x ) − Fˆ 0 ( M x ) = sup



M ∈M



∑



M



t



pt {1(εˆ t + h ∈ M ) − 1(ε t + h ∈ M )} K b ( X t − x )



∑



t



pt K b ( X t − x )



≤ sup sup 1(εˆ t + h ∈ M ) − 1(ε t + h ∈ M ) t ≤T



Copyright © 2010 John Wiley & Sons, Ltd.
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Similar to Lemma 1, consider the event where the right-hand side is non-zero. For some δ > 0:



{ω : sup sup 1(εˆ t



t +h



M



}



∈ M ) − 1(ε t + h ∈ M ) = 1 = ∪Tt =1 ∪ M ∈M { 1(εˆ t + h ∈ M ) − 1(ε t + h ∈ M ) = 1}



{



⊆ ∪Tt =1 ∪ M ∈M ω : βˆ − β 0 > δ



}



By the consistency of βˆ, for each δ′ > 0  ( M x) − F  0 ( M x )⏐> δ ′) ≤ P(sup sup 1(ε ∈ M ) − 1(ε + ∈ M ) = 1) P(sup⏐F t h t +h M



(



t



M



)



≤ P ⏐β − β 0⏐> δ → 0 The second term on the right-hand side is op(1), since it is bounded by sup M +



∑ (w t



t



− T −1 )1(ε t + h ∈ M ) K b ( X t − x )



∑



t



wt K b ( X t − x )



1



∑



t



wt K b ( X t − x )



−



1 1 sup ∑ 1(ε t + h ∈ M ) K b ( X t − x ) T ∑ t Kb (Xt − x) M T t −1



The first term here is op(1) since by (33) ∑t|wt − T−1| = op(1). The second term is op(1) since both ∑twtKb(Xt − x) and T−1∑tKb(Xt − x) are consistent estimators of fX(x). Finally, under Assumptions 1.1, 1.2, 2.1, 2.2, 3.1 and 3.2, Theorem 2.1 of Polonik and Yao (2002) shows that supM|F˜ 0(M|x) − F(M|x)| = op(1). Equation (13) has been proved. For (14), the proof of Polonik (1997) is followed. By Lemma 6, a.s.-P: vˆ (α x ) − v (α x ) = v ( F −1 (α x ) x ) − v (α x ) By Lemma 7, Assumption 3.2 and the continuous mapping theorem, the right-hand side is op(1) for each α ∈ (0, 1), resulting in (14). Finally, I follow the proof of Proposition 2.2 in Polonik (1997) to prove (15). Consider the metric space (M, F(·|x)). Let {αT} be an arbitrary sequence in (0, 1) with a limit point α. It suffices to show F(Mˆ(αT|x)ΔM(αT|x)|x = op(1). By the triangular inequality: F ( Mˆ (α T x ) ΔM (α T x ) x ) ≤ F ( Mˆ (α T x ) ΔM (α x ) x ) + F ( M (α T x ) ΔM (α x ) x ) − Let M be a limit point of {M(αT|x)}. Then there exists a subsequence {M(αT′|x)} of {M(αT|x)} − converging to M in (M, F(·|x)). By Assumption 3.2 υ(α|x) is continuous for α ∈ (0, 1) and Leb ( M (α x )) = v (α x ) = liminfT ′ v (α T ′ x ) = liminfT ′ Leb ( M (α T ′ x )) ≥ Leb ( M ) where the last inequality is due to Fatou’s lemma applied to integrals of the sequence {1(m ∈ M(αT′|x))} with respect to the Lesbesgue measure. Now F ( M x ) − α ≤ F ( M x ) − F ( M (α T ′ x ) x ) + F ( M (α T ′ x ) x ) − α ≤ F ( M (α T ′ x ) ΔM x ) + α T ′ − α = o (1)
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− as a result of the definitions of a CDF and M(·|x) and M being a limit point of {M(αT|x)}. Because − − − neither F(M |x) nor α depend on T, F(M |x) = α. Consequently, by Assumption 3.3, M must be the M(α|x) and F(M(αT|x)ΔM(α|x)|x) = o(1). ˜ of the sequence of sets {M ˆ (αT|x)}. By the Fix ω ∈ Ω with P(Ω) = 1 and consider a limit point M triangular inequality: F ( Mˆ (α T x ) ΔM (α x ) x ) ≤ F ( Mˆ (α T x ) Δ M x ) + F ( M ΔM (α x ) x ) The first term converges to zero a.s.-P by construction. If the lengths and coverage of M˜ and ˜ΔM(α|x)|x) = op (1). M(α|x) are the same in probability limit then, by the uniqueness of M(α|x), F(M Consider first the length. Then, a.s.-P: Leb ( M (α x )) = liminfT v (α T x ) = liminfT vˆ (α T x ) + o p (1) ≥ Leb ( M ) + o p (1) where the last equality is due to (14), and the last inequality is due to the definition of M˜. Hence the ˜ and M(α|x) are the same up in probability limit. Finally: lengths of M F ( M x ) − α ≤ F ( M ΔMˆ (α x ) x ) + sup Fˆ ( M x ) − F ( M x ) M



+ sup Fˆ ( Mˆ (α x ) x ) − α + α T − α α ∈(0 , 1)



= oa . s.− P (1) + o p(1) + o p(1) + o (1) The terms of the last equality are due to the definition of M˜, (13), (14) and the definition of {αT}, respectively. Equation (15) has been proved. ⵧ Proof of Lemma 6 Using definitions



{



 ( M x) ≥ α v ( F −1 (α x ) x ) = inf r : sup F r ∈R



Leb ( M )≤ r



}



vˆ (α x ) = inf {Leb ( M ) : Fˆ ( M x ) ≥ α } M ∈M



Consider the sets



{



 ( M x) ≥ α S1 ≡ r : sup F



{



Leb ( M )≤ r



}



 ( M x) ≥ α S2 ≡ Leb ( M ) : F



}



For each r1 ∈ S1, there exists M ∈ M such that r1 ≥ Leb(M) and Fˆ(M|x) ≥ α; hence there a . s .− P



a . s.− P



exists an r2 ∈ S2 with r2 ≤ r1 . It follows that v ( F −1 (α x ) x ) = inf S1 ≥ inf S2 = ν (α x ). It remains to prove this inequality in the other direction. For each r2 ∈ S2, there exists M ∈ M such that r2 = Leb(M) and Fˆ(M|x) ≥ α. But then supLeb(M)≤r2Fˆ(M|x) ≥ α and hence a . s.− P



a . s.− P



r2 ∈ S1 also. This implies that S2 ⊆ S1 and hence νˆ ( F −1 (α x ) x ) = inf S1 ≤ inf S2 = vˆ (α x ). Copyright © 2010 John Wiley & Sons, Ltd.
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Proof of Lemma 7 Using Fact 3.1 in Einmahl and Mason (1992), the lemma is implied by supα∈(0, 1)|F˜ (α|x) − α| = op(1). By definition: F (α x ) = sup {Fˆ ( M x ) : Leb ( M ) ≤ v (α x )} M ∈M



≤ sup { Fˆ ( M x ) − F ( M x ) + F ( M x ) : Leb ( M ) ≤ Leb ( M (α x ))} M



Since α = F(M(α|x)|x) and supM:Leb(M)≤Leb(M(α|x))F(M|x) ≤ F(M(α|x)|x) for all α: sup F (α x ) − α ≤ sup α



α



+ sup α



sup



M : Leb ( M )≤ Leb ( M (α x ))



sup



 ( M x) − F ( M x) F



M : Leb ( M )≤ Leb ( M (α x ))



F ( M x ) − F ( M (α x ) x )



 ( M x ) − F ( M x ) = o p (1) ≤ sup F M



where the last equality is due to (13).



ⵧ



Proof of Theorem 3 Theorem 3 is a result of Johnson and McClelland (1998), which in turn is an application of the results of Denker and Keller (1983) and de Lima (1996). Thus it suffices to show that Assumptions 1.1, 1.2 and 1.4 imply the assumptions stated in Johnson and McClelland, which are: 1. {Xt, εt+h} is a strong mixing processes with mixing coefficients {αj} satisfying ∑αj1/2 < ∞. 2. g(Xt, β) is a measurable function of Xt and continuously differentiable in β such that suptsupλE|Δg(Xt, λ)| < ∞. Xt, εt+h has a joint distribution that is continuously differentiable. 3. βˆ − β 0 = Op (1 T ). Item 3 is the same as Assumption 1.4 of this paper. Assumption 1.1 of this paper implies that {Xt, εt+h} is strong mixing with mixing coefficients of order O(j−(2+γ)), therefore satisfying Assumption (1) in Johnson and McClelland (1998). Finally, Assumption 1.2 implies that Assumption (2) of Johnson and McClelland (1998) is satisfied. ⵧ
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