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Shrinkage Estimation of High Dimensional Covariance Matrices Introduction



Covariance estimation



Importance PCA, factor analysis, regression, ...



Growing interest in “large p small n” Beamforming (Stoica 2008, 2009), DOA estimation (Abramovich 2008), Gene expression arrays (Sch¨afer 2005, 2006), hyperspectral remote sensing, image classification... Classical estimation methods do not perform well



Previous works: Stein (1961, 1975), Haff (1980, 1991), Dey-Srinivasan (1985), Ledoit-Wolf (2003, 2004), ...
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Problem formulation



x: p-dimensional, real Gaussian random vector, mean zero {xi }ni=1 : n independent realizations Use {xi }ni=1 to estimate Σ = E [xx0 ] ˆ ({xi }n ) in terms of minimum MSE Seek an estimate Σ i=1 i h ˆ ({xi }n ) − Σk2 min E kΣ F i=1
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Shrinkage estimators Sample covariance n



1X 0 Sˆ = xi xi n i=1



Unbiased, ML (n > p) Ill-conditioned and poor performance for large p



Shrinkage estimator



ˆ



tr(S ) Fˆ = p I , diagonal loading Bias-variance tradeoff
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The Ledoit-Wolf estimator Optimal shrinkage h   i E tr Σ − Sˆ Fˆ − Sˆ  ρ=







ˆ ˆ 2 E S − F F



ρ can not be implemented, use ρˆLW as a consistent estimate of ρ (under any distribution)



n P



0 ˆ 2 x x − S



i i



F h i=1     i ρˆLW = n2 tr Sˆ 2 − tr2 Sˆ /p ρˆLW → ρ in probability as n, p → ∞ with p/n fixed Can be improved under Gaussian settings
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The Rao-Blackwell Ledoit-Wolf (RBLW) estimator



The Rao-Blackwell theorem h i If θˆ is an estimator of θ, T is a sufficient statistic, then E θˆ T is ˆ and is at least never worse. a typically better estimator than θ, Sˆ is the minimal i statistic of Σ h sufficient ˆ ˆ LW The RBLW, E ΣLW Sˆ , is thus better than Σ
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The Rao-Blackwell Ledoit-Wolf (RBLW) estimator Theorem The RBLW estimator also has a shrinkage form that ˆ RBLW = ρˆRBLW Fˆ + (1 − ρˆRBLW )S, ˆ Σ where



    (n − 2)/n · tr Sˆ 2 + tr2 Sˆ h     i. = (n + 2) tr Sˆ 2 − tr2 Sˆ /p



ρˆRBLW



Proof: Wishart/Singular Wishart distribution, Haar integrals,... Z



Xi X T ≺M i



4



kXi k



M



1 m



− Xi XiT 2



1 (m+1) |M| 2



p



dXi =



π2



Γ {m/2 + 1}



4



Γ {(m + p)/2 + 3}



h



2



2



2tr(M ) + tr (M)



i
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The Rao-Blackwell Ledoit-Wolf (RBLW) estimator



Dominance Due to the Rao-Blackwell theorem, this estimator satisfies  



2 



2 



ˆ 



ˆ



E ΣRBLW − Σ ≤ E ΣLW − Σ F



for any Σ  0. We use ρˆ∗RBLW = min (ˆ ρRBLW , 1) in practice.



F
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The Oracle estimator Optimal shrinkage under Gaussian setting: 



2 



ˆ



min E ΣO − Σ ρ



F



ˆ O = ρFˆ + (1 − ρ) Sˆ s.t. Σ Theorem If {xi }ni=1 are i.i.d. Gaussian vectors drawn from N(0, Σ), the optimal solution is  (1 − 2/p) tr Σ2 + tr2 (Σ) ∗ ρ = . (n + 1 − 2/p) tr(Σ2 ) + (1 − n/p)tr2 (Σ)
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Approximate the Oracle ρ∗ is a function of Σ, can not implemented Conduct an iterative process to approximate ρ∗ : Iteration scheme ˆ O , say Σ ˆ 0 = S. ˆ Starting from an initial guess of Σ For j = 1, 2, 3, . . . Update ρˆj :



ρˆj+1



    ˆ j Sˆ + tr2 Σ ˆj (1 − 2/p)tr Σ     = ˆj ˆ j Sˆ + (1 − n/p)tr2 Σ (n + 1 − 2/p)tr Σ



ˆj: Update Σ ˆ j = ρˆj Fˆ + (1 − ρˆj )S. ˆ Σ



Shrinkage Estimation of High Dimensional Covariance Matrices The Oracle Approximating Shrinkage (OAS) estimator



Approximate the Oracle ρ∗ is a function of Σ, can not implemented Conduct an iterative process to approximate ρ∗ : Iteration scheme ˆ O , say Σ ˆ 0 = S. ˆ Starting from an initial guess of Σ For j = 1, 2, 3, . . . Update ρˆj :



ρˆj+1



    ˆ j Sˆ + tr2 Σ ˆj (1 − 2/p)tr Σ     = ˆj ˆ j Sˆ + (1 − n/p)tr2 Σ (n + 1 − 2/p)tr Σ



ˆj: Update Σ ˆ j = ρˆj Fˆ + (1 − ρˆj )S. ˆ Σ



Shrinkage Estimation of High Dimensional Covariance Matrices The Oracle Approximating Shrinkage (OAS) estimator



Approximate the Oracle ρ∗ is a function of Σ, can not implemented Conduct an iterative process to approximate ρ∗ : Iteration scheme ˆ O , say Σ ˆ 0 = S. ˆ Starting from an initial guess of Σ For j = 1, 2, 3, . . . Update ρˆj :



ρˆj+1



    ˆ j Sˆ + tr2 Σ ˆj (1 − 2/p)tr Σ     = ˆj ˆ j Sˆ + (1 − n/p)tr2 Σ (n + 1 − 2/p)tr Σ



ˆj: Update Σ ˆ j = ρˆj Fˆ + (1 − ρˆj )S. ˆ Σ



Shrinkage Estimation of High Dimensional Covariance Matrices The Oracle Approximating Shrinkage (OAS) estimator



The Oracle Approximating Shrinkage (OAS) estimator



Theorem The iterative process converges to the following limit, ˆ OAS = ρˆ∗ Fˆ + (1 − ρˆ∗ )S, ˆ Σ OAS OAS       (1 − 2/p)tr Sˆ 2 + tr2 Sˆ h     i , 1 . ρˆ∗OAS = min  2 2 ˆ (n + 1 − 2/p) tr S − tr Sˆ /p
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Comparison between the RBLW and the OAS



RBLW      (n − 2)/n · tr Sˆ 2 + tr2 Sˆ h     i , 1 = min  (n + 2) tr Sˆ 2 − tr2 Sˆ /p 



ρˆ∗RBLW OAS



     (1 − 2/p)tr Sˆ 2 + tr2 Sˆ h     i , 1 = min  2 2 ˆ (n + 1 − 2/p) tr S − tr Sˆ /p 



ρˆ∗OAS



Derived from different approaches, share similar forms
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Comparison between the RBLW and the OAS ˆ The test statistic U    ˆ2 p · tr S ˆ = 1    − 1 U p−1 2 tr Sˆ 



is the locally most powerful invariant test statistic for sphericity (John, 1971) RBLW ρˆ∗RBLW OAS ρˆ∗OAS



 = min αRBLW  = min αOAS



 βRBLW ,1 + ˆ U  βOAS + ,1 ˆ U
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Simulation settings



Two classes of covariance matrices studied 1st order autoregressive model (AR(1)) Σij = r |i−j| Incremental Fractional Brownian Motion (IFBM) Process: Σij =



 1 (|i − j| + 1)2H − 2|i − j|2H + (|i − j| − 1)2H 2



p = 100, n varies from 5 to 120 Simulation repeated for 100 times
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Comparison of MSE MSE(Oracle) < MSE(OAS) < MSE(RBLW) < MSE(LW) Substantial improvement of OAS when n is small



AR(1) r = 0.5 p = 100 n: 5 ∼ 120 Repeated for 100 times



Shrinkage Estimation of High Dimensional Covariance Matrices Simulation



Comparison of shrinkage coefficients Differences when n is small



AR(1) r = 0.5 p = 100 n: 5 ∼ 120 Repeated for 100 times
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Simulation results on different iterations Performances are refined during iterations



AR(1) r = 0.5 p = 100 n: 5 ∼ 120 Repeated for 100 times
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Comparison of MSE MSE(Oracle) < MSE(OAS) < MSE(RBLW) < MSE(LW) Substantial improvement of OAS when n is small



IFBM H = 0.7 p = 100 n: 5 ∼ 120 Repeated for 100 times
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Comparison of shrinkage coefficients Differences when n is small



IFBM H = 0.7 p = 100 n: 5 ∼ 120 Repeated for 100 times
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An example that the RBLW outperforms the OAS



Table: IFRM process: comparison of MSE and shrinkage coefficients when H = 0.9, n = 20, p = 100, repeated for 100 times



Oracle OAS RBLW LW



MSE 428.9972 475.2691 472.8206 475.5840



Shrinkage coefficient 0.2675 0.3043 0.2856 0.2867
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Conclusion and future work



Improving the LW under the Gaussian case: RBLW: provable dominance OAS: numerically good performance



Future work Theoretical analysis of the OAS, sufficient conditions for dominance Choice of the shrinkage target: Fˆ . Thanks to Dr. Yonina Eldar for her valuable suggestions!
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Thank you!
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Some references C. Stein, Inadmissibility of the usual estimator for the mean of a multivariate distribution, Proc. Third Berkeley Symp. Math. Statist. Prob. 1, Pages 197 - 206, 1956. O. Ledoit and M. Wolf, A well-conditioned estimator for large-dimensional covariance matrices, Journal of Multivariate Analysis, Volume 88, Issue 2, Pages 365 - 411, February 2004. C. Stein, Estimation of a covariance matrix. Rietz Lecture, 39th Annual Meeting IMS, Atlanta, GA, 1975. L. R. Haff, Empirical Bayes Estimation of the Multivariate Normal Covariance Matrix, Annals of Statistics, Volume 8, Number 3, Page 586-597, 1980. D. K. Dey and C. Srinivasan, Estimation of a covariance matrix under Stein’s loss. Annals of Statistics, Volume 13, Page 1581 - 1591, 1985.
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Comparison including Sˆ AR(1), r = 0.5, p = 100, repeated for 100 times
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Comparison including Sˆ AR(1), r = 0.9, p = 100, repeated for 100 times
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Loss functions



Stein’s loss function h   i   ˆ −1 − log det ΣΣ ˆ −1 − p E tr ΣΣ Quadratic loss function h i ˆ −1 − I k2 E kΣΣ F Mean-squared error h i ˆ − Σk2 E kΣ F
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Stein-Haff estimator (1975, 1991)



Keep the eigen-vectors of Sˆ and replace its eigen-values l1 , . . . , lp as   p X 1  nli / n − p + 1 + 2li li − lj j=1,j6=i



Shrink the eigen-values Assume Gaussian data, require n > p.
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Empirical Bayesian [Haff, 1982]



Combination of two raw estimators h  i 1 ˆ EB = pn − 2n − 2 det Sˆ p I + n Sˆ Σ pn2 n+1 Shrink to the identity matrix. Assume Gaussian data, require n > p.
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Dey-Srinivasan Minimax estimator (1985)



Keep the eigen-vectors of Sˆ and replace its eigen-values l1 , . . . , lp as nli n + p + 1 − 2i Shrink the eigen-values Assume Gaussian data, require n > p.
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