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Setup



We repeat the setup in the main paper for completeness. Recall that {xi }1≤i≤n is a random sample from the distribution G, supported on X = [xL , xU ]. Note that it is possible to have xL = −∞ and/or xU = ∞, and we only need the extra requirement that P[xi = ±∞] = 0 so that G is a tight distribution. We will assume both xL and xU are finite, to facilitate discussion on boundary estimation issues. Since the method we propose is local in nature, whether or not G has bounded support is not relevant, and we introduce the two “end points” xL and xU to simplify notation and discussions later. Without loss of generality, we assume there is a companion set of weights {wi }1≤i≤n , such that F (u) := E[1[xi ≤ u]wi ] is a well-defined distribution function. Detailed assumptions are postponed to a later section. Note that when wi ≡ 1, F reduces to G. We also allow the weights to be estimated, and discussions thereof is also postponed. Define the empirical distribution function (hereafter e.d.f.) Fˆ (u) =



X



wi 1[xi ≤ u]



i



.X



wi ,



i



and summations are understood as from 1 to n, unless otherwise specified. Fˆ has appealing properties such as it is 0 below the first order statistic, and 1 above the largest one. Remark 1 (Alternative: F˜ ). In the main paper we used another specification of the e.d.f., as 1X F˜ (u) = wi 1[xi ≤ u]. n i



The difference between Fˆ and F˜ is the scaling factor, and is negligible for most purposes. We note, however, that there are some subtle differences. First, F˜ , viewed as a process, does not converge to a Brownian bridge unless wi = 1. To P see this, simply plugin u = xU , leading to F˜ (xU ) = i wi /n which has nondegenerate distribution asymptotically. If one is interested in nonparametric estimates such as density or further derivatives, using both Fˆ and F˜ are fine. The “asymmetry” in F˜ will only affect the estimated intercept in our local polynomial regression. The major difference between Fˆ and F˜ emerges when the weights do not sum up to 1, i.e. 0 < E[wi ] < 1. To see this, consider the density test example introduced in the main paper. There the object of interest is the density at one point, x ¯, estimated from left (or right). Consider the weights wi = 1[xi < x ¯], which effectively restricts to the subsample to the left of cutoff. Then ˜ F constructed from the weights is not a proper distribution function, since it starts from 0 and P reaches maximum i 1[xi ≤ x ¯]/n at the cutoff, hence the density estimated thereof is not proper, as does not integrates to 1. On the other hand, using Fˆ will give a proper density. The difference between those two densities is simply a scaling factor. In the main paper we use F˜ to simplify exposition and discussion, while in this Supplemental Appendix we use Fˆ to develop the general theory, as it has better mathematical properties. We



1



note that using either will deliver asymptotically equivalent nonparametric estimates. Given p ∈ N, our local polynomial distribution estimator is defined as ˆ (x) = arg min β p



X



β∈Rp+1



Fˆ (xi ) − rp (xi − x)0 β



2



i



K



x − x i , h



where rp (u) = [1, u, u2 , · · · , up ] is a (one-dimensional) polynomial expansion; K is a kernel function whose properties are to be specified later; and h = hn is a bandwidth sequence. The estimator, ˆ (x), is motivated as a local Taylor series expansion, hence the target parameter is (i.e. the β p



population counterpart, assuming exists) 



1 1 (1) 1 (p) β p (x) = F (x), F (x), · · · , F (x) 0! 1! p!



0 .



Therefore, we also write ˆ (x) = β p







0 1 ˆ 1 ˆ (1) 1 ˆ (p) Fp (x), Fp (x), · · · , Fp (x) , 0! 1! p!



(v) ˆ (x), provided that v ≤ p, and ev is the (v + 1)-th unit vector of Rp+1 . or equivalently, Fˆp = v!e0v β p



We also use f = F (1) to denote the corresponding probability density function (hereafter p.d.f) for convenience. The estimator has the following matrix form, which we will utilize: ˆ (x) = H−1 β p







1 0 Xh Kh Xh n



−1 



 1 0 Xh Kh Y , n



where Xh =



h  x − x j i i h 1≤i≤n,



, 0≤j≤p



Kh is a diagonal matrix collecting {h−1 K((xi − x)/h)}1≤i≤n , and Y is a column vector collecting {Fˆ (xi )}1≤i≤n . We also use the convention Kh (u) = h−1 K(u/h). Before giving an overview of our results, we make a short digression on definition of boundary regions. Boundary region is defined as [xL , xL + h) ∪ (xU − h, xU ], and the two segments are called lower and upper boundaries, respectively. As the bandwidth vanishes as the sample size n increases, boundary region is really a finite sample concept. To facilitate discussion on boundary issues, it is common to consider a drifting sequence of evaluation points, x = xL + ch with 0 ≤ c < 1 or x = xU − ch. We call such evaluation points in the lower and upper boundary region, respectively. Therefore we allow the evaluation point x to depend on h (hence implicitly n), but do not make it explicit to conserve notation. Remarks will be made when it is crucial to distinguish whether x is fixed or a drifting sequence. Remark 2 (More general notion of interior points). We assumed the support of the sample being a (possibly unbounded) line segment in R purely for notational convenience. Assume the support is a general measurable set X ⊂ R, interior points are then {x ∈ X : B(x, h) ⊂ X }, where B(x, h) = {y ∈ R : |y − x| < h}. We don’t find this level of generality very useful, but note all our 2



results easily adapt.



1.1



Additional Notation



In this Supplemental Appendix, we use n to denote sample size, and limits are taken with n → ∞, unless otherwise specified. Euclidean norms are denoted by | · |, and other norms will be defined at their first appearances. For sequence of numbers (or random variables), an - bn implies lim supn |an /bn | is finite, and an  bn implies both directions. The notation an -P bn is used to denote that |an /bn | is asymptotically tight: lim supε↑∞ lim supn P[|an /bn | ≥ ε] = 0. an P bn implies both an -P bn and bn -P an . When bn is a sequence of nonnegative numbers, an = O(bn ) is sometimes used for an - bn , so does an = OP (bn ). For probabilistic convergence, we use →P for convergence in probability and



for weak conver-



gence (convergence in distribution). Standard normal distribution is denoted as N (0, 1), with c.d.f. Φ and p.d.f. φ. throughout, we use C to denote generic constant factor which does not depend on sample size. The exact value can change in different contexts.



1.2



Overview of Main Results



In this subsection, we give an overview of our results, including a (first order) mean squared error (hereafter m.s.e.) expansion, and asymptotic normality. Fix some v ≥ 1 and p, we have the following: ˆ (v) (v) Fp (x) − F (x) = OP



hp+1−v Bp,v,x + hp+2−v B˜p,v,x +



r



!



1



Vp,v,x nh2v−1



.



The previous result gives m.s.e. expansion for nonparametric derivative estimators, 1 ≤ v ≤ p, but not for v = 0. With v = 0, Fˆp (x) is essentially a smoothed e.d.f., which estimates the c.d.f. F (x). √ Since F (x) is n-estimable, it should be expected that it has very different properties compared to the nonparametric components. Indeed, we have ˆ Fp (x) − F (x) = OP



h



p+1



Bp,0,x + h



p+2



B˜p,0,x +



r



1 Vp,0,x n



! .



There is another complication, however, when x is in the boundary region. For a drifting sequence x in the boundary region, the e.d.f. Fˆ (x) is “super-consistent” in the sense that it converges at p rate h/n. The reason is that when x is near xL or xU , Fˆ (x) is essentially estimating 0 or 1, and √ the variance, F (x)(1 − F (x)) vanishes asymptotically, giving rise to the additional factor h. This is shared by our estimator: for v = 0 and x in the boundary region, the c.d.f. estimator Fˆp (x) is super-consistent, with Vp,0,x  h. Also note that for the m.s.e. expansion, we provide not only the first order bias, but also the second order bias. We will only use the second order bias for bandwidth selection, since it is well-known that in some cases the first order bias can vanish. 3



The m.s.e. expansion provides rate of convergence of our estimators. The following shows that, under suitable regularity conditions, they are also asymptotically normal. Again first consider v ≥ 1.   √ nh2v−1 Fˆp(v) (x) − F (v) (x) − hp+1−v Bp,v,x



N (0, Vp,v,x ) ,



provided that the bandwidth is not too large, so that after scaling, the remaining bias does not explode. For v = 0, i.e. the smoothed e.d.f., we have r



n Vp,0,x



  Fˆp (x) − F (x) − hp+1 Bp,0,x



N (0, 1) ,



where we moved the variance Vp,0,x as a scaling factor in the above display, to encompass the situation where x lies in boundary region (recall from the previous subsection that in this case the p scaling factor has order n/h).



1.3



Some Matrices



In this subsection we collect some matrices which will be used throughout this Supplemental Appendix. They show up in asymptotic results as components of bias and variance. Recall that x can be either a fixed point or a drifting sequence, and for the latter, it takes the form x = xL + ch or x = xU − ch for some c ∈ [0, 1).



Z Sp,x =



0



h−1 (X −x)



Z cp,x =



h−1 (X −x)



Z ˜p,x = c



h−1 (X −x)



rp (u)rp (u) K(u)du



=



rp (u)up+1 K(u)du



=



rp (u)up+2 K(u)du



=



Z ˜p,x = c



p+2



h−1 (X −x)



rp (u)u



K(u)du



Z



xL −x h xU −x h



Z



xL −x h xU −x h



Z



xL −x h xU −x h



rp (u)rp (u)0 K(u)du, rp (u)up+1 K(u)du, rp (u)up+1 K(u)du, rp (u)up+2 K(u)du,



xL −x h xU −x h



ZZ h−1 (X −x)



Z Tp,x =



xU −x h



=



ZZ Γp,x =



Z



h−1 (X −x)



(u ∧ v)rp (u)rp (v)K(u)K(v)dudv = 0



Z



2



rp (u)rp (u) K(u) du



=



xL −x h xU −x h xL −x h



(u ∧ v)rp (u)rp (v)K(u)K(v)dudv,



rp (u)rp (u)0 K(u)2 du,



where h−1 (X − x) = {h−1 (y − x) : y ∈ X }. Later we will assume the kernel function K being supported on [−1, 1], hence with bandwidth h ↓ 0, the region of integration in the above display can be replaced by



4



x



(xL − x)/h



(xU − x)/h



x interior



−1



+1



x = xL + ch in lower boundary



−c



+1



x = xU − ch in upper boundary



−1



+c



Since we do not allow xL = xU , no drifting sequence x can be in both boundary regions, at least asymptotically.



1.4



Assumptions



In this section we give detailed assumptions supporting results, including preliminary lemmas and our main results. Other specific assumptions will be given in corresponding sections. Let O be a subset of Euclidean space with nonempty interior, C s (O) denotes functions that are at least s-times continuously differentiable in the interior of O, and that the derivatives can be continuously extended to the boundary of O. Assumption 1 (DGP). (i) {xi , wi }1≤i≤n is a random sample. (ii) xi has support X = [xL , xU ] with xU > xL and distribution G. Further, G ∈ C αx (X ). (iii) Let ws (x) = E[wis |xi = x], and ws ∈ C αw,s (X ). (iv) E[wi ] = 1 and E[wi |xi ] is nonnegative almost surely. Part (i) is standard. Part (ii) and (iii) together implies smoothness of F . Part (iv) ensures that F is a proper distribution function. To see this, note that F (xU ) = E[wi ] = 1, and for any Borel R subset A, F (A) = A w1 (x)dG(x), hence by construction F is absolute continuous with respect to G, and w1 (x) ≥ 0 almost surely implies F is a positive measure. For notational convenience, we use w(·) = w1 (·). Technically, part (iv) is not essential for our theory. It is possible to drop this assumption entirely, then the object of interest will be a general Radon-Nikodym derivative (and derivatives thereof) that can be negative. Assumption 2 (Kernel). The kernel function K(·) is nonnegative, symmetric, and belongs to C 0 ([−1, 1]). Further, it inteR grates to one: R K(u)du = 1. Assumption 2 is standard in nonparametric estimation, and is satisfied for common kernel functions. We exclude kernels with unbounded support (for example the Gaussian kernel) for simplicity, since such kernels will always hit boundaries. Our results, however, remain to hold with careful analysis, albeit the notation becomes more cumbersome. R Also note that if we simply have R K(u)du > 0, i.e. the last part of the previous assumption is R ˜ violated, we can simply redefine K(u) = K(u)/ R K(u)du. This is not essential since least squares is invariant to multiplicative scaling.
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Assumption 3 (Positive density). G(1) (x) > 0 for x ∈ X . Technically, we do not need the density to be positive for all the support X . Since all our results are local in nature, it suffices to have G(1) (x) > 0 for the evaluation point (hence strictly positive in a neighborhood by continuity). We also use g to denote the density G(1) just to follow conventions.



2



Large Sample Properties with Observed Weights



2.1



Preliminary Lemmas



We first consider the object X0h Kh Xh /n Lemma 1. Assume Assumptions 1–3 hold with αx ≥ 1. Further h → 0 and nh → ∞. Then  √  1 0 Xh Kh Xh = g(x)Sp,x + o(1) + OP 1/ nh . n



Note that with Lemma 1, the quantity X0h Kh Xh /n is asymptotically invertible. Since the density g(x) enters as a multiplicative factor, it also shows why we need Assumption 3. Also note that this result covers both interior x and boundary x. And depending on the nature of x, the exact form of Sp,x differs. With simple algebra, we have ˆ (x) − β (x) = H−1 β p p







1 0 Xh Kh Xh n



−1 



 1 0 Xh Kh (Y − Xβ p (x)) , n



and the following gives a further decomposition of the “numerator”.  1 X  xi − x   ˆ 1 0 rp Xh Kh (Y − Xβ p (x)) = F (xi ) − rp (xi − x)0 β p (x) Kh (xi − x) n n i h     X 1 xi − x = rp F (xi ) − rp (xi − x)0 β p (x) Kh (xi − x) n i h Z xU −x   h + rp (u) Fˆ (x + hu) − F (x + hu) K(u)g(x + hu)du xL −x h



+



Z xU −x    h 1 X  xi − x   ˆ rp F (xi ) − F (xi ) Kh (xi − x) − rp (u) Fˆ (x + hu) − F (x + hu) K(u)g(x + hu)du. x −x n i h L h



The first part represents the smoothing bias, and the second part can be analyzed as a sample average, which will be given in a lemma. The real difficulty comes from the third term, which can have nonnegligible (first order) contribution. We give it a further decomposition:   1 + oP (1) X  xi − x   1 X  xi − x   ˆ rp F (xi ) − F (xi ) Kh (xi − x) = rp wj 1[xj ≤ xi ] − F (xi ) Kh (xi − x) 2 n i h n h i,j     x − x   X X 1 + oP (1) 1 + oP (1) xi − x i = wi 1 − F (xi ) Kh (xi − x) + wj 1[xj ≤ xi ] − F (xi ) Kh (xi − x), rp rp 2 2 n h n h i i,j;i6=j
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hence we have the final decomposition:  1 X  xi − x   ˆ rp F (xi ) − rp (xi − x)0 β p (x) Kh (xi − x) n i h  1 X  xi − x   rp F (xi ) − rp (xi − x)0 β p (x) Kh (xi − x) = n i h Z xU −x   h + (1 + oP (1)) rp (u) Fˆ (x + hu) − F (x + hu) K(u)g(x + hu)du xL −x h



 1 + oP (1) X  xi − x   w 1 − F (x ) Kh (xi − x) r i i p n2 h i  1 + oP (1) X n  xi − x   + w 1[x ≤ x ] − F (x ) Kh (xi − x) r j j i i p n2 h i,j;i6=j h x − x   io i − E rp wj 1[xj ≤ xi ] − F (xi ) Kh (xi − x) xj , wj . h +



ˆ S) (smoothing bias B ˆ (linear variance L) ˆ LI ) (leave-in bias B



ˆ (quadratic variance R)



ˆ (x), it consists the following parts: (i) smoothing bias; Now it becomes clear that for the estimator β p (ii) linear influence function; (iii) leave-in bias; (iv) second order degenerate U-statistic. To provide intuition for the previous decomposition, the smoothing bias is a typical feature of nonparametric estimators; leave-in bias occurs since each observation is used twice, in constructing the e.d.f. Fˆ , and as a design point (that is, Fˆ has to be evaluated at xi ); finally the second order U-statistic shows up since the “dependent variable”, Y, is estimated, so that a double sum is involved. We first handle the two biases. Lemma 2. Assume Assumptions 1–3 hold with αx ≥ p + 1, αw ≥ p and αw,2 ≥ 0. Further h → 0 and nh → ∞. Then ˆ S = hp+1 F B



(p+1)



(x)g(x) cp,x + oP (hp+1 ), (p + 1)!



 ˆ LI = OP n−1 . B



By imposing additional smoothness, it is also possible to characterize the next term in the smoothing bias, which has order hp+2 . Since that result is only used for bandwidth selection when the leading bias vanishes, we do not report it here. ˆ This term is crucial in the sense that (under Next we consider the “influence function” part, L. ˆ is negligible) it determines the asymptotic variance of our estimator, suitable conditions such that R and with correct scaling, it is asymptotically normally distributed. Lemma 3. Assume Assumptions 1–3 hold with αx ≥ 2, αw ≥ 1, αw,2 ≥ 0, and E[wi4 ] < ∞. Further h → 0 and nh → ∞. Define the scaling matrix  n o diag 1, h−1/2 , h−1/2 , · · · , h−1/2 n o Nx = diag h−1/2 , h−1/2 , h−1/2 , · · · , h−1/2



then h i−1 √ ˆ nNx g(x)Sp,x L
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N (0, Vp,x ),



x interior, x boundary,



with



Vp,x



  −1 0   H(x) − 2H(x)F (x) + H(xU )F (x)2 e0 e00 + H (1) (x)(I − e0 e00 )S−1 p,x Γp,x Sp,x (I − e0 e0 )    −1 0 = H (1) (x) S−1 p,x Γp,x Sp,x + ce0 e0    H (1) (x) S−1 Γ S−1 + ce e0 − (e e0 + e e0 ) 0 0 1 0 0 1 p,x p,x p,x



x interior x = xL + ch x = xU − ch.



H(u) := E[wi2 1[xi ≤ u]]. The scaling matrix depends on whether the evaluation point is located in the interior or boundary, which is a unique feature of our estimator. To see the intuition, consider an interior point x, and ˆ (x) is the smoothed e.d.f. Since the distribution function is recall that the first element of β p √ ˆ (x), which are nonparametric in n-estimable, its property is very different from the rest of β p nature. Indeed, let wi ≡ 1, then F = G = H, and the first component of the variance becomes G(x)(1 − G(x)) = F (x)(1 − F (x)), which is the variance of the standard e.d.f. Furthermore, the ˆ (x). smoothed e.d.f. Fˆp (x) is asymptotically independent of the rest of β p When x is either in the lower or upper boundary region, Fˆp (x) essentially estimates 0 or 1, √ respectively, hence it is super-consistent in the sense that it converges even faster than 1/ n. In √ this case, the leading 1/ n-variance vanishes, and higher order residual noise dominates, which makes Fˆp (x) no longer independent of other nonparametric estimates, justifying the formula of boundary evaluation points. It is tempting to estimate the variance Vp,x in a plug-in manner, where unknown objects H, H (1) and F are replaced with estimates. This is feasible, and can be appealing if wi ≡ 1, which forces H to be the distribution function and H (1) the density. In general, however, a plug-in estimator for Vp,x requires estimating the nuisances functions H and H (1) nonparametrically. Later we will propose a fully data-driven and design adaptive estimator, which does not require estimating H and H (1) explicitly. Finally we consider the second order U-statistic component. Lemma 4. Assume Assumptions 1–3 hold with αx ≥ 1, αw ≥ 0, and αw,2 ≥ 0. Further h → 0 and nh → ∞. Then ˆ = V[R]



  2 g(x) H(x) − 2H(x)F (x) + H(xU )F (x)2 Tp,x + O(n−2 ). n2 h



In particular, when x is in the boundary region, the above has order O(n−2 ).



2.2



Main Results



In this section we provide two main results, one on asymptotic normality, and the other on standard error. Theorem 1 (Asymptotic Normality). Assume Assumptions 1–3 hold with αx ≥ p + 1, αw ≥ p, αw,2 ≥ 0 for some integer p ≥ 0, and E[wi4 ] < ∞. Further h → 0, nh2 → ∞ and nh2p+1 = O(1).
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Then   √ nh2v−1 Fˆp(v) (x) − F (v) (x) − hp+1−v Bp,v,x r  n ˆ Fp (x) − F (x) − hp+1 Bp,0,x Vp,0,x



  N 0, Vp,v,x ,   N 0, 1 .



1 ≤ v ≤ p,



The constants are Bp,v,x = v!



F (p+1) (x) 0 −1 ev Sp,x cp,x , (p + 1)!



and Vp,v,x



 −1   (v!)2 H (1) (x)e0v S−1 p,x Γp,x Sp,x ev   = H(x) − 2H(x)F (x) + H(xU )F (x)2    hH (1) (x) e0 S−1 Γp,x S−1 e0 + c 0



p,x



p,x



1≤v≤p v = 0, x interior v = 0, x = xL + ch or xU − ch.



Remark 3 (On nh2p+1 = O(1)). This condition ensures that higher order bias, after scaling, is asymptotically negligible. ˆ has Remark 4 (On nh2 → ∞). This condition ensures that the second order U-statistic, R, ˆ Note that this condition can be dropped for boundary x or when the smaller order compared to L. parameter of interest is Fˆp , the smoothed e.d.f. Remark 5 (On Vp,0,x ). One might be tempted to conclude that the variance formula has a discontinuity in x for the smoothed e.d.f. (i.e. v = 0), when x switches from interior to boundary. This phenomenon, however, is purely an artifact of different asymptotic frameworks. To see this, assume xL = 0 and xU = 1, and for some sample the bandwidth h = 0.2 is used. Given our √ convention, the point x = 0.3 is not a boundary point, hence we should consider n as the correct scaling for Fˆp (0.3). On the other hand, one can also consider 0.3 as part of the asymptotic sequence x = 1.5h, in which case one promises to move the evaluation point closer to the lower boundary as sample size increases. Then despite the fact that such x is not a boundary point, Fˆp (x) is still an estimator of p zero, which means it is super consistent and the correct scaling is n/h. To reconcile, note that the above discussion also applies to the usual e.d.f. Fˆ (x), and depending on the “promise” one makes, either x is fixed or drifts to boundaries, asymptotic claims change accordingly. Therefore the “discontinuity” of Vp,0,x in x is really the effect of a combination of √ (i) at boundaries c.d.f. estimators are n-degenerate; and (ii) c.d.f. estimators target at different objectives in different asymptotic frameworks. ˆ (x), since they have nonparametric Such phenomenon does not occur for other components of β p nature, and the evaluation point only affects the exact form of multiplicative constants, but not the rate of convergence. Now we consider the problem of variance estimation. Given the formula in Theorem 1, it is possible to estimate the asymptotic variance by “plug-in” unknown quantities regarding the data generating process. For example consider Vp,1,x for the estimated density. Assume the researcher 9



knows the location of the boundary xL and xU , the matrices Sp,x and Γp,x can be constructed with numerical integration, since they are related to features of the kernel function, not the data generating process. The unknown function H (1) (x) can also be estimated, at least when wi ≡ 1.1 ˆ term. To Another approach is to utilize the decomposition of the estimator, in particular the L introduce our variance estimator, we make the following definitions. X  xi − x   xi − x 0 ˆ p,x = 1 Xh Kh Xn = 1 S rp rp Kh (xi − x) n n i h h    X  xj − x   xk − x 0 2 ˆ p,x = 1 ˆ (xj ) 1[xi ≤ xk ] − Fˆ (xk ) . r K (x − x)K (x − x)w 1[x ≤ x ] − F Γ r p j i j p h h k i n3 h h i,j,k



Following is the main result regarding variance estimation. It is automatic and fully-adaptive, in the sense that no knowledge about the location of boundaries is needed, neither does it require estimating nuisance parameters (such as H or its derivatives when the weights are not identically 1). Theorem 2 (Variance Estimation). Assume Assumptions 1–3 hold with αx ≥ p + 1, αw ≥ p, αw,2 ≥ 0, and αw,4 ≥ 0 for some integer p ≥ 0. Further h → 0, nh2 → ∞ and nh2p+1 = O(1). Then ˆ −1 ˆ ˆ −1 Vˆp,v,x ≡ (v!)2 e0v Nx S p,x Γp,x Sp,x Nx ev →P Vp,v,x .



Define the standard error as r σ ˆp,v,x ≡ (v!)



1 0 ˆ −1 ˆ ˆ −1 ev Sp,x Γp,x Sp,x ev , nh2v



then   −1 σ ˆp,v,x Fˆp(v) (x) − F (v) (x) − hp+1−v Bp,v,x



  N 0, 1 .



Remark 6 (ˆ σp,v,x being automatic and fully-adaptive). Constructing Vˆp,v,x requires the knowledge of the location of boundaries, since the scaling matrix Nx depends on whether x is interior or boundary. This is not surprising, since it is used in Theorem 1 to stabilize the estimator. For statistical inference, it is not necessary to construct the scaling matrix Nx , which is why the location of boundaries is irrelevant for constructing valid standard errors. Indeed, we do not use this information when defining σ ˆp,v,x . Furthermore, despite that we have to split the definition of Vp,v,x according to v and x, σ ˆp,v,x automatically adapts to different scenarios, hence provides a unified approach for variance estimation.



3



Large Sample Properties with Estimated Weights



In this section we consider the case that the weights wi are estimated in a previous step. Although intuitive, it is not easy to give general theories encompassing all estimated weights, since how the 1



In this case H (1) = F (1) = f = g, which can be estimated by the consistent estimator fˆp .
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weights are estimated may differ in applications, which in turn, is likely to have nontrivial impact on first order asymptotic results. For example in constructing the counterfactual density, the weights are ratios of frequencies of individuals with certain characteristics at two time points, while for Abadie (2003), the weights are constructed by employing binary treatment variable, instrument, and additional covariates. On one hand, we would like to present a framework that is general enough to encompass a wide range of applications, and on the other hand, it should also be tractable so that it is empirically relevant. Assume the weights take the form wi = w(zi ; θ0 ), where zi are additional available information besides xi (note that it is possible to make xi part of zi ), and θ0 is some parameter to be estimated. Of course it is possible to let the parameter θ to be vector-valued. This will only make the notation more involved, which we will suppress. Let θˆ be a consistent estimator of θ0 , the weights used in ˆ To avoid introducing additional notation, estimating the distributional properties are w ˆi = w(zi ; θ). let Fˆ be the e.d.f. except now it is constructed with estimated weights. Consider the following expansion:  1 X  xi − x   ˆ rp F (xi ) − rp (xi − x)0 β p (x) Kh (xi − x) n i h  1 X  xi − x   = rp F (xi ) − rp (xi − x)0 β p (x) Kh (xi − x) n i h Z xU −x   h 1 + oP (1) X rp (u)w ˆi 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du + xL −x n i h x − x   X 1 + oP (1) i + rp w ˆi 1 − F (xi ) Kh (xi − x) 2 n h i  n x − x X 1 + oP (1) i + 1[xj ≤ xi ] − F (xi ) Kh (xi − x) w ˆ j rp 2 n h



ˆ S) (B ˆ (L) ˆ LI ) (B



i,j;i6=j



Z −



provided that n−1



P



ˆi iw



xU −x h xL −x h



  o rp (u) 1[xj ≤ x + hu] − F (x + hu) K(u)g(x + hu)du ,



ˆ (R)



ˆ S remains the →P 1. The component representing smoothing bias, i.e. B



same as before, hence the first half of Lemma 2 remains to apply. For the other terms, we collect some preliminary lemmas in the following subsection. Assumption 4 (Estimated weights). (i) θ 7→ w(·; θ) is twice continuously differentiable, with derivatives denoted by w˙ and w. ¨ (ii) For some δ > 0, E[sup|θ−θ0 |≤δ |w(zi ; θ)| + |w(z ˙ i ; θ)| + |w(z ¨ i ; θ)|] < ∞. P √ ˆ √ (iii) n(θ − θ0 ) = i ψi / n + oP (1), with ψi having zero mean and finite variance.



3.1



Preliminary Lemmas



We first consider the leave-in bias. Lemma 5. Assume Assumptions 1–4 hold with αx ≥ 1. Further h → 0 and nh → ∞. Then p ˆ LI = OP (1/n) = oP ( h/n). B ˆ The next lemma handles the quadratic variance R. 11



Lemma 6. Assume Assumptions 1–4 hold with αx ≥ 1, αw ≥ 0, and αw,2 ≥ 0. Further h → 0 √ p ˆ = OP (1/ n2 h + 1/n) = oP ( h/n). and nh2 → ∞. Then R ˆ LI and R, ˆ having smaller order than Note that we emphasize the two terms, B ˆ term. latter is the rate of the L



p h/n, since the



Lemma 7. Assume Assumptions 1–4 hold with αx ≥ 1, αw ≥ 0, and αw,2 ≥ 0. Further h → 0 and nh → ∞. Then for x in interior,    X Z xUh−x √ −1 1 + oP (1) nNx Sp,x rp (u) w ˆi − wi 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du xL −x n i h " #   1 X = g(x) I(x) − I(xU )F (x) e0 √ ψi + oP (1). n i



And for x in the boundary, √



−1 nNx Sp,x



Z xU −x    h 1 + oP (1) X rp (u) w ˆi − wi 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du = oP (1). x −x n L i h



Here I(x) = E[w˙ i 1[xi ≤ x]]. This lemma has an important implication: estimating the weights will have first order impact ˆ (x) when x is in interior. That is, it does not affect the estimated only on the smoothed c.d.f., e0 β 0



p



derivatives, since they are nonparametric objects, compared to which θˆ has a much faster rate of convergence.



3.2



Main Results



ˆ (x) with estimated weights. We first give the theorem showing asymptotic normality of β p ˆ (x)). Theorem 3 (Asymptotic normality with estimated weights: β p Assume Assumptions 1–4 hold with αx ≥ p + 1, αw ≥ p, αw,2 ≥ 0 for some integer p ≥ 0, and E[wi4 ] < ∞. Further h → 0, nh2 → ∞ and nh2p+1 = O(1). Then   √ nh2v−1 Fˆp(v) (x) − F (v) (x) − hp+1−v Bp,v,x r  n ˆ Fp (x) − F (x) − hp+1 Bp,0,x Vp,0,x



  N 0, Vp,v,x ,   N 0, 1 .



1 ≤ v ≤ p,



The variance Vp,v,x is redefined as



Vp,v,x



 −1  (v!)2 H (1) (x)e0v S−1  p,x Γp,x Sp,x ev     H(x) − 2H(x)F (x) + H(xU )F (x)2  2   =   + I(x) − I(xU )F (x) V[ψi ] + 2 I(x) − I(xU )F (x) E[ψi wi 1[xi ≤ x]]     hH (1) (x) e0 S−1 Γ S−1 e + c 0



p,x



p,x



p,x 0



1≤v≤0



v = 0, x interior v = 0, x = xL + ch or xU − ch.



Compared to Theorem 1, the only complication appears when v = 0 for interior evaluation √ point. The reason is simple, with weights estimated at n-rate, the first step estimation will have
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nontrivial impact on the smoothed e.d.f., since the latter object is also estimated at



√



n-rate. The



variance comes from essentially a two-step GMM problem. The following is a companion result for constructing standard errors. Theorem 4 (Variance Estimation). Assume Assumptions 1–4 hold with αx ≥ p + 1, αw ≥ p, αw,2 ≥ 0, and αw,4 ≥ 0 for some integer p ≥ 0. Further h → 0, nh2 → ∞ and nh2p+1 = O(1). Assume either x is in the boundary regions or v ≥ 1. Then ˆ −1 ˆ ˆ −1 Vˆp,v,x ≡ (v!)2 e0v Nx S p,x Γp,x Sp,x Nx ev →P Vp,v,x .



Define the standard error as r σ ˆp,v,x ≡ (v!)



1 0 ˆ −1 ˆ ˆ −1 ev Sp,x Γp,x Sp,x ev , nh2v



then   −1 Fˆp(v) (x) − F (v) (x) − hp+1−v Bp,v,x σ ˆp,v,x



  N 0, 1 .



We excluded the case for v = 0 and interior x, since constructing valid standard error requires knowledge of how the weights w ˆi are constructed, and is not captured by our variance estimator. If the object of interest is the smoothed e.d.f., we recommend to construct standard error using standard two-step GMM procedure, or using nonparametric bootstrap.



4



Additional Results



In this section we collect some results that are not essential to our main results, but otherwise will be useful in various applications. In the first part, we briefly illustrate how consistent MSE-optimal bandwidth can be constructed. Then we consider the problem of restricted estimation, when there is a natural way of data splitting. In a third subsection, we illustrate how valid standard errors can be constructed using a jackknife-based method.



4.1



Bandwidth Selection



In this subsection we consider the problem of constructing m.s.e.-optimal bandwidth for our local polynomial regression-based distribution estimators. We focus exclusively on the case v ≥ 1, hence the object of interest is nonparametric in nature, and will be either the density function or derivatives thereof. Valid bandwidth choice for the distribution function Fˆp (x) is also an interesting topic, but difficulty arises since it is estimated with (at least) parametric rate. We will briefly mention m.s.e. expansion of the estimated c.d.f. at the end. 4.1.1



For Nonparametric Estimates (v ≥ 1)



Consider some 1 ≤ v ≤ p, the following lemma gives finer characterization of the bias. 13



Lemma 8. Assume Assumptions 1–4 hold with αx ≥ p + 2, αw ≥ p + 1 and αw,2 ≥ 0. Further (v) h → 0 and nh3 → ∞. Then the leading bias of Fˆp (x) is characterized by hp+1−v Bp,v,x = hp+1−v







F (p+1) (x) 0 −1 v!ev Sp,x cp,x + h (p + 1)!







F (p+2) (x) F (p+1) (x) G(2) (x) + (p + 2)! (p + 1)! G(1) (x)







 ˜ v!e0v S−1 c p,x p,x .



The previous lemma is a refinement of Lemma 1 and 2, with both leading and higher-order bias explicitly characterized. To see its necessity, we note that when p − v is even and x is in interior, the leading bias is zero, since e0v S−1 p,x cp,x is zero. This is well-documented in the local polynomial regression literature. See Fan and Gijbels (1996) for a discussion. In general (that is, when rare cases such as F (p+1) (x) = 0 or F (p+2) (x) = 0 are excluded), we have the following: Order of bias: hp+1−v Bp,v,x ∝ p − v odd



even



x interior



hp+1−v



hp+2−v



boundary



hp+1−v



hp+1−v



Note that for boundary evaluation points, the leading bias never vanishes. The leading variance is also characterized by Theorem 1, and we reproduce it here: 1 1 −1 Vp,v,x = (v!)2 H (1) (x)e0v S−1 p,x Γp,x Sp,x ev . nh2v−1 nh2v−1



The m.s.e.-optimal bandwidth is defined as a minimizer of the following:  hMSE,p,v,x = arg min h>0



 2p+2−2v 2 V + h B p,v,x p,v,x . nh2v−1 1



Given the discussion we had earlier on the bias, it is easy to see that the MSE-optimal bandwidth has the following asymptotic order: Order of m.s.e.-optimal bandwidth: hMSE,p,v,x ∝ p − v odd x interior



n



boundary



n



1 − 2p+1 1 − 2p+1



even n n



1 − 2p+3 1 − 2p+1



Again only the case where p − v is even and x is interior needs special attention. Next we consider the problem of bandwidth estimation/construction. There are two notions of ˆ be consistency for estimated bandwidth. Let h be some nonstochastic bandwidth sequence, and h ˆ is consistent in rate if h ˆ  h (in most cases it is even the estimated bandwidth (sequence). Then h ˆ →P C ∈ (0, ∞)). And h ˆ is consistent in rate and constant if h/h ˆ →P 1. true that h/h To construct consistent bandwidth, either rate consistent or consistent in both rate and constant, we need estimates for both the bias and variance. The variance part is easy, since it is demonstrated in Theorem 2 (or Theorem 4 for estimated weights) that the standard error, being completely
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automatic and adaptive, is consistent: n`2v−1



2 σ ˆp,v,x →P 1, Vp,v,x



provided conditions specified in those theorems are satisfied. Here ` is some preliminary bandwidth used to construct σ ˆp,v,x . For the bias, there are two approaches. The first one is more common in the literature, where one distinguishes between the boundary and interior case, and provide consistent bias estimators separately. This method is appealing in the sense that the bandwidth constructed will be consistent both in rate and constant. The drawback, however, is that it requires precise knowledge about the location of x relative to the boundaries, which is not always obvious. We will follow the second approach, where we replace the unknown bias by an estimate which is consistent in rate (but not necessarily in constant). More precisely, our bias estimator will be consistent in rate and constant if either x is boundary or p − v is odd, and will be consistent in rate otherwise. This bias estimator has an appealing feature: it is purely data-driven and no precise knowledge about relative positioning of x to the boundaries is needed, with the price that it (and the bandwidth constructed thereof) is not consistent in constant when x is interior and p − v is even. To introduce this approach, first assume there are consistent estimators for F (p+1) (x) and F (p+2) (x), denoted by Fˆ (p+1) (x) and Fˆ (p+2) (x). We will not be too explicit about how those estimators are constructed. They can be obtained using our local polynomial regression-based approach, or can be constructed with some reference model (such as normal distribution). The critical step is to obtain consistent estimators of the matrices, which are given in the following lemma. Lemma 9. Assume Assumptions 1–3 hold with αx ≥ 1. Further ` → 0 and n` → ∞. Then −1 S\ p,x cp,x =



1 X  xi − x   xi − x 0 rp rp K` (xi − x) n i ` `



!−1



1 X  xi − x p+1  xi − x  rp K` (xi − x) n i ` `



!



1 X  xi − x p+2  xi − x  rp K` (xi − x) n i ` `



!



→P S−1 p,x cp,x ,



and −1 ˜p,x = S\ p,x c



1 X  xi − x   xi − x 0 rp rp K` (xi − x) n i ` `



!−1



˜p,x . →P S−1 p,x c



Note that we used different notation, `, for bandwidth. Now we have enough ingredients for bandwidth selection. Define: ( h



p+1−v



Bˆp,v,x = hp+1−v



Fˆ (p+1) (x) 0 \ Fˆ (p+2) (x) 0 \ ˜p,x v!ev S−1 v!ev S−1 p,x cp,x + h p,x c (p + 1)! (p + 2)!
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) ,



and assume that σ ˆp,v,x is constructed using the preliminary bandwidth `. Then  2v−1  2 2p+2−2v ˆ 2 ˆ MSE,p,v,x = arg min ` h σ ˆ + h B . p,v,x p,v,x h>0 h2v−1



We make three remarks here. Remark 7 (Optimization argument h and preliminary bandwidth `). The optimization argument h enters the RHS of the previous display in three places. First it is part of the variance component, by 1/h2v−1 . Second it shows as a multiplicative factor of the bias component, h2p−2v+2 . Finally within the definition of Bˆp,v,x , there is another multiplicative h, in front of the higher order bias. The preliminary bandwidth `, serves a different role. It is used to estimate the variance and −1 bias components. Of course one can use different preliminary bandwidths for σ ˆp,v,x , S\ p,x cp,x and −1 ˜ , provided they satisfy corresponding regularity conditions. S\ c p,x p,x



Remark 8 (Known boundaries). If boundary locations are known, either from a priori knowledge or suggested by the data, then it is possible to simplify the problem, and closed-form solution ˆ MSE,p,v,x is feasible. To be precise, if it is known that x is a boundary point or p − v is odd, one for h can simply ignore the second component in Bˆp,v,x . Similarly, if it is the case that x is interior and p − v is even, then the first component in Bˆp,v,x can be skipped. The option we opt-for is more flexible in the sense that it adapts to any p − v (odd or even) and any x (interior or boundary). Remark 9 (Consistent bias estimator). The bias estimator we proposed, hp−v+1 Bˆp,v,x , is consistent in rate for the true leading bias, but not necessarily in constant. Compare Bˆp,v,x and Bp,v,x , it is easily seen that the term involving F (p+1) (x)G(2) (x)/G(1) (x) is not captured. To capture this term, we need two additional nonparametric estimators, one for G(2) (x) and the other for G(1) (x). This is indeed feasible, as one can employ our local polynomial regression-based estimator for this purpose. The complication, however, is that G is a different distribution, hence one needs to construct the estimator from scratch. This leads to additional computational burden which may not be attractive in practice. There is one case, however, where estimating G(1) (x) and G(2) (x) is almost free – when the weighting satisfies wi ≡ 1. Then F = G, and with p ≥ 2, both are automatically produced hence requires no additional estimation effort. Theorem 5 (Consistent bandwidth). Let 1 ≤ v ≤ p. Assume the preliminary bandwidth ` is \ −1 −1 2 −1 ˜p,x →P S−1 ˜p,x , with chosen such that nh2v−1 σ ˆp,v,x /Vp,v,x →P 1, S\ p,x cp,x →P Sp,x cp,x , and Sp,x c p,x c other regularity conditions given in Lemma 1 and Theorem 2/4. • If either x is in boundary regions or p − v is odd, let Fˆ (p+1) (x) be consistent for F (p+1) 6= 0. Then ˆ MSE,p,v,x h →P 1. hMSE,p,v,x
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• If x is in interior and p − v is even, let Fˆ (p+2) (x) be consistent for F (p+2) 6= 0. Further assume nh3 → 0 and hMSE,p,v,x is well-defined. Then ˆ MSE,p,v,x h →P C ∈ (0, ∞). hMSE,p,v,x



4.1.2



For C.D.F. Estimate (v = 0)



(0) In this subsection we mention briefly how to choose bandwidth for the c.d.f. estimate, Fˆp (x) ≡ Fˆp (x). We assume x is in interior. Previous discussions on bias also applies to Fˆp (x):



hp+1 Bp,0,x = hp+1







F (p+1) (x) 0 −1 e0 Sp,x cp,x + h (p + 1)!







F (p+2) (x) F (p+1) (x) G(2) (x) + (p + 2)! (p + 1)! G(1) (x)







 ˜p,x , e00 S−1 p,x c



so that the bias for Fˆp (x) has order hp+1 if either x is boundary or p is odd, and hp+2 otherwise. Difficulty does arise since the c.d.f. estimator has leading variance of order2 Vp,0,x ∝



1[x interior] + h , n



which cannot be used for bandwidth selection, since the leading variance is proportional to the bandwidth, which means there is no bias-variance tradeoff. The trick is to use a higher order variance term. Recall that the local polynomial regressionbased estimator is essentially a second order U-statistic, which is then decomposed into two terms, ˆ and a quadratic term R ˆ which is a degenerate second order U-statistic. The the linear term L, ˆ has been ignored so far, since it is negligible compared to the variance of the quadratic term R variance of the linear term. For the c.d.f. estimator, however, it is the variance of this quadratic term that leads to bias-variance trade-off, hence should be used to define m.s.e.-optimal bandwidth. The exact form of this variance is given in Lemma 4/6, and we will not repeat here. With this additional variance term included, we have (with some abuse of notation) Vp,0,x ∝



1[x interior] + h 1[x interior] + h + , n n2 h



so that provided x is an interior point, the additional variance term increases as the bandwidth shrinks. Therefore the m.s.e.-optimal bandwidth for Fˆp (x) is well-defined. And estimating this bandwidth is also straightforward, simply by replacing unknown quantities with their estimates. The following table summarizes the order of the m.s.e.-optimal bandwidth for the estimated c.d.f. Order of m.s.e.-optimal bandwidth: hMSE,p,0,x ∝ p − v odd x interior boundary



n



2 − 2p+3



undefined



even n



2 − 2p+5



undefined



2 More precisely, the leading variance depends on the asymptotic framework used – whether x is regarded as a fixed point in the interior, or it is a drifting sequence to boundaries.
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What if x is in boundary region? Then the m.s.e.-optimal bandwidth for Fˆp (x) is not well defined. The leading variance now takes the form h/n + 1/n2 , which is proportional to the bandwidth – this is not surprising, for boundary x, the c.d.f. is known, hence a very small bandwidth (as long as one still has enough observations to construct the estimator numerically) gives a super-consistent estimator, although not an interesting one, as it estimates either 0 or 1. However, we would like to mention that, although m.s.e.-optimal bandwidth for Fˆp (x) is not well-defined for boundary x, it is still feasible to minimize the empirical MSE. To see how this works, one first estimate the bias term and variance term with some preliminary bandwidth `, leading to Bˆp,0,x and Vˆp,0,x . Then the m.s.e.-optimal bandwidth can be constructed by minimizing the empirical m.s.e.. Under regularity conditions, Bˆp,0,x will converge to some nonzero constant, while, if x is boundary, Vˆp,0,x has order `, the same as the preliminary bandwidth. Then the MSE-optimal bandwidth constructed in this way will have the following order: ˆ MSE,p,0,x ∝ Order of estimated m.s.e.-optimal bandwidth: h p − v odd 2 − 2p+3



x interior



n



boundary



(n2 /`)



1 − 2p+3



even n



2 − 2p+5



(n2 /`)



1 − 2p+5



ˆ MSE,p,0,x for boundary x, since it determines Note that the preliminary bandwidth enters the rate of h the rate at which the variance estimator Vˆp,0,x vanishes. Although this estimated bandwidth is not consistent for any well-defined object, it can be useful in practice, and it does reflect the fact that for boundary x it is appropriate to use bandwidth shrinks fast when the object of interest is the c.d.f.



4.2



Imposing Restrictions with Joint Estimation



We devote this subsection to estimation problems where it can be desirable to have joint estimation and/or impose restrictions. To illustrate the idea, we will discuss in the context of density discontinuity (manipulation) tests in regression discontinuity designs. Assume there is a natural (and known) partition of the support X = [xL , xU ] = [xL , x ¯) ∪ [¯ x, xU ] = X− ∪ X+ , and the regularity conditions we imposed so far are satisfied on each of the partitions, X− and X+ , but not necessarily the union. To be more precise, assume the distribution F is continuously differentiable to a certain order on each of the partitions, but the derivatives are not necessarily continuous across the cutoff x ¯. In this case consistent estimates of the densities and derivatives thereof require fitting local polynomials separately on each sides of x ¯, with corresponding subsamples. Alternatively, one can use the joint estimation framework introduced below. In problems with joint estimation and/or restrictions, notation tends to be cumbersome. For the ease of exposition, we will assume wi ≡ 1 throughout this subsection. Corresponding results with nontrivial weighting scheme or even estimated weights can be obtained with some additional efforts. Also we fix the evaluation point x ¯, and drop the corresponding subscript whenever possible. 18



4.2.1



Unrestricted Model



By an unrestricted model with cutoff x ¯, we consider the following polynomial basis rp h rp (u) = 1{u


u1{u


···



up 1{u






1{u≥0}



up 1{u≥0}



···



u1{u≥0}



i0



∈ R2p+2 .



The following two vectors will arise later, which we give the definition here: h r−,p (u) = 1 h r+,p (u) = 0



i0



u



···



up



0



···



0



0



···



0



1



···



up



i0



.



Also we define the vectors to extract the corresponding derivatives h I2p+2 = e0,−



···



e1,−



ep,−



e0,+



e1,+



···



i ep,+ .



With the above definition, the estimator at the cutoff is3 ˆ (¯ β p x) = arg



min



X



b∈R2p+2



2 Fˆ (xi ) − rp (xi − x ¯)0 b Kh (xi − x ¯).



i



Other notations (for example X and Xh ) are redefined similarly, with the scaling matrix H adjusted so that H−1 rp (u) = rp (h−1 u) is always true. Note that the above is equivalent to fitting local polynomials separately on each side, while the joint estimation framework is more systematic which we will keep using. To see the connection between the joint estimation and estimating separately on each side, we observe the following result, which can be easily seen using least squares algebra: Relation between joint and separate estimations. Joint estimation Separate estimation 0 ˆ ˆ (¯ x) “joint” × nn− Fˆp (¯ x−) e00,− β p x) = e0,− β p,− (¯ ˆ (¯ ˆ (¯ x) = e0 β x) “joint” × n − n− Fˆp (¯ x+) e0 β (v) Fˆp (¯ x−) (v) Fˆp (¯ x+)



0,+ p ˆ (¯ e0v,− β p x) ˆ (¯ e0v,+ β p x)



= =



0,+ p,+ ˆ (¯ e0v,− β p,− x) ˆ (¯ e0v,+ β p,+ x)



“joint” × “joint” ×



n+ n n− n n+



n+



and the difference comes from the fact that by separate estimation, one obtains estimates of the conditional c.d.f. and the derivatives. Here n− and n+ are the sample sizes in the two regions, X− and X+ , respectively. In the following lemmas, we will give asymptotic results of the joint estimation problem. Proofs are omitted. Lemma 10. Let Assumptions of Lemma 1 hold separately on X− and X+ , then    √  1 0 Xh Kh Xh = f (¯ x−)S−,p + f (¯ x+)S+,p + O h + OP 1/ nh n √ = Sf,p + O(h) + OP (1/ nh), 3



P The e.d.f. is defined with the whole sample as before: Fˆ (u) = n−1 i 1[xi ≤ u].
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where Z



0



1



Z



r−,p (u)r−,p (u)0 K(u)du,



S−,p =



S+,p =



−1



r+,p (u)r+,p (u)0 K(u)du.



0



ˆ LI , B ˆ S, L ˆ and R. ˆ Again we decompose the estimator into four terms, namely B Lemma 11. Let Assumptions of Lemma 2 hold separately on X− and X+ , then ˆ S = hp+1 B







F (p+1) (¯ x+)f (x+) F (p+1) (¯ x−)f (¯ x−) c−,p + c+,p (p + 1)! (p + 1)!







+ oP (hp+1 ),



ˆ LI = OP B



  1 , n



where Z



0



1



Z



up+1 r−,p (u)K(u)du,



c−,p =



up+1 r+,p (u)K(u)du.



c+,p =



−1



0



Lemma 12. Let Assumptions of Lemma 3 hold separately on X− and X+ , then h i ˆ V L     0 = F (¯ x) 1 − F (¯ x) Sf,p e0,− + e0,+ e0,− + e0,+ Sf,p n   f 0 (¯ o   x−) + h F (¯ x) 1 − F (¯ x) − F (¯ x)f (¯ x−) + f (¯ x−) Sf,p e0,− e01,− + e1,− e00,− Sf,p f (¯ x−) n   f 0 (¯ o   x+) + h F (¯ x) 1 − F (¯ x) − F (¯ x)f (¯ x+) Sf,p e0,+ e01,+ + e1,+ e00,+ Sf,p f (¯ x+) o   n   f 0 (¯ x−) − F (¯ x)f (¯ x−) + f (¯ x−) Sf,p e1,− e00,+ + e0,+ e01,− Sf,p + h F (¯ x) 1 − F (¯ x) f (¯ x−) n   f 0 (¯ o   x+) + h F (¯ x) 1 − F (¯ x) − F (¯ x)f (¯ x+) Sf,p e0,− e01,+ + e1,+ e00,− Sf,p f (¯ x+) n o 3 + h f (¯ x−) ΨΓ+,p Ψ + f (¯ x+)3 Γ+,p + O(h2 ),



where ZZ



(u ∧ v)r−,p (u)r−,p (v)0 K(u)K(v) dudv,



Γ−,p = [−1,0]2



ZZ



(u ∧ v)r+,p (u)r+,p (v)0 K(u)K(v) dudv,



Γ+,p = [0,1]2



and (−1)0



         Ψ= (−1)0      



 (−1)1 ..



(−1)1 ..



. (−1)p



.



      p (−1)         



.



(2p+2)×(2p+2)



We would like to consider the asymptotic variance (hence asymptotic distribution) after proper
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scaling. Here we define the scaling matrix by N = diag =



" 1 0



 √



0 1



r r  r n n √ n n ,··· , , n, ,··· , h h h h (2p+2)×(2p+2) r r   √ n n n, ,··· , , ⊗ diag h h (p+1)×(p+1)



r n,



# 2×2



then h i    0 ˆ V NS−1 x) 1 − F (¯ x) e0,− + e0,+ e0,− + e0,+ f,p L = F (¯    0    + I − e0,− + e0,+ e0,− + e0,+ S−1 x−)3 ΨΓ+,p Ψ + f (¯ x+)3 Γ+,p f,p f (¯    0  S−1 e0,− + e0,+ f,p I − e0,− + e0,+ √ + O( h),



√ where O( h) represent the order of the covariances between the c.d.f. (the parametric part) and the derivatives (nonparametric part). By using the notation S−1 f,p =



−1 −1 1 1 f (¯ x−) S−,p + f (¯ x+) S+,p ,



we have4



i    0 h ˆ x) 1 − F (¯ x) e0,− + e0,+ e0,− + e0,+ V NS−1 f,p L = F (¯     −1 0 + f (¯ x−) I − e0,− e00,− ΨS−1 +,p Γ+,p S+,p Ψ I − e0,− e0,−     −1 0 + f (¯ x+) I − e0,+ e00,+ S−1 +,p Γ+,p S+,p I − e0,+ e0,+ + o(1)







  F (¯ x) 1 − F (¯ x)



  0    =  x) 1 − F (¯ x)  F (¯  0



0



  F (¯ x) 1 − F (¯ x)



0







0



0



   ,   



n o −1 f (¯ x−)ΨS−1 +,p Γ+,p S+,p Ψ



(2:p+1)



  F (¯ x) 1 − F (¯ x)



0 0



0



0 n



−1 f (¯ x+)S−1 +,p Γ+,p S+,p



o (p+3:2p+2)



where the operator {·}(2:p+1) indicates keeping only the second to (p + 1)-th rows and columns. Therefore asymptotically 1. the c.d.f. (parametric part) and the derivatives (nonparametric part) are independent; 2. the two c.d.f. estimators (on each sides) have correlation 1 (not surprising, since we assume the DGP does not have point mass); 3. the derivatives (nonparametric part) on the two sides are independent. ˆ can also be established. Finally the order of R Lemma 13. Let Assumptions of Lemma 4 hold separately on X− and X+ , then r ˆ = OP R



1 n2 h



! .



−1 4 S−,p and S+,p are not invertible. Here S−1 −,p and S+,p are obtained by inverting the corresponding nonzero blocks. More precisely, they are Moore-Penrose inverse.
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ˆ We note that it is also possible to give exact form of the variance of R. In what follows we will consider the bias and the asymptotic distribution of fˆp (¯ x+) − fˆp (¯ x−), which is the object of interest for density discontinuity tests. Theorem 6. Let Assumptions of Theorem 1 hold separately on X− and X+ , then √



nhn



  fˆp (¯ x+) − fˆp (¯ x−) − f (¯ x+) − f (¯ x−) − hp Bp,1 p Vp,1



N (0, 1),



where o F (p+1) (¯ x−) 0 e01,+ S−1 e1,− S−1 +,p c+,p − −,p c−,p (p + 1)! (p + 1)!   0 −1 −1 = f (¯ x+) + f (−) e1,+ S+,p Γ+,p S+,p e1,+ .



Bp,1 = Vp,1



n F (p+1) (¯ x+)



Remark 10. We make two remarks here. (1) The asymptotic variance takes additive form. (2) The standard error proposed earlier remains valid. Note that by the specific structure of r−,p and r+,p , it is equivalent to apply the method on each side with the corresponding subsample. 4.2.2



Restricted Model



In previous discussion, we gave a test procedure on the discontinuity of the density by estimating on the two sides of the cutoff separately. This procedure is flexible and requires minimum assumptions. There are ways, however, to improve the power of the test when the densities are estimated with additional assumptions on the smoothness of the c.d.f. In a restricted model, the polynomial basis is re-defined as h rp (u) = 1



u1(u < 0)



u1(u ≥ 0)



u2



u3



···



up



i0



∈ Rp+2 ,



and the estimator in the fully restricted model is h ˆ (¯ ˆ x) β p x) = Fp (¯



(2) 1 ˆ (p) fˆp (¯ x−) fˆp (¯ x+) 21 Fˆp (¯ x) · · · p! Fp (¯ x) 2 X = arg max Fˆ (xi ) − rp (xi − x ¯)0 b Kh (xi − x ¯). b∈Rp+2



i0



i



Again the notations (for example X and Xh ) are redefined similarly, with the scaling matrix H (2) adjusted to make sure H−1 rp (u) = rp (h−1 u). Here Fˆp (¯ x) is the estimated c.d.f. and 1 Fˆp (¯ x), · · · , 2



1 ˆ (p) x) p! Fp (¯



are the estimated higher order derivatives, which we assume are all continuous at x ¯, while fˆp (¯ x−) and fˆp (¯ x+) are the estimated densities on the two sides of x ¯. Therefore we call the above model restricted, since it only allows discontinuity of the first derivative of F (i.e. the density) but not the other derivatives. With the modification of the polynomial basis, all other matrices in the previous subsection are redefined similarly, and h Ip+2 = e0



e1,−



e1,+



e2
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···



ep



i (p+2)×(p+2)



.



where the subscripts indicate the corresponding derivatives to extract. Moreover h r−,p (u) = 1



u



0



u2



···



i up ,



h r+,p (u) = 1



0



u



u2



···



i up .



Lemma 14. Let Assumptions of Lemma 1 hold with the exception that f may be discontinuous across x ¯, then √ 1 0 Xh Kh Xh = {f (¯ x−)S−,p + f (¯ x+)S+,p } + O (h) + OP (1/ nh) n √ = Sf,p + O (h) + OP (1/ nh),



where Z



0



1



Z



r−,p (u)r−,p (u)0 K(u)du,



S−,p =



S+,p =



−1



r+,p (u)r+,p (u)0 K(u)du.



0



ˆ LI , B ˆ S, L ˆ and R, ˆ which correspond to Again we decompose the estimator into four terms, B leave-in bias, smoothing bias, linear variance and quadratic variance, respectively. Lemma 15. Let Assumptions of Lemma 2 hold with the exception that f may be discontinuous across x ¯, then ˆ S = hp+1 B







F (p+1) (¯ x−)f (¯ x−) F (p+1) (¯ x+)f (¯ x+) c−,p + c+,p (p + 1)! (p + 1)!







+ oP (hp+1 ),



ˆ LI = OP B



  1 , n



(1)



where Z



0



c−,p =



u



p+1



1



Z r−,p (u)K(u)du,



up+1 r+,p (u)K(u)du.



c+,p =



−1



0



Lemma 16. Let Assumptions of Lemma 3 hold with the exception that f may be discontinuous across x ¯, then V [Lh (xi )]   = F (¯ x) 1 − F (¯ x) Sf,p e0 e00 Sf,p n   f 0 (¯ o x−) + h F (¯ x) 1 − F (¯ x) − F (¯ x)f (¯ x−) + f (¯ x−) Sf,p e0 e01,− Sf,p f (¯ x−) n   f 0 (¯ o x−) + h F (¯ x) 1 − F (¯ x) − F (¯ x)f (¯ x−) + f (¯ x−) Sf,p e1,− e00 Sf,p f (¯ x−) n   f 0 (¯ o x+) + h F (¯ x) 1 − F (¯ x) − F (¯ x)f (¯ x+) Sf,p e0 e01,+ Sf,p f (¯ x+) n   f 0 (¯ o x+) + h F (¯ x) 1 − F (¯ x) − F (¯ x)f (¯ x+) Sf,p e1,+ e00 Sf,p f (¯ x+) + hf (¯ x−)3 ΨΓ+,p Ψ + hf (¯ x+)3 Γ+,p + O(h2 )



where ZZ



(u ∧ v)r−,p (u)r−,p (v)0 K(u)K(v) dudv,



Γ−,p = [−1,0]2



ZZ



(u ∧ v)r+,p (u)r+,p (v)0 K(u)K(v) dudv,



Γ+,p = [0,1]2
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(2)



and 







(−1)0 (−1)1



      Ψ=      



(−1)1 (−1)2 (−1)3 ..



. (−1)p



      .      



Remark 11. Now we consider the asymptotic variance after proper scaling. The proper scaling matrix is  N = diag



√ n,



r



n ,··· , h



r  n h (p+2)×(p+2)



then i   h ˆ x) 1 − F (¯ x) e0 e00 V NS−1 f,p L = F (¯       0 x−)3 ΨΓ+,p Ψ + f (¯ x+)3 Γ+,p S−1 + I − e0 e00 S−1 f,p I − e0 e0 f,p f (¯ √ + O( h).







  F (¯ x) 1 − F (¯ x)



=



0



0 n   o −1 3 Sf,p f (¯ x−) ΨΓ+,p Ψ + f (¯ x+)3 Γ+,p S−1 f,p



 , (2:p+2)



where the operator {·}(2:p+2) excludes the first row and column. Therefore asymptotically 1. the c.d.f. (parametric part) and the derivatives (nonparametric part) remain to be independent; 2. the derivatives (nonparametric part) on the two sides are not independent. Again we can show that the quadratic part is negligible. Lemma 17. Let Assumptions of Lemma 4 hold with the exception that f may not be continuous across x ¯, then r ˆ = OP R



1 n2 h



! .



Theorem 7. Let Assumptions of Theorem 1 hold with the exception that f may not be continuous across x ¯, then √



nhn



  fˆp (¯ x+) − fˆp (¯ x−) − f (¯ x+) − f (¯ x−) − hp Bp,1 p Vp,1
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N (0, 1),



where  0   1 (p+1) (p+1) e1,+ − e1,− S−1 F (¯ x +)f (¯ x +)c + F (¯ x −)f (¯ x −)c , +,p −,p f,p (p + 1)!  0     = e1,+ − e1,− S−1 x−)3 ΨΓ+,p Ψ + f (¯ x+)3 Γ+,p S−1 f,p f (¯ f,p e1,+ − e1,− .



Bp,1 = Vp,1



Remark 12. (1) Now the matrix Sf,p is no longer block diagonal, which indicates fˆp (¯ x+) and fˆp (¯ x−) have nonzero covariance. Therefore the asymptotic variance does not take an additive form. (2) The standard error estimator remains valid.



4.3



Plug-in and Jackknife-based Standrd Errors



The standard error σ ˆp,v,x (see Theorem 2/4) is fully automatic and adapts to both interior and boundary regions. In this section we consider two other ways to construct standard errors. 4.3.1



Plug-in Standard Error



(v) Take v ≥ 1. Then the asymptotic variance of Fˆp (x) takes the following form: −1 Vp,v,x = (v!)2 H (1) (x)e0v S−1 p,x Γp,x Sp,x ev .



One way of constructing estimate of the above quantity is to plug-in a consistent estimator of H (1) (x). This may not be appealing, since H (1) (x) is a nonparametric object. There is, however, one case in which H (1) (x) is automatically available. Assume the weights are identically 1, i.e. wi ≡ 1, then H (1) (x) = F (1) (x) = G(1) (x), which is simply the estimated density. Hence we can use −1 Vˆp,v,x = (v!)2 Fˆp(1) (x)e0v S−1 p,x Γp,x Sp,x ev .



The next question is how Sp,x and Γp,x should be constructed. Note that they are related to the kernel, evaluation point x and the bandwidth h, but not the data generating process. Therefore the three matrices can be constructed by either analytical integration or numerical method. Back to the original case. How to estimate H (1) (x) with nontrivial weighting scheme? Recall that P 2 √ ˆ H(x) = E[w2 1[xi ≤ x]]. Then H(x) = w 1[xi ≤ x]/n is unbiased and n-consistent. On the i



i



i



other hand, it has the same problem as the empirical distribution function: it is not differentiable. Local polynomial smoothing can be applied here, the same as how it is applied to smooth out the empirical distribution function to obtain estimates of derivatives. More precisely, one can replace ˆ (x), and the slope coefficient will be consistent for H (1) (x), under very mild ˆ i ) in β Fˆ (xi ) by H(x p regularity conditions. 4.3.2



Jackknife-based Standard Error



The standard error σ ˆp,v,x is obtained by inspecting the asymptotic linear representation. It is fully automatic and adapts to both interior and boundaries. In this part, we present another standard 25



error which resembles σ ˆp,v,x , albeit with a different motivation. ˆ (x) is essentially a second order U-statistic, and the following expansion is justified: Recall that β p



 1 0 Xh Kh Y − Xβ p (x) n  1 X  xi − x   ˆ = rp F (xi ) − rp (xi − x)0 β p (x) Kh (xi − x) n i h       1 1 X  xi − x   1 X rp wj 1(xj ≤ xi ) − rp (xi − x)0 β p (x)  Kh (xi − x) + OP = n i h n−1 n j;j6=i       X 1 1 xi − x 0 = rp wj 1(xj ≤ xi ) − rp (xi − x) β p (x) Kh (xi − x) + OP , n(n − 1) h n i,j;i6=j



where the remainder represents leave-in bias. Note that the above could be written as a U-statistic, and to apply the Hoeffding decomposition, define  x − x  i wj 1(xj ≤ xi ) − rp (xi − x)0 β p (x) Kh (xi − x) h  x − x  j wi 1(xi ≤ xj ) − rp (xj − x)0 β p (x) Kh (xj − x), + rp h



U(xi , wi , xj , wj ) = rp



which is symmetric in its two arguments. Then (with estimated weights one has to make further expansion, but the main idea is the same)  1 0 Xh Kh Y − Xβ p (x) = E [U(xi , wi , xj , wj )] n ! 1X U1 (xi , wi ) − E [U(xi , wi , xj , wj )] + n i ! !−1 X n U(xi , wi , xj , wj ) − U1 (xi , wi ) − U1 (xj , wj ) + E [U(xi , wi , xj , wj )] . + 2 i,j;i


Here U1 (xi ) = E [ U(xi , wi , xj , wj )| xi , wi ]. The second line in the above display is the analogue of ˆ which contributes to the leading variance, and the third line is negligible. The new standard L, error, we call the jackknife-based standard error, is given by the following: r (JK) σ ˆp,v,x



≡ (v!)



1 0 ˆ −1 ˆ JK ˆ −1 ev Sp,x Γp,x Sp,x ev , nh2v



with ˆ JK Γ p,x



  0 X 1 X 1 X ˆ 1 ˆ i , w i , x j , w j ) = U(xi , wi , xj , wj )  U(x n i n−1 n−1 j;j6=i j;j6=i  !  ! 0 −1 −1 X X n n ˆ ˆ − U(xi , wi , xj , wj )  U(xi , wi , xj , wj ) , 2 2 i,j;i6=j



i,j;i6=j



and     ˆ (x) Kh (xi − x) ˆ i , wi , xj , wj ) = rp xi − x wj 1(xj ≤ xi ) − rp (xi − x)0 β U(x p h x − x   j ˆ (x) Kh (xj − x). + rp wi 1(xi ≤ xj ) − rp (xj − x)0 β p h



The name jackknife comes from the fact that we use leave-one-out “estimator” for U1 (xi , wi ): with 26



xi and wi fixed, “



1 X ˆ U(xi , wi , xj , wj ) →P U1 (xi , wi )”. n−1 j;j6=i



Under the same conditions specified in Theorem 2, one can show that the jackknife-based standard error is consistent. For estimated weights, regularity conditions specified in Theorem 4 suffice.
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Simulation Study



5.1



DGP 1: Truncated Normal Distribution



In this subsection, we conduct simulation study based on truncated normal distribution. To be more specific, the underlying distribution of xi is the standard normal distribution truncated below at −0.8. We do not incorporate extra weighting, hence G(x) = F (x) =



Φ(x) − Φ(−0.8) , 1 − Φ(−0.8)



x ≥ −0.8,



and zero otherwise. Equivalently, xi has Lebesgue density Φ(1) (x)/(1 − Φ(−0.8)) on [−0.8, ∞]. In this simulation study, the target parameter is the density function evaluated at various points. Note that both the variance and the bias of our estimator depend on the evaluation point, and in particular, the magnitude of the bias depends on higher order derivatives of the distribution function. 1. Evaluation point. We estimate the density at x ∈ {−0.8, −0.5, 0.5, 1.5}. Note that −0.8 is the boundary point, where classical density estimators such as the kernel density estimator has high bias. The point −0.5, given our bandwidth choice, is fairly close to the boundary, hence should be understood as in the lower boundary region. The two points 0.5 and 1.5 are interior, but the curvature of the normal density is quite different at those two points, and we expect to see the estimators having different bias behaviors. 2. Polynomial order. We consider p ∈ {2, 3}. For density estimation using our estimators, p = 2 should be the default choice, since it corresponds to estimating conditional mean with local linear regression. Such choice is also recommended by Fan and Gijbels (1996), according to which one should always choose p − s = 2 − 1 = 1 to be an odd number. We include p = 3 for completeness. 3. Kernel function. For local polynomial regression, the choice of kernel function is usually not very important. We use the triangular kernel k(u) = (1 − |u|) ∨ 0. 4. Sample size. The sample size used consists of n ∈ {1000, 2000}. For most empirical studies employing nonparametric density estimation, the sample size is well above 1000, hence n = 2000 is more representative.
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Overall, we have 4 × 2 × 2 = 16 designs, and for each design, we conduct 5000 Monte Carlo repetitions. We consider a grid of bandwidth choices, which correspond to multiples of the MSE-optimal bandwidth, ranging from 0.1hMSE to 2hMSE . We also consider the estimated bandwidth. The MSEoptimal bandwidth, hMSE , is chosen by minimizing the asymptotic mean squared error, using the true underlying distribution. For each design, we report the empirical bias of the estimator, E[fˆp (x) − f (x)], under bias. And √ empirical standard deviations, V1/2 [fˆp (x)], and empirical root-m.s.e., under sd and mse, respectively. For the standard errors constructed from the variance estimators, we report their empirical average under mean, which should be compared to sd. We also report the empirical rejection rate of t-statistics at 5% nominal level, under size. The t-statistic is (fˆp (x) − Efˆp (x))/se, which is exactly centered, hence rejection rate thereof is a measure of accuracy of normal approximation.



5.2



DGP 2: Exponential Distribution



In this subsection, we conduct simulation study based on exponential distribution. To be more specific, the underlying distribution of xi is F (x) = 1−e−x . We do not incorporate extra weighting. Equivalently, xi has Lebesgue density e−x for x ≥ 0. In this simulation study, the target parameter is the density function evaluated at various points. Note that both the variance and the bias of our estimator depend on the evaluation point, and in particular, the magnitude of the bias depends on higher order derivatives of the distribution function. 1. Evaluation point. We estimate the density at x ∈ {0, 1, 1.5}. Note that 0 is the boundary point, where classical density estimators such as the kernel density estimator has high bias. The two points 1 and 1.5 are interior. 2. Polynomial order. We consider p ∈ {2, 3}. For density estimation using our estimators, p = 2 should be the default choice, since it corresponds to estimating conditional mean with local linear regression. Such choice is also recommended by Fan and Gijbels (1996), according to which one should always choose p − s = 2 − 1 = 1 to be an odd number. We include p = 3 for completeness. 3. Kernel function. For local polynomial regression, the choice of kernel function is usually not very important. We use the triangular kernel k(u) = (1 − |u|) ∨ 0. 4. Sample size. The sample size used consists of n ∈ {1000, 2000}. For most empirical studies employing nonparametric density estimation, the sample size is well above 1000, hence n = 2000 is more representative. Overall, we have 3 × 2 × 2 = 12 designs, and for each design, we conduct 5000 Monte Carlo repetitions. 28



We consider a grid of bandwidth choices, which correspond to multiples of the MSE-optimal bandwidth, ranging from 0.1hMSE to 2hMSE . We also consider the estimated bandwidth. The MSEoptimal bandwidth, hMSE , is chosen by minimizing the asymptotic mean squared error, using the true underlying distribution. For each design, we report the empirical bias of the estimator, E[fˆp (x) − f (x)], under bias. And √ empirical standard deviations, V1/2 [fˆp (x)], and empirical root-m.s.e., under sd and mse, respectively. For the standard errors constructed from the variance estimators, we report their empirical average under mean, which should be compared to sd. We also report the empirical rejection rate of t-statistics at 5% nominal level, under size. The t-statistic is (fˆp (x) − Efˆp (x))/se, which is exactly centered, hence rejection rate thereof is a measure of accuracy of normal approximation.
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6 6.1



Proof Proof of Lemma 1



Proof. A generic element of the matrix



1 X0h Kh Xh n



takes the form:



1 X 1  xi − x s  xi − x  K , n i h h h



0 ≤ s ≤ 2p.



Then we compute the expectation: " #    1 xi − x s  xi − x  1 X 1  xi − x s  xi − x  E K =E K n i h h h h h h Z xU     1 u−x s u−x = K g(u)du h h h xL Z xU −x Z xU −x h h v s K (v) g(x + vh)dv = v s K (v) g(x + vh)dv, = xL −x h



xL −x h



hence for x in the interior, " # Z 1 X 1  xi − x s  xi − x  E K = g(x) rp (v)rp (v)0 K(v)dv + o(1), n i h h h R and for x = xL + ch with c ∈ [0, 1], " # Z ∞ 1 X 1  xi − x s  xi − x  E K = g(xL ) rp (v)rp (v)0 K(v)dv + o(1), n i h h h −c and for x = xU − ch with c ∈ [0, 1], " # Z c 1 X 1  xi − x s  xi − x  E K = g(xU ) rp (v)rp (v)0 K(v)dv + o(1), n i h h h −∞ provided that G ∈ C 1 . The variance satisfies #    1 X 1  xi − x s  xi − x  1 1 xi − x s  xi − x  K = V K V n i h h h n h h h         2s 2 1 1 xi − x xi − x 1 ≤ E 2 K =O , n h h h nh "



provided that G ∈ C 1 .



6.2







Proof of Lemma 2



Proof. First consider the smoothing bias. The leading term can be easily obtain by taking expectation together with Taylor expansion of F to power p + 1. The variance of this term has order n−1 h−1 h2p+2 , which gives the residual estimate oP (hp+1 ) since it is assumed that nh → ∞. Next for the leave-in bias, note that it has expectation of order n−1 , and variance of order n−3 h−1 , hence overall this term of order OP (n−1 ). 
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6.3



Proof of Lemma 3



Proof. We first compute the variance. Note that Z



xU −x h xL −x h



=



  rp (u) Fˆ (x + hu) − F (x + hu) K(u)g(x + hu)du



1 + oP (1) n



Z



xU −x h xL −x h



  rp (u) wi 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du,



and xU −x h



"Z V



xL −x h



ZZ =



xU −x h xL −x h







#







rp (u) wi 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du rp (u) rp (v)0 K(u)K(v)g(x + hu)g(x + hv)



 w2 (t) (1[t ≤ x + hu] − F (x + hu)) (1[t ≤ x + hv] − F (x + hv)) g(t)dt dudv.



Z R



For notational simplicity, let H(u) = E[wi2 1[xi ≤ u]] =



Z



u



w2 (t)g(t)dt. xL



Then ZZ (I) = 



xU −x h xL −x h



rp (u) rp (v)0 K(u)K(v)g(x + hu)g(x + hv)



 H(x + h(u ∧ v)) − H(x + hu)F (x + hv) − F (x + hu)H(x + hv) + H(xU )F (x + hu)F (x + hv) dudv.



We first consider the interior case, where the above reduces to: (I)interior ZZ   = rp (u) rp (v)0 K(u)K(v)g(x)2 H(x) − 2H(x)F (x) + H(xU )F (x)2 dudv R ZZ (u ∧ v)rp (u) rp (v)0 K(u)K(v)g(x)2 H (1) (x)dudv +h R ZZ   −h (u + v)rp (u) rp (v)0 K(u)K(v)g(x)2 H (1) (x)F (x) + H(x)F (1) (x) dudv Z ZR +h (u + v)rp (u) rp (v)0 K(u)K(v)g(x)2 H(xU )F (1) (x)F (x)dudv Z ZR   +h (u + v)rp (u) rp (v)0 K(u)K(v)G(2) (x)2 H(x) − 2H(x)F (x) + H(xU )F (x)2 dudv + o(h)  R  = g(x)2 H(x) − 2H(x)F (x) + H(xU )F (x)2 Sp,x e0 e00 Sp,x   − hg(x)2 H (1) (x)F (x) + H(x)F (1) (x) Sp,x (e1 e00 + e0 e01 )Sp,x + hg(x)2 H(xU )F (1) (x)F (x)Sp,x (e1 e00 + e0 e01 )Sp,x   + hG(2) (x)2 H(x) − 2H(x)F (x) + H(xU )F (x)2 Sp,x (e1 e00 + e0 e01 )Sp,x + hg(x)2 H (1) (x)Γp,x + o(h).
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(I)



For x = xL + hc with c ∈ [0, 1) in the lower boundary region, (I)lower boundary ZZ   = rp (u) rp (v)0 K(u)K(v)g(xL )2 H(xL ) − 2H(xL )F (xL ) + H(xU )F (xL )2 dudv R ZZ +h (u ∧ v + c)rp (u) rp (v)0 K(u)K(v)g(xL )2 H (1) (xL )dudv R ZZ   (u + v + 2c)rp (u) rp (v)0 K(u)K(v)g(xL )2 H (1) (xL )F (xL ) + H(xL )F (1) (xL ) dudv −h Z ZR +h (u + v + 2c)rp (u) rp (v)0 K(u)K(v)g(xL )2 H(xU )F (1) (xL )F (xL )dudv R ZZ   +h (u + v + 2c)rp (u) rp (v)0 K(u)K(v)G(2) (xL )2 H(xL ) − 2H(xL )F (xL ) + H(xU )F (xL )2 dudv + o(h) 2



R (1)



= hg(xL ) H



 (xL ) Γp,x + cSp,x e0 e00 Sp,x + o(h).



Finally, we have (I)upper boundary ZZ   = rp (u) rp (v)0 K(u)K(v)g(xU )2 H(xU ) − 2H(xU )F (xU ) + H(xU )F (xU )2 dudv R ZZ +h (u ∧ v − c)rp (u) rp (v)0 K(u)K(v)g(xU )2 H (1) (xU )dudv R ZZ   −h (u + v − 2c)rp (u) rp (v)0 K(u)K(v)g(xU )2 H (1) (xU )F (xU ) + H(xU )F (1) (xU ) dudv Z ZR +h (u + v − 2c)rp (u) rp (v)0 K(u)K(v)g(xU )2 H(xU )F (1) (xU )F (xU )dudv Z ZR   +h (u + v − 2c)rp (u) rp (v)0 K(u)K(v)G(2) (xU )2 H(xU ) − 2H(xU )F (xU ) + H(xU )F (xU )2 dudv + o(h) R



 = hg(xU )2 H (1) (xU ) Γp,x + cSp,x e0 e00 Sp,x − Sp,x (e1 e00 + e0 e01 )Sp,x + o(h). With the above results, it is easy to varify the variance formula, provided that we can show the asymptotic normality. We first consider the interior case, and verify the Lindeberg condition on the fourth moment. Let α ∈ Rp+1 be an arbitrary nonzero vector, then !4 Z xU −x   X h 1 0 −1 E √ α Nx (g(x)Sp,x ) rp (u) wi 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du xL −x n i h !4 Z xU −x   h 1 = E α0 Nx (g(x)Sp,x )−1 rp (u) wi 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du xL −x n h ZZZZ   Y 1 0 α Nx (g(x)Sp,x )−1 rp (uj ) K(uj ) g(x + huj ) = n A j=1,2,3,4 "Z #  Y  w4 (t) 1[t ≤ x + huj ] − F (x + huj ) g(t)dt du1 du2 du3 du4 R



C ≤ · n



j=1,2,3,4



ZZZZ



Y



A j=1,2,3,4







   1 α0 Nx (g(x)Sp,x )−1 rp (uj ) K(uj ) g(x)du1 du2 du3 du4 + O , nh



where A = [ xLh−x , xUh−x ]4 ⊂ R4 . The first term in the above display is asymptotically negligible, since it is takes the form C · (α0 Nx e0 )4 /n where the constant C depends on the DGP, and is finite since we assumed E[wi4 ] < ∞. The order of the next term is 1/(nh), which comes from multiplying n−1 , h−2 (from the scaling matrix Nx ), and h (from linearization), hence is also negligible. Under the assumption that nh → ∞, the Lindeberg condition is verified for interior case. The same logic applies to the boundary case, whose proof is easier than the interior case, since the leading term in the calculation is identically zero for x in either the lower or upper boundary. 
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6.4



Proof of Lemma 4



ˆ we rewrite it as a second order degenerate U-statistic: Proof. For R, X ˆ ij , ˆ = 1 + oP (1) U R 2 n i,j;i


6.5







Proof of Theorem 1



Proof. This follows from previous lemmas.



6.6







Proof of Theorem 2



Proof. First we note that the second half of the theorem follows from the first half and the asymptotic normality result of Theorem 1, hence it suffices to prove the first half, i.e. the consistency of Vˆp,v,x . The analysis of this estimator is quite involved, since it takes the form of a third order V-statistic. Moreover, since the empirical d.f. Fˆ is involved in the formula, a full expansion leads to a fifth order V-statistic. However, some simple tricks will greatly simplify the problem. ˆ p,x into four terms, respectively We first split Γ    X  xj − x   xk − x  0 ˆ p,x,1 = 1 rp rp Kh (xj − x)Kh (xk − x)wi2 1[xi ≤ xj ] − F (xj ) 1[xi ≤ xk ] − F (xk ) Σ 3 n h h i,j,k       X xj − x xk − x  0 2 ˆ p,x,2 = 1 ˆ (xj ) 1[xi ≤ xk ] − Fˆ (xk ) Σ r r K (x − x)K (x − x)w F (x ) − F p p j j h h k i n3 h h i,j,k       X xj − x xk − x  0 2 ˆ p,x,3 = 1 ˆ (xj ) F (xk ) − Fˆ (xk ) r r K (x − x)K (x − x)w 1[x ≤ x ] − F Σ p j i j p h h k i n3 h h i,j,k    X  xj − x   xk − x  0 ˆ p,x,4 = 1 Σ rp rp Kh (xj − x)Kh (xk − x)wi2 F (xj ) − Fˆ (xj ) F (xk ) − Fˆ (xk ) . 3 n h h i,j,k
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ˆ p,x,1 for a while, since it is the key component in this variance estimator. We first consider Nx S ˆ −1 ˆ ˆ −1 Leaving Σ p,x Σp,x,4 Sp,x Nx . By the uniform consistency of the empirical d.f., it can be shown easily that −1  ˆ −1 ˆ ˆ −1 Nx S . p,x Σp,x,4 Sp,x Nx = OP (nh) Note that the extra h−1 comes from the scaling matrix Nx , but not the kernel function Kh . Next we consider ˆ −1 ˆ ˆ −1 Nx S p,x Σp,x,2 Sp,x Nx , which takes the following form (up to the negligible smoothing bias): ˆ −1 ˆ ˆ −1 Nx S p,x Σp,x,2 Sp,x Nx 



   X  xk − x 0 1 ˆ (x))  ˆ −1 =Nx H(β p (x) − β Kh (xk − x)wi2 1[xi ≤ xk ] − Fˆ (xk )  S rp p,x Nx p n2 h i,k



=OP ((nh)



−1/2



) = oP (1),



ˆ (x). For Σ ˆ p,x,1 , we make the observation that it is possible to where the last line uses the asymptotic normality of β p ignore all “diagonal” terms, meaning that     x − x   x − x 0 X j k 2 ˆ p,x,1 = 1 Σ r K (x − x)K (x − x)w 1[x ≤ x ] − F (x ) 1[x ≤ x ] − F (x ) + oP (h), r p j i j j i p h h k k k i n3 h h i,j,k distinct



under the assumption that nh2 → ∞. As a surrogate, define     x − x   x − x 0 j k Ui,j,k = rp rp Kh (xj − x)Kh (xk − x)wi2 1[xi ≤ xj ] − F (xj ) 1[xi ≤ xk ] − F (xk ) , h h which means X ˆ p,x,1 = 1 Ui,j,k . Σ n3 i,j,k distinct



The critical step is to further decompose the above into X ˆ p,x,1 = 1 Σ E[Ui,j,k |xi ] 3 n



(I)



i,j,k distinct



+



 1 X  U − E[U |x , x ] i j i,j,k i,j,k n3



(II)



i,j,k distinct



+



 1 X  E[Ui,j,k |xi , xj ] − E[Ui,j,k |xi ] . 3 n



(III)



i,j,k distinct



We already investigated the properties of term (I) in Lemma 3, hence it remains to show that both (II) and (III) are o(h), hence does not affect the estimation of asymptotic variance. We consider (II) as an example, and the analysis of (III) is similar. Since (II) has zero expectation, we consider its variance (for simplicity treat U as a scaler):    1 X V[(II)] = E   n6



  X  Ui,j,k − E[Ui,j,k |xi , xj ] Ui,j,k − E[Ui0 ,j 0 ,k0 |xi0 , xj 0 ]  .



i,j,k i0 ,j 0 ,k0 distinct distinct



The expectation will be zero if the six indices are all distinct. Similarly, when there are only two indices among the
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six are equal, the expectation will be zero unless k = k0 , hence   1 X V[(II)] = E   n6







  X  Ui,j,k − E[Ui,j,k |xi , xj ] Ui,j,k − E[Ui0 ,j 0 ,k0 |xi0 , xj 0 ]  



i,j,k i0 ,j 0 ,k0 distinct distinct







  1 = E  n6



X  i,j,k,i0 j 0 distinct



  Ui,j,k − E[Ui,j,k |xi , xj ] Ui,j,k − E[Ui0 ,j 0 ,k |xi0 , xj 0 ]  



+ ··· , where · · · represent cases where more than two indices among the six are equal. We can easily compute the order from the above as V[(II)] = O(n−1 ) + O((nh)−2 ), which shows that (II) = OP (n−1/2 + (nh)−1 ) = oP (h), which closes the proof.



6.7







Proof of Lemma 5



Proof. First replace w ˆi by wi , then it reduces to the leave-in bias, which has been shown in Lemma 2 to have order OP (n−1 ). Then consider the remaining piece:   1 + oP (1) X  xi − x  rp (w ˆi − wi ) 1 − F (xi ) Kh (xi − x) 2 n h i   X 1 xi − x   ≤ (θˆ − θ0 ) · 2 sup |w(z ˙ i , θ)| · rp 1 − F (xi ) Kh (xi − x) n i |θ−θ0 |≤δ h " #   1 1X xi − x   ≤ √ sup |w(z ˙ i , θ)| · rp 1 − F (xi ) Kh (xi − x) , h nn n i |θ−θ0 |≤δ



(I)



where the remaining term can be further bounded by expectation calculation: " #   xi − x   E sup |w(z ˙ i , θ)| · rp 1 − F (xi ) Kh (xi − x) h |θ−θ0 |≤δ   i xi − x   = E a(xi ) · rp a(xi ) = E 1 − F (xi ) Kh (xi − x) , h Z   = a(x + hv) · |rp (v)| 1 − F (x + hv) K(v)g(x + hv)dv Z 1 ≤C a(x + hv)g(x + hv)dv −1 " # h



≤ CE



sup



" sup |θ−θ0 |≤δ



|w(z ˙ i , θ)| xi



#



|w(z ˙ i , θ) < ∞.



|θ−θ0 |≤δ



Therefore (I) has order OP (n−3/2 ), hence is asymptotically negligible.
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6.8



Proof of Lemma 6



√ √ Proof. First replace w ˆi by wi , then Lemma 4 shows that it has order OP ( n−2 h−1 ) = oP ( n−1 h), provided that ˆ nh2 → ∞. Then we consider the difference, which can be written as (ignoring the oP (1) term in R)    n  1 X xi − x 1[xj ≤ xi ] − F (xi ) Kh (xi − x) (w ˆj − wj ) rp n2 h i,j;i6=j



Z −



xU −x h xL −x h



  o rp (u) 1[xj ≤ x + hu] − F (x + hu) K(u)g(x + hu)du



  1 X  n x − x i = θˆ − θ0 2 1[xj ≤ xi ] − F (xi ) Kh (xi − x) w˙ j rp n h



(I)



i,j;i6=j



Z −



xU −x h xL −x h



  o rp (u) 1[xj ≤ x + hu] − F (x + hu) K(u)g(x + hu)du



    1 X n  ˜ − w˙ j ) rp xi − x 1[xj ≤ xi ] − F (xi ) Kh (xi − x) + θˆ − θ0 2 (w(z ˙ j , θ) n h



(II)



i,j;i6=j



Z −



xU −x h xL −x h



  o rp (u) 1[xj ≤ x + hu] − F (x + hu) K(u)g(x + hu)du .



Term (I) remains to be a U-statistic with zero expectation, but not necessarily degenerate. Its order can easily be seen to be, with standard variance calculation:      1 1 1 1 1 √ +√ (I) = OP √ , = OP + √ n n n n nh n2 h which has the same order as the leave-in bias, hence can be ignored (provided that w˙ i has finite variance). For (II), we observe:   1 X xi − x   |(II)| ≤ |θˆ − θ0 |2 · 2 1[xj ≤ xi ] − F (xi ) Kh (xi − x) sup |w(z ¨ i , θ)| · rp n h |θ−θ0 |≤δ i,j;i6=j



Z −



xU −x h xL −x h



  rp (u) 1[xj ≤ x + hu] − F (x + hu) K(u)g(x + hu)du 



  1 , = OP n by direct expectation calculation.



6.9







Proof of Lemma 7



Proof. First note that Z xU −x    h 1 + oP (1) X rp (u) w ˆi − wi 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du xL −x n i h " # xU −x Z     X h 1 + oP (1) = rp (u) w˙ i 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du θˆ − θ0 x −x n L i h # " xU −x Z     X h 1 + oP (1) ˜ − w˙ i ) 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du θˆ − θ0 . + rp (u) (w(z ˙ i , θ) x −x n L i h
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(I)



(II)



We first consider the interior case, with the following expectation calculation for (I): " #   X Z xUh−x −1 1 E Sp,x rp (u) w˙ i 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du n i xL −x h Z xU −x   h = S−1 rp (u) I(x + hu) − I(xU )F (x + hu) K(u)g(x + hu)du p,x xL −x h



= g(x)(I(x) − I(xU )F (x))e0 + O(h). Since the variance of the above quantity has order 1/n, we have, when x is in interior, that Nx S−1 p,x



  Z xU −x   √ h 1X 1 rp (u) w˙ i 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du = g(x)(I(x) − I(xU )F (x))e0 + OP h+ √ . n i xL −x nh h



When x is in either the lower boundary or the upper boundary region, Nx S−1 p,x



  Z xU −x   √ h 1 1X rp (u) w˙ i 1[xi ≤ x + hu] − F (x + hu) K(u)du = OP h+ √ , n i xL −x nh h



since the leading constant term vanishes. As for (II), it is bounded through the following quantity: " #     1 X Z xUh−x ˜ ˆ rp (u) (w(z ˙ i , θ) − w˙ i ) 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu)du (II) P θ − θ0 n i xL −x h " #   X Z xUh−x 2 1 ˆ ≤ | θ − θ0 | · sup |w(z ¨ i , θ)| rp (u) 1[xi ≤ x + hu] − F (x + hu) K(u)g(x + hu) du , n i xL −x |θ−θ0 |≤δ h



−1



which has the order OP (n



6.10



) by expectation calculation.







Proof of Theorem 3



Proof. This follows from previous lemmas.



6.11







Proof of Theorem 4



Proof. The proof resembles that of Theorem 2 with minor changes.



6.12







Proof of Lemma 8



Proof. We rely on Lemma 1 and 2 (note that whether the weights are estimated is irrelevant here), hence will not repeat arguments already established there. Instead, extra care will be given to ensure the characterization of higher order bias. Consider the case where with enough smoothness on G, then the bias is characterized by i−1 h √ ˜ p,x + o(h) + OP (1/ nh) h−v v!e0v G(1) (x)Sp,x + hG(2) (x)S   (p+2)   F (p+1) (x) (1) F (x) (1) F (p+1) (x) (2) ˜p,x + o(hp+2 ) hp+1 G (x)cp,x + hp+2 G (x) + G (x) c (p + 1)! (p + 2)! (p + 1)!   √  (2) G (x) 1 −1 ˜ S−1 = h−v v!e0v S−1 p,x − h p,x Sp,x Sp,x + OP 1/ nh G(1) (x) [G(1) (x)]2   (p+2)   F (p+1) (x) (1) F (x) (1) F (p+1) (x) (2) ˜p,x + o(hp+2 ) {1 + oP (1)}, hp+1 G (x)cp,x + hp+2 G (x) + G (x) c (p + 1)! (p + 2)! (p + 1)! R xUh−x ˜ p,x = x −x which gives the desired result. Here S urp (u)rp (u)0 k(u)du. And for the last line to hold, one needs the L  √ h extra condition nh3 → ∞ so that OP 1/ nh = oP (h). See Fan and Gijbels (1996) (Theorem 3.1, pp. 62). 
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6.13



Proof of Lemma 9



Proof. The proof resembles that of Lemma 1, and is omitted here.



6.14







Proof of Theorem 5



Proof. The proof splits into two cases. We sketch one of them. Assume either x is boundary or p − v is odd, the MSE-optimal bandwidth is asymptotically equivalent to the following:  1 2p+1 (1) 0 −1 −1 (2v − 1)H (x)e S Γ 1 p,x Sp,x ev v p,x  = , n (2p − 2v + 2)( F (p+1) (x) e0 S−1 2 p,x cp,x ) 



˜ MSE,p,v,x h → 1, hMSE,p,v,x



˜ MSE,p,v,x h



(p+1)!



v



which is obtained by optimizing MSE ignoring the higher order bias term. With consistency of the preliminary estimates, it can be shown that  1 2p+1 2 2v−1 (2v − 1)ˆ σ n` 1 p,v,x  = {1 + oP (1)}. n (2p − 2v + 2)(v! Fˆ (p+1) (x) e0 S−1 2 p,x cp,x ) 



ˆ MSE,p,v,x h



(p+1)!



v



ˆ MSE,p,v,x is consistent Apply the consistency assumption of the preliminary estimates again, one can easily show that h both in rate and constant. A similar argument can be made for the other case, and is omitted here. 
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40



0.4



0.475



0.10 0.607



0.861



0.066



Quantile 0.25 0.50 0.75



0.071



0.070



0.013



0.168 0.094 0.074 0.063 0.056 0.053 0.051 0.047 0.044 0.041 0.039



0.170 0.097 0.074 0.062 0.054 0.052 0.050 0.046 0.043 0.040 0.038



0.008 0.003 0.002 0.006 0.013 0.017 0.021 0.031 0.044 0.058 0.074



0.170 0.097 0.074 0.062 0.056 0.054 0.054 0.056 0.061 0.071 0.083



mse



1.277



0.90



8.24



6.00 5.98 4.92 4.76 4.40 4.46 4.74 5.06 4.64 4.60 4.88



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.055



0.121 0.071 0.055 0.046 0.042 0.040 0.040 0.042 0.046 0.054 0.065 0.048



0.122 0.070 0.055 0.047 0.041 0.039 0.038 0.035 0.033 0.031 0.029



0.638



0.906



1.36



0.90



9.50



5.14 5.54 5.32 4.84 4.22 4.36 4.46 4.56 4.56 4.62 4.62



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.492



Quantile 0.25 0.50 0.75



0.054



0.121 0.071 0.055 0.046 0.040 0.038 0.037 0.034 0.032 0.030 0.028



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.407



0.10



0.012



0.003 0.002 0.002 0.004 0.009 0.012 0.016 0.024 0.034 0.045 0.058



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



bias



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 1. Simulation (truncated Normal). x = −0.8, p = 2, triangular kernel.
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0.317



0.344



0.10 0.387



0.462



0.110



Quantile 0.25 0.50 0.75



0.114



0.114



0.001



0.229 0.127 0.100 0.085 0.076 0.072 0.069 0.064 0.060 0.057 0.054



0.234 0.129 0.100 0.085 0.075 0.071 0.068 0.064 0.059 0.056 0.053



0.015 0.005 −0.001 −0.004 −0.004 −0.005 −0.006 −0.007 −0.007 −0.005 0.000



0.234 0.129 0.100 0.085 0.075 0.071 0.069 0.064 0.060 0.056 0.053



mse



0.59



0.90



5.06



4.94 5.50 4.96 4.58 4.58 4.50 4.86 5.12 4.92 4.64 4.92



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.081



0.161 0.094 0.074 0.062 0.055 0.053 0.051 0.047 0.044 0.042 0.039 0.078



0.161 0.093 0.073 0.062 0.056 0.053 0.051 0.047 0.044 0.042 0.040



0.402



0.483



0.628



0.90



5.58



4.46 5.36 5.70 5.24 4.52 4.54 4.50 4.60 4.44 4.54 4.78



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.359



Quantile 0.25 0.50 0.75



0.081



0.161 0.094 0.074 0.062 0.055 0.052 0.050 0.047 0.043 0.041 0.039



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.332



0.10



0.000



0.006 0.003 −0.001 −0.003 −0.004 −0.005 −0.006 −0.008 −0.008 −0.007 −0.004



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



bias



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 2. Simulation (truncated Normal). x = −0.8, p = 3, triangular kernel.



42 0.716



0.828



0.10 1.004



1.299



0.026



Quantile 0.25 0.50 0.75



0.031



0.031



0.004



0.068 0.037 0.028 0.026 0.026 0.026 0.026 0.026 0.026 0.026 0.025



0.067 0.037 0.028 0.026 0.026 0.026 0.026 0.026 0.026 0.025 0.025



0.003 0.001 −0.002 −0.003 −0.003 −0.002 −0.001 0.001 0.005 0.010 0.016



0.067 0.037 0.028 0.026 0.026 0.026 0.026 0.026 0.026 0.027 0.030



mse



1.861



0.90



9.78



5.34 5.14 5.26 4.86 4.90 4.86 4.86 4.76 4.88 5.02 4.68



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.027



0.052 0.028 0.021 0.019 0.018 0.018 0.018 0.018 0.018 0.019 0.020 0.018



0.051 0.029 0.021 0.019 0.018 0.018 0.018 0.018 0.018 0.018 0.018



1.044



1.433



2.223



0.90



12.86



5.46 5.28 5.76 5.48 5.46 5.30 5.28 5.12 4.68 4.58 4.50



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.843



Quantile 0.25 0.50 0.75



0.027



0.052 0.028 0.021 0.018 0.018 0.018 0.018 0.018 0.018 0.018 0.018



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.728



0.10



0.005



0.002 0.000 −0.002 −0.003 −0.003 −0.003 −0.003 −0.001 0.001 0.005 0.009



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



bias



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 3. Simulation (truncated Normal). x = −0.5, p = 2, triangular kernel.



43 0.289



0.10



0.031



0.001



0.031



0.061 0.036 0.027 0.025 0.025 0.026 0.026 0.027 0.028 0.031 0.036 0.031



0.061 0.035 0.027 0.025 0.025 0.026 0.026 0.026 0.026 0.026 0.026



0.314



0.361



0.437



Quantile 0.25 0.50 0.75



0.061 0.036 0.027 0.025 0.025 0.026 0.026 0.026 0.026 0.026 0.026



0.001 0.001 0.001 0.001 0.001 0.002 0.002 0.005 0.010 0.017 0.025



mse



0.587



0.90



4.56



5.08 5.46 4.94 4.90 5.00 5.16 5.18 4.80 4.74 4.70 4.66



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.022



0.046 0.026 0.019 0.017 0.018 0.018 0.018 0.019 0.020 0.022 0.027 0.023



0.045 0.026 0.020 0.018 0.018 0.018 0.018 0.018 0.019 0.019 0.018



0.374



0.457



0.619



0.90



4.74



5.12 5.54 4.90 4.84 4.86 4.84 4.74 4.72 4.60 4.38 4.32



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.327



Quantile 0.25 0.50 0.75



0.022



0.046 0.026 0.019 0.017 0.018 0.018 0.018 0.018 0.018 0.018 0.018



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.3



0.10



0.001



0.001 0.001 0.001 0.001 0.001 0.001 0.002 0.003 0.007 0.013 0.019



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



bias



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 4. Simulation (truncated Normal). x = −0.5, p = 3, triangular kernel.



44 0.748



0.10



0.023



−0.009 0.025



0.068 0.037 0.027 0.022 0.020 0.020 0.020 0.021 0.024 0.028 0.032 0.017



0.068 0.037 0.028 0.022 0.018 0.017 0.016 0.014 0.012 0.011 0.009



0.829



0.971



1.256



Quantile 0.25 0.50 0.75



0.068 0.037 0.027 0.022 0.018 0.017 0.016 0.014 0.012 0.011 0.010



0.004 0.000 −0.002 −0.004 −0.008 −0.010 −0.012 −0.016 −0.021 −0.026 −0.031



mse



1.785



0.90



19.00



5.26 5.04 4.84 4.64 4.68 4.92 4.92 5.20 5.72 6.04 6.44



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.020



0.051 0.028 0.021 0.017 0.016 0.015 0.015 0.017 0.019 0.022 0.026 0.013



0.051 0.028 0.021 0.017 0.014 0.013 0.012 0.011 0.010 0.009 0.008



0.976



1.214



1.703



0.90



17.38



5.10 4.56 4.62 4.86 4.90 4.98 5.08 5.00 5.16 5.24 5.46



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.849



Quantile 0.25 0.50 0.75



0.018



0.051 0.028 0.021 0.017 0.014 0.013 0.013 0.011 0.010 0.009 0.008



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.772



0.10



−0.007



0.002 0.000 −0.001 −0.003 −0.006 −0.007 −0.009 −0.013 −0.016 −0.020 −0.025



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



bias



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 5. Simulation (truncated Normal). x = 0.5, p = 2, triangular kernel.



45 0.641



0.10



0.020



−0.001 0.020



0.061 0.033 0.024 0.019 0.017 0.016 0.016 0.017 0.019 0.022 0.024



mse



0.018



0.061 0.034 0.025 0.020 0.017 0.016 0.015 0.014 0.013 0.012 0.011



0.697



0.784



0.926



Quantile 0.25 0.50 0.75



0.061 0.033 0.024 0.019 0.017 0.016 0.015 0.014 0.013 0.012 0.012



0.001 0.001 0.001 0.001 0.000 −0.002 −0.004 −0.009 −0.014 −0.018 −0.021



bias



1.156



0.90



7.92



5.04 4.88 4.68 4.70 5.06 5.18 5.30 5.64 5.60 5.80 6.10



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.015



0.045 0.024 0.018 0.015 0.012 0.012 0.011 0.012 0.015 0.018 0.021 0.013



0.045 0.025 0.018 0.015 0.012 0.012 0.011 0.010 0.009 0.009 0.008



0.81



0.96



1.176



0.90



8.98



4.88 4.54 4.72 5.18 5.10 5.06 5.04 5.10 5.32 5.42 5.88



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.721



Quantile 0.25 0.50 0.75



0.015



0.045 0.024 0.018 0.015 0.012 0.012 0.011 0.010 0.010 0.009 0.009



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.664



0.10



−0.001



0.001 0.000 0.001 0.001 0.001 −0.001 −0.002 −0.007 −0.011 −0.015 −0.019



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 6. Simulation (truncated Normal). x = 0.5, p = 3, triangular kernel.



46 0.726



0.10



0.016



0.006



0.017



0.042 0.024 0.018 0.016 0.014 0.014 0.014 0.014 0.015 0.016 0.017 0.012



0.043 0.024 0.018 0.015 0.013 0.013 0.012 0.011 0.011 0.010 0.010



0.837



1.035



1.388



Quantile 0.25 0.50 0.75



0.042 0.024 0.018 0.015 0.013 0.012 0.012 0.011 0.010 0.010 0.010



0.005 0.002 0.003 0.004 0.005 0.006 0.007 0.009 0.011 0.013 0.014



mse



2.029



0.90



12.76



6.48 5.12 4.68 4.24 4.36 4.22 4.20 4.26 4.16 3.96 4.02



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



1.042



1.381



1.96 mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.863



0.90



5.74 5.08 5.18 5.04 5.08 4.90 4.76 4.68 4.60 4.54 4.44



Quantile 0.25 0.50 0.75



0.032 0.018 0.014 0.012 0.010 0.010 0.009 0.008 0.008 0.008 0.007



14.70



0.014



0.032 0.018 0.014 0.012 0.011 0.011 0.011 0.011 0.012 0.013 0.014 0.009



0.013



0.032 0.018 0.014 0.012 0.010 0.010 0.009 0.008 0.008 0.007 0.007



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.758



0.10



0.005



0.002 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.009 0.011 0.012



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



bias



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 7. Simulation (truncated Normal). x = 1.5, p = 2, triangular kernel.



47



0.79



0.10



0.018



0.006



0.019



0.045 0.026 0.020 0.017 0.016 0.015 0.016 0.017 0.021 0.027 0.034



mse



0.015



0.045 0.026 0.020 0.017 0.016 0.015 0.015 0.014 0.013 0.012 0.012



0.874



0.993



1.18



Quantile 0.25 0.50 0.75



0.045 0.026 0.020 0.017 0.015 0.015 0.014 0.013 0.013 0.012 0.011



0.002 0.001 0.001 0.002 0.003 0.004 0.006 0.010 0.017 0.024 0.032



bias



1.487



0.90



10.70



6.12 5.34 4.90 4.34 4.38 4.12 4.30 4.38 4.36 4.34 4.70



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.015



0.033 0.019 0.015 0.013 0.011 0.011 0.011 0.013 0.016 0.021 0.028 0.011



0.033 0.019 0.015 0.013 0.011 0.011 0.011 0.010 0.009 0.009 0.009



1.033



1.235



1.533



0.90



12.12



5.82 5.08 5.10 5.10 4.80 4.54 4.60 4.82 4.86 4.78 4.38



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.91



Quantile 0.25 0.50 0.75



0.014



0.033 0.019 0.015 0.013 0.011 0.011 0.010 0.010 0.009 0.009 0.008



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.827



0.10



0.005



0.001 0.000 0.000 0.001 0.002 0.003 0.004 0.008 0.013 0.019 0.026



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 8. Simulation (truncated Normal). x = 1.5, p = 3, triangular kernel.
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0.749



0.10



0.094



−0.033 0.100



0.259 0.142 0.106 0.087 0.079 0.077 0.077 0.081 0.088 0.098 0.109



mse



0.089



0.254 0.140 0.104 0.085 0.072 0.067 0.063 0.056 0.050 0.046 0.042



0.836



0.99



1.274



Quantile 0.25 0.50 0.75



0.259 0.142 0.105 0.085 0.072 0.068 0.063 0.057 0.051 0.046 0.043



0.005 −0.002 −0.009 −0.020 −0.032 −0.038 −0.044 −0.058 −0.072 −0.086 −0.100



bias



1.94



0.90



7.74



5.90 5.46 5.16 4.74 5.04 5.08 5.58 5.62 5.98 6.14 5.64



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.079



0.187 0.103 0.078 0.065 0.061 0.061 0.062 0.067 0.075 0.085 0.097 0.064



0.185 0.103 0.077 0.063 0.053 0.050 0.047 0.041 0.037 0.034 0.031



1.089



1.438



2.155



0.90



8.70



5.36 5.54 5.08 4.90 4.92 4.88 4.90 5.12 5.36 5.86 5.88



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.916



Quantile 0.25 0.50 0.75



0.073



0.187 0.103 0.078 0.063 0.054 0.051 0.048 0.042 0.038 0.035 0.032



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.815



0.10



−0.031



0.000 0.000 −0.007 −0.017 −0.028 −0.034 −0.039 −0.052 −0.065 −0.078 −0.091



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 9. Simulation (Exponential). x = 0, p = 2, triangular kernel.
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0.47



0.511



0.10 0.574



0.678



0.128



Quantile 0.25 0.50 0.75



0.135



0.135



0.000



0.326 0.179 0.134 0.109 0.093 0.087 0.081 0.073 0.066 0.060 0.055



0.332 0.182 0.135 0.108 0.092 0.086 0.081 0.073 0.067 0.061 0.056



0.332 0.182 0.135 0.108 0.093 0.087 0.082 0.075 0.071 0.068 0.068



mse



0.008 0.003 0.002 −0.003 −0.007 −0.009 −0.012 −0.018 −0.024 −0.031 −0.039



bias



0.877



0.90



5.96



5.30 5.24 5.26 4.52 4.58 5.02 4.90 5.60 5.58 6.16 5.76



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.097



0.239 0.132 0.099 0.080 0.069 0.065 0.062 0.057 0.054 0.053 0.054 0.092



0.237 0.132 0.098 0.080 0.069 0.064 0.060 0.054 0.049 0.045 0.041



0.594



0.705



0.9



0.90



5.78



5.52 5.26 4.84 4.78 5.02 4.80 4.88 5.06 5.42 5.50 5.60



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.531



Quantile 0.25 0.50 0.75



0.097



0.239 0.132 0.099 0.080 0.069 0.065 0.061 0.055 0.050 0.046 0.042



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.49



0.10



0.000



0.000 0.004 0.003 −0.001 −0.005 −0.007 −0.010 −0.015 −0.021 −0.027 −0.034



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 10. Simulation (Exponential). x = 0, p = 3, triangular kernel.



50 0.783



0.10



0.021



0.008



0.022



0.065 0.036 0.027 0.023 0.021 0.020 0.020 0.022 0.026 0.030 0.034 0.017



0.065 0.036 0.027 0.022 0.018 0.017 0.016 0.014 0.012 0.011 0.010



0.846



0.934



1.065



Quantile 0.25 0.50 0.75



0.065 0.036 0.027 0.022 0.019 0.017 0.016 0.014 0.012 0.011 0.010



0.006 0.003 0.004 0.006 0.009 0.011 0.013 0.017 0.023 0.028 0.033



mse



1.269



0.90



11.84



5.88 5.30 5.32 5.22 5.00 5.10 4.90 4.74 4.66 4.42 4.10



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.017



0.049 0.028 0.021 0.018 0.016 0.016 0.016 0.017 0.020 0.024 0.028 0.014



0.049 0.027 0.021 0.017 0.014 0.013 0.013 0.011 0.010 0.009 0.008



0.943



1.043



1.173



0.90



9.64



5.26 5.16 5.34 5.36 5.20 5.32 5.28 5.02 4.92 4.76 4.50



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.869



Quantile 0.25 0.50 0.75



0.015



0.049 0.027 0.021 0.017 0.014 0.013 0.013 0.011 0.010 0.009 0.008



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.813



0.10



0.007



0.004 0.002 0.003 0.005 0.007 0.008 0.010 0.013 0.017 0.022 0.027



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



bias



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 11. Simulation (Exponential). x = 1, p = 2, triangular kernel.



51 0.708



0.765



0.10 0.862



1.021



0.020



Quantile 0.25 0.50 0.75



0.022



0.022



0.000



0.064 0.036 0.027 0.022 0.020 0.019 0.018 0.016 0.015 0.013 0.012



0.064 0.036 0.027 0.023 0.020 0.019 0.018 0.017 0.015 0.013 0.012



0.064 0.036 0.027 0.023 0.020 0.019 0.018 0.017 0.015 0.015 0.016



mse



0.003 0.001 0.000 −0.001 −0.001 −0.001 0.000 0.002 0.005 0.008 0.011



bias



1.271



0.90



7.46



5.72 5.04 5.04 5.08 5.52 5.44 5.32 4.96 4.76 4.78 4.66



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.016



0.047 0.026 0.020 0.017 0.015 0.014 0.014 0.012 0.012 0.011 0.012 0.014



0.047 0.026 0.020 0.016 0.015 0.014 0.013 0.012 0.011 0.010 0.009



0.927



1.096



1.35



0.90



7.30



5.62 5.20 5.38 5.16 5.18 5.20 5.16 5.16 5.28 5.24 5.16



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.823



Quantile 0.25 0.50 0.75



0.016



0.047 0.026 0.020 0.017 0.015 0.014 0.014 0.012 0.011 0.010 0.009



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.76



0.10



0.000



0.002 0.001 0.000 −0.001 −0.002 −0.002 −0.001 0.001 0.003 0.006 0.008



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 12. Simulation (Exponential). x = 1, p = 3, triangular kernel.
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0.803



0.10



0.016



0.006



0.017



0.049 0.027 0.020 0.017 0.016 0.015 0.016 0.017 0.019 0.023 0.026



mse



0.014



0.048 0.027 0.020 0.017 0.015 0.014 0.013 0.012 0.011 0.010 0.009



0.863



0.947



1.065



Quantile 0.25 0.50 0.75



0.048 0.027 0.020 0.017 0.014 0.013 0.013 0.011 0.010 0.009 0.009



0.003 0.002 0.002 0.004 0.006 0.008 0.009 0.013 0.016 0.021 0.025



bias



1.21



0.90



8.74



6.04 5.30 4.76 4.34 4.30 4.38 4.52 4.46 4.38 4.02 4.12



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.013



0.037 0.021 0.016 0.013 0.012 0.012 0.012 0.013 0.015 0.018 0.021 0.011



0.036 0.020 0.016 0.013 0.011 0.011 0.010 0.009 0.008 0.008 0.007



0.952



1.046



1.157



0.90



8.24



6.12 5.96 5.62 5.14 4.92 5.04 5.00 4.94 4.90 4.54 4.60



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



0.88



Quantile 0.25 0.50 0.75



0.012



0.037 0.021 0.016 0.013 0.011 0.011 0.010 0.009 0.008 0.008 0.007



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



0.83



0.10



0.005



0.001 0.001 0.002 0.003 0.005 0.006 0.007 0.010 0.013 0.016 0.020



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 13. Simulation (Exponential). x = 1.5, p = 2, triangular kernel.
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0.962



0.10



0.015



−0.003 0.016



0.049 0.027 0.021 0.018 0.016 0.016 0.016 0.016 0.015 0.014 0.012 0.014



0.048 0.027 0.021 0.018 0.016 0.015 0.015 0.014 0.014 0.013 0.012



1.035



1.17



1.393



Quantile 0.25 0.50 0.75



0.049 0.027 0.021 0.018 0.016 0.015 0.015 0.014 0.014 0.013 0.012



0.000 0.000 0.000 −0.001 −0.003 −0.004 −0.006 −0.007 −0.006 −0.004 −0.002



mse



1.761



0.90



7.32



6.14 4.88 4.34 4.58 4.62 4.76 4.68 4.78 4.78 4.86 4.92



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h 0.012



0.036 0.020 0.016 0.013 0.012 0.012 0.012 0.013 0.012 0.011 0.010 0.010



0.035 0.020 0.015 0.013 0.012 0.011 0.011 0.010 0.010 0.010 0.009



1.225



1.454



1.91



0.90



8.32



6.02 6.04 5.42 5.08 5.14 5.22 4.96 5.38 5.24 5.22 5.16



mse: empirical m.s.e. of the estimators; (iv) mean: empirical



1.091



Quantile 0.25 0.50 0.75



0.011



0.036 0.020 0.016 0.013 0.012 0.011 0.011 0.011 0.010 0.010 0.009



mse



SE mean size



average of the estimated standard errors; (v) size: empirical size of testing the hypothesis at nominal 5% level, the test statistic is centered at Efˆp .



√



1.015



0.10



−0.003



0.000 0.000 0.000 −0.001 −0.002 −0.003 −0.005 −0.007 −0.007 −0.006 −0.004



bias



Note. (i) bias: empirical bias of the estimators; (ii) sd: empirical standard deviation of the estimators; (iii)



ˆ MSE h/h



hMSE × 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3 1.5 1.7 1.9 ˆ h



bias



√



fˆp sd



SE mean size



fˆp sd √



(b) n = 2000



(a) n = 1000



Table 14. Simulation (Exponential). x = 1.5, p = 3, triangular kernel.
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