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Some critical observations on the science of complexity



GIORGIO ISRAEL Department of Mathematics Università di Roma “La Sapienza” P.le A. Moro, 2 00185 – Rome (Italy)



It may be considered odd that a reflection on the current state of the “theory of complexity” should be based on the 1960 article by Eugene Wigner “on the unreasonable effectiveness of mathematics”(Wigner 1960). In fact this paper is already imbued with the issue of the dialectics between simplicity and complexity and shows how the issue of complexity is closely linked to the question of the nature of mathematical entities. The very title of Wigner’s paper is astonishing: the linking of “unreasonableness” and “mathematics” – i.e. “rational” knowledge par excellence – might appear to be an oxymoron. In actual fact, the article seems to be pervaded by an irrationalistic attitude. «And it is probable that there is some secret here which remains to be discovered», runs the phrase by C. S. Peirce that Wigner used as an epigraph. It is also said that «the enormous usefulness of mathematics in the natural sciences is something bordering on the mysterious and that there is no rational explanation for it», and that «the miracle of the appropriateness of the language of mathematics is a wonderful gift which we neither understand nor deserve». In fact Wigner talks about “miracle” or “enigma” because he adopts a sceptical attitude. He does not really believe that there exist extended natural laws that cover a broad range of phenomena: «The world around us is of baffling complexity and the most obvious fact about it is that we cannot predict the future”. And it is precisely this «baffling complexity of the world» that turns the fact that certain “regularities” in the events could be considered into a “miracle”. These are only very partial regularities, as the «laws of nature contain, in even their remotest consequences, only a small part of our knowledge of the inanimate world»: «it is not at all natural that “laws of nature” exist, much less that man is
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able to discover them». Therefore, it is precisely the realization of the complexity of the (inanimate) world that leads to Wigner’s sceptical attitude, and radically distances him from a view such as Galileo’s. Conversely, for Galileo there was nothing mysterious or rationally inexplicable about the effectiveness of mathematics: for him, the truth was that the world had been written by God in mathematical language, and even in a simple fashion. Therefore, however complicated this simplicity might be for the human mind, mathematics is the master tool with which to seize the truth of the world. More than one century later this would be viewed by Laplace as an insurmountable obstacle to any exact prediction of events, although Galileo’s belief that the world is structured in accordance with natural mathematical laws was to remain intact. And this belief was to provide full support also for Fourier’s view that the world and



mathematical analysis are in a one-to-one



correspondence. This conception is based on two aspects: the world is simple, albeit “complicated” in nature, and its structure was written by God in mathematical terms. There is no doubt that there is a close relation between the idea of “natural law” and the theological view. Even recently Cohen and Stewart pointed out that the physicist’s belief that the mathematical laws of a theory actually completely govern every aspect of the universe is very similar to the faith of a priest that laws of divine origin are at work (Cohen, Stewart, 1994, p. 364-5). It is not easy for panmathematism to rid itself of this theological latency. In the very moment in which it strives to do so, actually proposing a view of the world as something of inextricable complexity it leads to an irrationalist attitude. This was the point of view of Bourbaki, quite similar that of Wigner: «There is a close link between experimental phenomena and mathematical structures which seem to quite unexpectedly confirm the recent discoveries of contemporary physics; however, we do not understand the underlying reasons […] and perhaps we will never understand them. […] mathematics is like a reserve of abstract forms– the mathematical structures – and it happens – without any apparent reason – that certain aspects of experimental reality are modelled in several of these forms, as though through a kind of pre-adaptation» (Bourbaki, 1948, p. 46-7). Clearly the Galilean view has nothing in common with empiricism and naturalism. Like Plato Galileo believes that mathematical “ideas” have nothing material about them and that their abstract nature differentiates them clearly from physical objects. And, like
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Plato, he considers that reality is structured on the perfect ideas of physical objects. Therefore, only the world of perfect ideas is worth knowing, and in it lies also the true and intimate reality of the physical world. The world of ideas on which the physical world is structured is that of mathematical ideas. This provides the metaphysical foundations of the new science. As soon as it is no longer believed that mathematical concepts are the platonic ideas on which nature is structured, a two-fold alternative arises: to admit that mathematical concepts are mere constructions, inventions of the mind, or else to transform true platonism into a kind of “mathematical platonism” according to which mathematical ideas live in a world of their own, which is not a purely mental one (otherwise it would consist of simple inventions). Mathematical ideas pre-exist, in a world “of their own” and the mathematician discovers them as he passes through them, just as the naturalist discovers and classifies plants and insects as he strolls through nature. This is a curious platonism in which an objective reality is attributed to mathematical entities that is completely separated from the world of concrete phenomena, whatever they are and which have a profound relationship with it but one which is now completely mysterious and inexplicable. And yet this is the predominant vision of the mathematical world from the end of the nineteenth century on, and that many mathematicians strenuously defend despite the extraordinary difficulty involved in defining the status of this strange self-contained world. The development that led to such a clear but rigid framework of the classical view being abandoned - namely the renunciation of the idea of natural law based on mathematics – has led to a heavy price being paid on many occasions. Furthermore is it not clear that, even today, physics is dominated by the idea of natural law? However, due to an apparent paradox, precisely because it lost the status of world of ideas that structure nature (and express the laws governing it), mathematics has shaken off the limitations of the classical conception and has galloped over an endless plain of "applications" or "models" that was hitherto prohibited: biology, economics, social and management science, even psychology and anthropology have become new hunting grounds for mathematics. Of course, the spreading over such a wide area, the heterogeneous nature of the objects - no longer only "natural" and often not even "objects" -, the variety of the criteria of experimental verification – in many cases the impossibility of any such verification – has led to the



abandonment of the reassuring rigour of classical
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reductionism, of the interaction between mathematics and experiment on which knowledge grows in a spiral fashion. The mathematical army is scattered over the land its conquers, its rigour is softened and worn down, the reasons underpinning the effectiveness of mathematics – an effectiveness that is made even more surprising by the wide range of applications - becomes an even deeper mystery and the course of research becomes increasingly difficult to control. As von Neumann asserted nearly half a century ago, now «the sciences do not try to explain, they hardly even try to interpret, they mainly make models. By a model is meant a mathematical construct which, with the addition of certain verbal interpretations, describes observed phenomena. The justification of such a mathematical construct is solely and precisely that it is expected to work — that is, correctly to describe phenomena from a reasonably wide area»( Von Neumann, 1955, p. 491). However, the model, precisely because it is an ill-defined object blurs the boundaries between the exact sciences and the “soft” sciences. In its less rigorous and quantitative forms the model approaches the “anecdote”, the “hard” sciences come closer to stories and to narrative (Israel G. 2001) There would actually be nothing wrong with this although clearly it is no easy matter to accept that a form of knowledge that for centuries was believed to possess the virtue of drawing upon certainty should be forced to endure a loss of effectiveness and rigour that brings it closer to uncertain knowledge and constantly changing opinions. It is not easy to forego the principles of the classical paradigm: objectivism and predictivity. An attitude like that chosen by Wigner is a coherent one. The admission of the inextricable complexity of phenomena and the fragility of the idea of “natural law” is reconciled with the observation of the effectiveness of mathematics in openly mystical terms, without getting involved in any attempt to construct unlikely ad hoc epistemologies. On the other hand, when the decision is taken to view complexity no longer as a limit to knowledge but as an object of research, it is difficult to conceal the difficulties that will arise if the requirements of predictivity and objectivity are to be satisfied. In the post-modern phase of research the epistemological acrobatics that we have witnessed have been far too bold. David Bloor wrote: «Perhaps a truly objective knowledge is impossible? The answer is certainly no. Objectivity is real, but its nature is quite different from what we would expect» (Bloor D. 1991). The idea of “a-completely-different-from-expected-objectivity” is not a concept
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worthy of being put forward in any serious discussion. One frequent way of getting around the difficulty of interpreting the realistic meaning of phenomena such as deterministic chaos or strange attractors is to appeal to the idea that scientific laws relate to human knowledge of the external world, rather than to that world per se. This amounts to saying that science no longer describes anything objective but only our subjective knowledge. This is perfectly all right, provided that we are aware of what the consequences are. It means demolishing scientific objectivism, that is, that which allowed science to be proclaimed for several centuries as a higher form of knowledge than others; it means demolishing the concept of prediction, that is, another feature characteristic of scientific knowledge, the capacity to predict and therefore, in principle, to reproduce the phenomenon and not merely to describe it empirically. Furthermore, these two needs are clearly interrelated: it is not possible to conceive of prediction in the absence of objectivism. A crucial aspect of classical science is precisely the idea that the impossibility of constructing a complete and definitive representation of the universe forms the basis of the objectivity of human knowledge. Indeed, only if there exists an objective reality that serves as term and reference of the process of knowledge, however unattainable, does the latter rest on a foundation of truth to which it tirelessly and constantly tends. If human knowledge and reality were merged, the latter would have the same nature of finiteness and imperfection as the former and we would have no basis on which to determine the truth of our deductions. But if we admit the existence of an objective reality distinct from our thoughts that they cannot attain in absolute terms, we may still conceive of an indefinite, never-ending or never-endable process of approaching and approximating it, in the certainty that our deductions represent an approximation of the truth. Therefore, the gap between empirical truth and absolute truth can never be definitively bridged. But just when this observation seems to preclude all forms of objectivity from human knowledge, it actually opens up to the opposite claim. It is actually this very gap which guarantees the possible existence of knowledge, because its foundations lie in the reference to an ideal and perfect entity. It should be noted that, in this conception, mathematics plays a central role in so far as it alone is able to provide a world of concepts that are representative of ideal and perfect realities that offer the only possible bridge by means of which to link up empirical ideas and partial truths with absolute truth. Mathematization is the highway leading to the
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construction of a science that participates in the truth. It is precisely this conception that underpins the well-known “manifesto” of Laplace’s determinism. Laplace makes a very clear distinction between the ontological level and the epistemological and predictive level. Nature is governed by strictly causal laws that are reflected in the mathematical equations describing it. This in no way means that any exact prediction is possible: it would be attainable only by an “intelligence” so huge as to know exactly the initial state of every single constituent element of nature and the forces acting on each of them at any given instant, and to be able to «subject these data to analysis». But whereas the human mind only “offers a pale shadow of this intelligence” – the well known “Laplace's demon” – even though it tends constantly to approach it «will always remain infinitely far from it». It is difficult to comprehend how this point of view which so clearly distinguishes the ontological level from the predictive level was able to give rise to such a welter of misunderstandings and completely false interpretations. Laplace is attributed with the idea that it is possible to make a perfectly deterministic prediction of events, while in actual fact he says exactly the opposite. Furthermore, the causal nature of phenomena cannot be subjected to empirical verification: it is a “self-evident” principle of a purely metaphysical nature, that leads back to the Leibnizian principle of sufficient reason. But it is precisely this essentially metaphysical nature of Laplacian causalism that makes it fruitless to seek an internal contradiction in Laplace’s discourse. Consequently, the numerous attempts at presenting Laplace’s discourse as a kind of absolute predictive determinism, according to which perfect prediction would be attainable by man, purely and simply amount to mystifications. And it is even more absurd to attempt to demonstrate that even Laplace’s Intelligence is powerless in the face of prediction. It is said, for instance, that, although «much cleverer than us», it would not in any case be able to determine exactly a number with an infinite number of decimal places, and would thus be stalled by «an intrinsically uneliminable area of uncertainty in a measurement performed in finite time» (Bertuglia C. S., Vaio F. 2003, p. 279-81). The fact is that Laplace’s Intelligence is not just “much” cleverer than we are, it is “infinitely” so. It alone – like God or an equally powerful demon – has the power of identifying exactly the initial state of a system and thus of determining its evolution perfectly. On the other hand, the perfectly determined evolutionary trajectories of a deterministic dynamic system exist by virtue of the theorem of uniqueness of solutions. Instead the crucial point is that for certain
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systems that verify this theorem it happens that the prediction is subject to insurmountable limitations because of restricted human calculation capacity – not to mention that of empirical analysis – and the system becomes chaotic. However, the degree of chaos of a system belongs to the (epistemological) level of prediction and not to the ontological level. It is no coincidence that we speak of “deterministic chaos” and it is only amateur epistemologists who can afford to speak of a self-contradictory determinism: «chaotic behaviours arise in the context of a completely deterministic system and thus provide a means of exorcising the Laplace demon» (Deakin, M. A. B. 1988, p. 190). The question was raised a century ago by Pierre Duhem. He spoke of “always unutilizable” mathematical deductions. Indeed – he added – «a mathematical deduction is of no use to the physicist for as long as it is limited to stating that a given rigorously true proposition has as a consequence the rigorous exactness of another given proposition. In order to be useful to the physicist it is necessary to demonstrate that the second proposition remains approximately exact when the first is only approximately true. And this is still not enough …». Therefore, the phenomenon of chaos does not allow causalism to be confuted. And not only. It cannot even be used to demonstrate that the world is “chaotic”, or that it possesses the high degree of complexity involved in deterministic chaos. It would be an abuse to consider the existence of chaos in a model – which is a purely mathematical phenomenon – as proof of the chaotic nature of the phenomenon this model is claimed to represent. In this way we would surreptitiously be introducing the idea that the model is a perfect reflection of the phenomenon being examined. However, in order to state this it would be necessary to “verify” the model which, in the presence of chaos, is no easy matter except in qualitative terms and within a time interval in which the effect of exponential divergence is not felt. Here we are in the presence of a circular situation. It is instead perfectly legitimate to say that the spread of the phenomenon of deterministic chaos entrains the fact that for many models not only is medium and long term prediction unreliable but it seems to be impossible to bridge the gap between prediction and the objective reality of the phenomenon, that is, to “perfect it”. This indefinite approximation is being challenged. So Vulpiani is correct when he observes that the paradigm proposed by von Neumann for the purpose of founding a science of atmospheric phenomena based on computer science seems to be in crisis: the hope of predicting or
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actually controlling the behaviour of complex systems, such as the atmosphere by refining the mathematical models, the calculus methods and the data recording systems, would be groundless if the models in question are affected by chaos (Vulpiani, A. 1994). Therefore, while one is obliged to admit that the phenomenon of deterministic chaos is not an incidental pathology, the consequences are much more serious and profound than those implied by some silly consideration on the subject of the indeterminism that is believed to arise out of determinism – a consideration whose sole vain hope is to demolish determinism without touching the objectivism of science. Instead, if it does have any consequences, it is precisely objectivism – the principle of objectivity, the cornerstone of science, as Jacques Monod called it – that is severely affected. If the prediction is not, we shall not say perfect – no one ever expected it to be – but not perfectable; if the objective reality is not only indescribable in exact terms – which is something we already knew – but no longer even represents the term of reference for our representations that allows us to verify the process of perfection of our knowledge, what does our science become if not the description of itself? It is no longer the image of reality, but the image of our images. The boundary between scientific description and narrative description becomes blurred and dissolves, the scientific model is confused with the anecdote. For several centuries we believed that the scientific description of the world brings us ever closer to its “truth”, unlike other forms of knowledge that are only relative and lack any solid basis; now we are obliged to admit that this superiority is not as obvious as it seemed. The problem is not that of Laplace’s Intelligence, which we supposedly knocked off its pedestal, exorcized or whatever you will, and instead lurks calmly in the same place as before. Nor does the problem consist in the fact that we have supposedly demonstrated that the world is not a causal one: we are no wiser than before in this connection. More modestly we must admit that we are no longer able to guarantee that the process of scientific knowledge has a progressive nature, that it acquires an increasing quantity of “truth”. And this realization opens up the way to the spectre of relativism. Unless we accept the idea of a less restrictive concept of objectivity, but at the same time clear and precise, and certainly not reduced to some post-modern humbug of the kind “objectivity-of-anature-totally-different-from-expected”. Much of present-day epistemological confusion stems from the desire to believe that scientific knowledge is passing through a period of glorious growth and, having freed itself
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from the shoals of the old paradigms, is now proceeding towards the conquest of ever wider areas of reality; it is attempted to conceal the fact that it is passing through an extremely critical transformation phase. Another typical example of this epistemological confusion stems from the way classical reductionism is presented. The procedure usually adopted is as follows: a formal definition of reductionism is given; it is then used as an ‘Aunt Sally’ so as to be able to assert the existence of a new non-reductionist science. Unfortunately for this approach the concept of reductionism is an informal concept which has a complex historical development of its own and cannot be reduced to a logicalmathematical type of definition. Therefore, it is with the “complexity” of the concept of reductionism that it is necessary to come to terms and this makes an accurately targeted confutation difficult. Quite frequently, the critics of these ad hoc versions of reductionism are actually, albeit unconsciously, reductionists themselves, like Molière’s Monsieur Jourdan who spoke in prose without being aware of it. Among the “reduced” and ad hoc versions of reductionism two stand out and are often intertwined. The first consists in presenting reductionism as a procedure for the systematic reduction of the complex to the simple, which is formalized as a tendency to represent each phenomenon in non linear mathematical terms. Reduction of the complex to the simple is without doubt one aspect of reductionism but in no way characterizes it completely. Indeed any attempt at explanation or even at description inevitably implies some form of “simplification”, unless it is claimed that the only form of scientific representation is 1 : 1 mapping. The translation of the relationship between complexity and simplicity into the relationship between non-linearity and linearity will be dealt with it in the following, where we will see that it is often accompanied by unacceptable distortions. The second ad hoc version of reductionism consists in presenting it as the claim that “the whole is the sum of the parts”. Also here the concept of “sum” is usually associated with a mathematical meaning, in the sense that it consists of a sum in the narrow sense, or at most a linear combination of the various parts. Let us take the case of dynamic systems. If we accept such an oversimplified version of the second principle according to which “the whole is the sum of its parts”, then the distinction between reductionist and non reductionist systems would be the same as that between the systems in which the eigenvalues of the whole are linear combinations of those of the parts and those in which they are not. The presence of eigenvalues that cannot be “reduced” linearly to those of the
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parts seems to indicate the “emergence” of “new” properties. This was indeed the approach that led von Bertalanffy to conclude that the theory of dynamic systems was an essentially non reductionist theory. However, this distinction is linked to the distinction between linear and non linear that will be illustrated below. What is neglected here is the fact that reductionism, also in the version of the principle according to which “the whole is the sum of its parts” does not imply the absence of the properties emerging in Nature, if we assume for a moment that this concept of emergence is clearly defined. Quite the contrary, it claims to be able to describe these properties as the effect of the action of the individual parts! It may be observed that the confusion arises out of the fact that the idea that “the whole is the sum of its parts” is interpreted in an unduly strong sense. In actual fact, when a system has been defined as the sum of its component parts, it is pointless to try and refute this procedure from within by positing the ”emergence” of “new” properties, and above all by attributing a convenient meaning to the vague concept of “new”. In order to proceed correctly, it would be necessary, for the same real system to compare two opposite approaches: the first consists of breaking the system down into parts and then describing it as the resultant of the behaviour of these individual parts; in the second the system would be considered “holistically”, that is, as an indivisible whole, and global parameters of a completely different kind would be used. For instance, the same economic system could be described in either “micro” or “macro” terms, which would involve adopting completely different descriptive criteria and parameters of state. It would thus be necessary to show that the global approach is richer than the “micro” one in descriptive terms. It would ultimately be necessary to demonstrate that, in spite of appearances, the object examined is not the same and that the “micro” description is poorer and therefore less valid from the empirical point of view. From a historical point of view, the concept of reductionism has an essentially epistemological basis. It derives from an image of the tree of knowledge which establishes a hierarchy that begins with the knowledge of the physical world and rises towards that of the chemical, biological, psychological and sociological world. The most radical form of reductionism postulates the possibility of reducing each sphere of knowledge to the preceding one in the hierarchical tree, and thus ultimately of reducing every phenomenon to a set of physical processes and ultimately to the interaction among elementary particles.
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But even the more radical reductionists do not go so far as to claim that «a knowledge of physics makes the whole of chemistry a futile consequence»: they allow that «chemistry is filled with concepts and theories that go no further than merely repeating those of physics; biology has its own local theories that are much more important for biological understanding than the mere knowledge of chemistry and physics on which it is ultimately based. To predict that psychology will be based on biology does not amount to denying that psychologists need to have their own means of comprehension; to expect that one day sociology will be founded on psychology and biology is not the same as claiming that it is only the sum of these two sciences» (Newton, R. G. 1997). However, there do exist less extreme forms of reductionism, like those contained within a single discipline (such as the paradigm that “everything is genetics” in biology), or else between two individual disciplines. Regarding the second case mention could be made of the controversies involving the nature of the reductionist basis of economics, believed to stem from mechanics, according to the paradigm of Léon Walras and Vilfredo Pareto, and from theoretical physics, in the views of Irving Fisher; or else from biology, according to Alfred Marshall; on the other hand, according to the game theory of von Neumann, Morgenstern and Nash, but also according to Gérard Debreu’s approach, economics has logico-mathematical foundations. Therefore, reductionism has a much more complex structure than some convenient syntheses would lead us to believe. The profound limitation of the reductionists’ position is their belief that science y will in any case inevitably “one day” be founded on science x which “precedes” it in a hierarchic order of which they are unable to give any justification. They base their belief on the idea that «Nature is one and interrelated» (Newton, R. G. 1997). In one sense this idea postulates a metaphysical thesis, namely that society and the mind are “natural” facts. On the other, it postulates another a priori idea, namely that the hierarchic chain linking the spheres of knowledge, which is the specific feature of reductionism, is self-evident and inevitable and is actually the reflection of a kind of intrinsic hierarchy of nature. The most radical critique of reductionism consists in the observation that this hierarchic chain has no characteristic of necessity, that it is merely a contingent epistemological approach, which is neither necessary nor sufficient for the progress of knowledge. We have thus seen how one of the hobby horses of the science of complexity is the possibility if gives of accounting for “emergent properties”. However, we have also seen
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how the concept of “emergent property” is rather ambiguous and hard to define. Indeed, the more precisely it is defined, the less significant it seems to become. It is customary to say that the “emergence” consists in the introduction of «a new order in which the pattern produced by the elements of the system cannot be accounted for in terms of the individual action of the individual components of the system», but rather in terms of the onset of a new phenomenon, «the synergism among the elements» (Bertuglia, C. S., Vaio, F. 2003, p. 298). However, the synergism among elements is a phenomenon that can be detected in very elementary situations. Even a linear dynamic system, the equations of which are not uncoupled, produces a phenomenon of synergism. In the case in which the eigenvalues are distinct it is however customary to get by by saying that the synergism is not significant in that it is expressed as a linear combination of such eigenvalues and can thus be accounted for in terms of the individual components. In the more complicated case in which the eigenvalues are not distinct, the synergistic effect may be said not to give rise to “emergent properties”, as the system solutions are linear combinations of known “bricks”: exponentials, polynomials and trigonometric functions. Going on to the non linear case, the component bricks become increasingly numerous and hard to classify: the classical procedure of enlarging the field of the elementary functions of the analysis nevertheless satisfies the objective of pursuing this classification programme. We now know that this programme is so complicated as to represent a Herculean task. There is no doubt that using a computer to integrate the differential equations has completely revolutionized the way in which the entire question is now viewed. On the one hand, it has opened up the way to the integration of systems comprising thousands of differential equations, albeit in approximate and qualitative (geometric) terms. On the other hand, it has shown us that phenomena exist, such as that of chaos, of strange attractors, of bifurcations that raise the level of complexity beyond all possible limits and, in some cases, represent out-and-out obstacles. The most striking fact is the occurrence of such complicated levels as to render unfeasible and even impossible in principle the explicit reduction of the overall mathematical phenomenon to its constituent elements. This blocking justifies speaking of such an irreducible complication as to warrant a new term, that of complexity. But between acknowledging that the programme of explicit “reduction” to the elementary components is unfeasible and the claim that this means that something new “has emerged” there is a vast
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gulf. There is not one single plausible reason to justify the claim that the behaviour of a system represented formally as the sum of elementary components is not just the effect of the behaviour of such components only because we are unable to represent this effect in the terms of the forms of composition with which we are familiar and that are commonly recognized. To paraphrase Laplace, we could say that complexity is due partly to our knowledge and partly to our ignorance. But to confuse our knowledge and our ignorance with the emergence of something “new” is not legitimate. In actual fact, to speak of “knowledge” and “ignorance” is the only rational and positive way of presenting the developments leading up to the identification of a “science of complexity”. It would be absurd to ignore the progress made thanks to the study of far from equilibrium systems, turbulent processes, chaos, and so on. However, the eagerness to extract from these studies the conclusion that the key to the “creative” process, as expressed in “self-organization” processes and “emergence” phenomena, has finally been found, does indeed have something mystical about it. It corresponds to the age-old ambition of showing that phenomena conventionally considered as the expression of “creativity” actually “emerge” spontaneously inside self-adaptive processes having a lower order structure. The only rational significance of the discourse on “emergent properties” – unless we wish to get embroiled in mystical discourses – seems to be the re-proposing of an even more radical form of classical reductionism. And indeed reductionism it is, because to be able to speak of “emergence” is dependent on the existence of an underlying lower-level structure that determines and produces the apparently creative phenomenon. And this is an even more radical reductionism than the classical form in that the former was mostly limited to pursuing the process of reduction within natural (hierarchically ordered) processes, while here the reduction is performed on the whole of reality, from raw matter to conscience thought. Nothing wrong with this. Each knowledge programme is legitimate provided everything is given its correct name. And here we are not up against a critique of reductionism but of the most radical form of reductionism that has ever been enunciated in the history of science. No doubt is thus being cast on the specific progress brought, both now and in the past, by the multifarious front of the science of complexity, but rather on the ambiguity of the overall programme. Moreover, the more serious critics have pointed out this ambiguity: «The approach of complexity […] is still mainly limited to an empirical phase in which the
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concepts have not yet been fully clarified and the methods and techniques are completely lacking. The result is often an abuse of the term “complexity” which is sometimes used in different contexts with widely differing meanings and even quite inappropriately […] A formalization of complexity would make it possible to turn a set of empirical observations which is what complexity amounts to for the time being, either into an actual hypotheticodeductive theory, like physics when it is treated using mathematical methods […], or into an empirical science […], the study of complexity from a mathematical standpoint is currently vague in its definitions, ineffective in its methods and lacking in results» (Bertuglia, C. S., Vaio, F. 2003, p. 344). In this connection, it is rather extraordinary that the only constant reference to a formal mathematical context in which to frame complexity is always that of deterministic dynamical systems. And it is precisely here, in this conceptual environment, that the most hazardous acrobatics are performed, perhaps defining complexity as a situation of transition half way between rigid determinism and the anarchy of chaos (Kaufmann, S. 1994). Complexity, in other words, is thus neither stable equilibrium nor chaos, but a third condition, in which the system is “creative”, as though it were capable of evolving autonomously and improving by adaptation. Just how all this can occur in an environment in which the most inflexible determinism reigns cannot be accounted for solely within the sphere of mystical intuition. On the other hand, a number of persons quite candidly admit that there is a tendency to pull complexity out of the hat whenever a difficulty of comprehension arises (Flood, R. L., Carson, E. R. 1986). Others end up by asserting that complexity is that property of system models that makes it difficult to formulate the general behaviour of the system (Edmonds, B. 1999). The concept of complexity thus continues to wander around a limbo between ontology and epistemology, and every time it falls into the purely epistemological sphere it appears as a disillusioned and pessimistic (postmodern) version of the concept of complication. This brings us to the identification that is often performed between the relation between simple and complex and the (mathematical) relations between linear and nonlinear. In this connection, the conflict that often seems to exist between “linear mathematics” and “non-linear mathematics” appears overdone, almost as though there were two historically opposed lines of analysis. If one heeds these simplifications, it would seem that the great 18th and 19th century physical mathematicians never realized they
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were almost always manipulating non linear equations or even that they made systematic use of linear equations. Credit is often given to singular claims that the mathematics to which we have access is linear (which is substantially false) as our image of the world is “linear”. The latter statement is justified in various ways. Mainly according to the socalled “anthropic principle” according to which «physical reality is precisely what we observe among all the possible universes, otherwise it could not be so: if it were not so, we living beings would not exist and would not be here to observe it» (Bertuglia C. S., Vaio F. 2003, p. 270). Sometimes in the form of more precise observations according to which if we had lived on a hotter planet, with undue fluctuations caused by the high temperatures, we would not have created such a linear mathematics. Neglecting such speculations, which are devoid of any interest, the history of science allows us to understand how and why a “linear” paradigm developed. It is above all to Joseph Louis Lagrange that credit is due for using a “linearization” procedure in the study of ordinary differential equations. Lagrange, like all the mathematicians of his time before Cauchy, was convinced that the series deriving from the mathematical representation of physical phenomena were all



convergent. This in a sense was a reflection of the



determinacy of physical phenomena. The linearization procedure was based on the assumption that, in a series development, the linear term represents the significant component which embodies the characteristic properties of the function. It was a reflection of a metaphysical conviction of the fundamentally simple and determinate character of physical phenomena. Nevertheless, the fact that the linearization procedure enjoyed such success during the nineteenth century and became a kind of passe partout do not justify the claim that there is a kind of gap in the history of mathematics before which only “linear mathematics” was done. There are no grounds for introducing a strong demarcation that forms the basis of caricatural images like the one according to which we had produced a “linear mathematics” in so far as it is a reflection of the fact that we live in a stable and “linear” niche of the universe. More in general, it is necessary to distance oneself from a certain kind of excess consisting in accrediting the idea that we have now a “new mathematics” as a consequence of the realization of the complex character of nature. It is ironical to observe that this “new mathematics” has developed entirely within the context of the most classical mathematical structure that we know, namely in the context of the theory of dynamical
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systems. It is not surprising that, after so much clamour surrounding the birth of a “new mathematics” for complexity, many authors end up by admitting apertis verbis that this new mathematics still remains to be created in its entirety. We come now to the topic of the mathematization of non physical phenomena, in particular socio-economic phenomena, regarding which a few rapid remarks may be made. We have seen how one of the things the theory of complexity prides itself on is that of accounting for emergent properties and thus of allowing analysis to rise from a lower to a higher level context, accounting for the higher processes characterized by selforganization and creativity. Therefore, the theory of complexity has the aim of providing a response to the problem of the scientific analysis of contexts, such as those of life and consciousness, previously not available to reductionist type analysis. But precisely here the apparent nature of progress is discounted and that fact that, in particular in the formal and mathematical field, nothing new has occurred which allows the old aporiai to be dispensed with. At the risk of appearing boring, let us recall that the difficulty is an old one and it is no coincidence that it was attempted to get rid of it starting in the eighteenth century: this is related to the fact that the deterministic and probabilistic descriptive framework both seem unsuitable for representing the fundamental peculiarity of a conscious subject, that is, to be capable of making a conscious choice of actions dictated by a goal. The eighteenth physical mathematicians – in particular, Maupertuis and Euler – believed that the problem could be solved upstream, showing that even physical processes are guided by purposes that cannot be reduced to a rigorous determinism and that are believed to be represented mathematically by the principles of minimum action. It was already clear to Lagrange and then explicitly revealed by Ernst Mach and von Neumann that any such hope was an illusion. As von Neumann pointed out, the causal approach and the teleological approach seemed to be different – with the second apparently being more general than the former – although they were actually rigorously equivalent. Therefore, teleology in mechanics is a mere appearance and is totally reabsorbed by determinism. In fact, the problem has by no means disappeared and a fortiori in the field of human phenomena. However, the formal tools still do not offer anything different than the representations in deterministic or probabilistic terms. It should not be necessary to spend
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too many words on the fact that a goal-directed subjective behaviour is something that is diametrically opposed to a random process. And yet it still seems necessary to persist in the criticism of theories that stubbornly repropose these prospects. One could merely refer to René Thom’s biting comment that it is a «wretched way out to determinism» to try to «save the possibility of radical innovation, of creative invention» by appealing to the «Brownian movement of the drunken sailor […] forced unceasingly towards the burlesque alternative of Buridan’s ass» (Thom, R 1984). In fact nothing more than a random process is more remote from the decision-making method used by a conscious subject. Of particular interest in this connection are the difficulties facing game theory in the attempt to provide a formal representation of what is meant by the “rational” behaviour of a decision-maker. It postulates that the decision-maker is rational «in the sense that he is aware of his alternatives, forms expectations about any unknowns, and chooses his action deliberately after some process of optimization» (Osborne, M. J., Rubinstein, A. 1994, p. 5). And this is regardless of the fact that he is acting in the presence of uncertainty or not. Osborne and Rubinstein point out that «the assumptions that underlie the theory of a rational decision-maker are under perpetual attack by experimental psychologists, who constantly point out severe limits to its applications» (Osborne, M. J., Rubinstein, A. 1994, p. 5). In this connection Luce and Raiffa were right when they pointed out that the heart of the matter lies in the concept of “rationality” and in the way, too often vague or implicit, with which this concept is used, as though it was an obvious concept and not the starting point of all possible analysis in a social context (Luce, R. D., Raiffa, H. 1957). They observed that the severe restriction placed on description by the need for logic and mathematical schematization «seems to be regarded by many social scientists as a terrible inadequacy, and yet it is a common difficulty in the whole of physical science. It is analogous to a physical prediction based on boundary conditions which may be subject to change during the process, either by external causes or through the very process itself. The prediction will only be valid to the extent that the conditions are not changed, yet such predictions are useful and are used even when it is uncertain whether the assumed invariance actually holds. In many ways, social scientists seem to demand from a mathematical model more comprehensive predictions of complex social phenomena than have ever been possible in applied physics and engineering; it is almost certain that their desires will never be fulfilled, and so either their aspirations will be changed or formal
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deductive systems will be discredited for them» (Luce, R. D., Raiffa, H. 1957, p. 7). So why ever should one demand of mathematized social sciences what is not demanded of physics? Is it only a hidden idiosyncrasy for mathematization, or a concealed irrationalist attitude? Sometimes this may also be the case, although it is believed that a real problem does actually exist. The success of physics is due to the fact of having chosen as its guiding principle the Galilean approach of “pruning the impediments”, that is the belief in the fact that there is a mathematical order underlying nature which is simpler than it appears, and that represents the essence of phenomena, and with regard to which the complications, the peculiarities and the individual specificities are secondary and non decisive aspects. This principle — although its validity cannot be scientifically demonstrated, as it is a metaphysical principle — has proved to be effective. It represents the key to the success of the mathematization of physics since it underpins the notion of “physical law”, that is, precisely that type of law that the socio-economic sciences do not have. However, the "impediments" that physics has successfully reduced to ancillary aspects of the phenomena it studies, are unfortunately the object of the analysis of the social and economic sciences. Physics does not take individual objects, or objects taken in their individuality, into consideration. Quite the contrary, it discards them, otherwise it would not exist as a science. But is not the subject, the individual, in his specificity, precisely the object of the socio-economic sciences? The extraordinary challenge at the centre of these sciences – that is, the determination of objective conclusions concerning the behaviour of subjectivity – is legitimate, provided however that the procedure of “pruning the impediments” is not adopted in an unconditional and brutal fashion. However, it is certainly due to chance if all the results of some formal value in the field of theoretical mathematical economics, and very often also in game theory, take into consideration standard classes of utility functions of the agents whenever they do not actually consider them all as identical. These are therefore formally valid but empirically insignificant results. There is no doubt that the viewpoint of the champions of the theory of complexity is closer to the type of critique of the formalization of social and economic systems illustrated above. Indeed it singles out the inadequacy of the reductionist approach which, in these fields, appears in the form of methodological individualism. However, in order to be coherent through and through, the point of view of complexity should renounce – at least in the sphere of human phenomena – any attempt, however subtle or camouflaged, to make
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use of methodological individualism and the claim to be able to cancel out subjective characteristics in an arbitrary objective representation and to consider subjects as material points. In our view, since the 1 : 1 cartographic description cannot be considered as a scientific analysis, the only remaining approach is that of pursuing global or holistic analyses, although in full awareness of their insurmountable limits, and of the need to integrate them with non formal analyses carried out in the specific context. It is hard to believe that a scientific analysis of the socio-economic processes can do without history. We have already observed how the development of applied mathematics led to the invasion of territories previously deliberately excluded by mathematization, and we have seen that this process suggests the image of an army that has enormously enlarged the territory it occupies, paying the price of an increasingly more difficult and controversial control. The new domains are not firmly in the hands of a process of mathematization like the “motherland” (i.e. the territory of physical phenomena). Of course, the science of complexity is not just mathematization. However, there is no doubt that the mathematicalformal approach remains the heart of the theoretical elaborations of the science of complexity. And this is precisely where the ambiguity lies: since, in this way, the science of complexity runs the risk of becoming an updated version of reductionism. The science of complexity, if it hopes to have a future, must therefore radically cut off all links with reductionism, it must work around the paradox that, precisely when it proclaims itself critical of this ideology, ends up by taking on its objectives and functions. In explicit terms, it must accept coexistence alongside it and collaborate with other forms of knowledge having a different nature to formal knowledge, and that, in particular, are essential in order to account for the dimension of historical time and subjectivity. No intellectual acrobatics can render plausible the inference of the “laws of history” from an analysis of differential dynamical systems. Moreover, all forms of knowledge aim at achieving progress and have an underlying belief in some form of objective order: even literature pursues the identification of types having some value of generality or else aims at inferring some teaching from an anecdote. Giving up the restriction of the idea of objectivity as something deriving from the mathematical-physical approach is therefore an essential prerequisite for developing a knowledge of those “complex” fields characterized by forms of “autonomy” that it is necessary indeed to consider in their full autonomy instead of trying to the “reduce” them to “emergent” properties.
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