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Abstract Using the multiple stochastic integrals we prove an existence and uniqueness result for a linear stochastic equation driven by the fractional Brownian motion with any Hurst parameter. We study both the one parameter and two parameter cases. When the drift is zero, we show that in the one-parameter case the solution in an exponential, thus positive, function while in the two-parameter settings the solution is negative on a non-negligible set.
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Introduction



The significant amount of applications where the fractional Brownian motion (fBm) is used led to the intensive development of the stochastic calculus with respect to this process and its planar version. The study of stochastic differential equations (SDEs) driven by a ∗



Corresponding author



1



fractional Brownian motion followed in a natural way. Let us consider (Btα )t∈[0,T ] a fBm with Hurst parameter α ∈ (0, 1). Essentially, one can consider the SDE dXt = σ(t, Xt )dBtα + b(t, Xt )dt



(1)



in two ways: • the pathwise (Stratonovich) type (that is, the stochastic integral is considered in a pathwise sense); • the divergence (Skorohod) type (that is, the stochastic integral is of divergence type). The first type of equations, which includes the rough paths theory and the stochastic calculus via regularization, can in general be solved by now standard methods. We refer, among others, to [1, 4, 6, 8, 12, 13, 16, 21]. The second type (Skorohod stochastic equations) is more difficult to be solved. Even in the standard Brownian motion case (corresponding to α = 1/2), we have an existence and uniqueness result only in two situations: • when σ(s, Xs ) = σ(s)Xs with σ(s) random: we then use an anticipating Girsanov transform, see [2], • when σ(s, Xs ) = σ(s)Xs and b(s, Xs ) = b(s)Xs with σ, b two deterministic functions: we can then use a method based on the Wiener-Itˆo chaotic expansion. This second approach will be considered in our paper. We will consider the stochastic equation Z Z aXs δBsα +



Xt = 1 + [0,t]



bXs ds



(2)



[0,t]



where a, b are real numbers and the stochastic integral is understood in the Skorohod sense. We first prove existence and uniqueness results in the one-parameter case (that is when t ∈ [0, T ]) and in the two-parameter case (that is when t ∈ [0, T ]2 and with B α replaced by a fractional Brownian sheet W α,β with Hurst parameters α, β). Of course, the fact that the above linear equation can be solved by using Wiener-Itˆo multiple integrals is not very surprising; it has already used in [17] for α > 12 . Nevertheless, we have to check some new technical aspects like: the proof of the case α ∈ (0, 12 ) or the proof of the two-parameter case for any Hurst parameters α and β. More surprising is, as in the case of the standard Brownian sheet (see [15]), the behavior of the solution of (2) when the drift b is zero: in the one-parameter case, the solution is an exponential, hence positive, function while in the two-parameter case the solution is negative on a non-negligible set. We also mention that, comparing to the standard case when the Hurst parameters are 12 , new techniques like fractional Girsanov theorem and estimations of fractional norms of the kernels appearing in the chaotic expression of the solution of (2), are here needed. We refer to [19] for applications of stochastic equations driven by fractional Brownian sheet to statistics. 2



We organized our paper as follows. Section 2 contains some preliminaries on fractional Brownian motion and fractional Brownian sheet. In Section 3 we study the existence, the uniqueness and the properties of the solution of equation (2) in both one-parameter and two-parameter cases. Section 4 contains a technical proof.
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Preliminaries



Consider (Btα )t∈[0,T ] a fractional Brownian motion (fBm) with Hurst parameter α ∈ (0, 1) and let us denote by Rα its covariance function Rα (s, u) =



 1 2α s + u2α − |s − u|2α 2



(3)



for every s, u ∈ [0, T ]. It is well-known that B α admits the Wiener integral representation Z t α Bt = K α (t, s)dWs 0



where W denotes a standard Wiener process and 1



1



K α (t, s) = dα (t − s)α− 2 + sα− 2 F1



  t , s



(4)



  R z−1 dα being a constant and F1 (z) = dα 12 − α 0 θα−3/2 1 − (θ + 1)α−1/2 dθ. By H(α) we will denote the Hilbert space associated to B α defined as the closure of the linear space generated by the indicator functions {1[0,t] , t ∈ [0, T ]} with respect to the scalar product h1[0,t] , 1[0,u] iH(α) = Rα (t, u). (5) The structure of H(α) depends on the values of the Hurst parameter α. Let us recall the following facts: • if α ∈ ( 21 , 1), then it follows from [18] that the elements of H(α) may be not functions but distributions of negative order. Thus it is more convenient to work with subspaces of H(α) that are sets of functions. A such space is the set |H(α)| of measurable functions on [0, T ] such that Z TZ T |f (u)||f (v)||u − v|2α−2 dudv < ∞ 0



0



endowed with the scalar product T



Z



Z



hf, gi|H(α)| = α(2α − 1) 0



T



f (u)g(v)|u − v|2α−2 dudv.



(6)



0



We have actually the inclusions 1



L2 ([0, T ]) ⊂ L α ([0, T ]) ⊂ |H(α)| ⊂ H(α). 3



(7)



• if α ∈ (0, 12 ) then the Hilbert space H(α) is a space of functions contained in L2 ([0, T ]). It contains the space of H¨older functions of order α − ε with ε > 0 and it can be characterized by H(α) = (K ∗ )−1 (L2 ([0, T ])) (8) where the operator K ∗ is given by ∗



Z



α



T



(ϕ(r) − ϕ(s))



(K ϕ)(s) = K (T, s)ϕ(s) + s



∂K α (r, s)dr. ∂r



(9)



A fBm being a Gaussian process, it is possible to construct multiple Wiener-Itˆo stochastic integrals with respect to it. We refer to [14] for general settings or to [17] for the adaptation to the fractional Brownian motion case. We only recall that the multiple integral of order n (denoted by In ) is an isometry from U ⊗n to L2 (Ω) where U is the Hilbert space |H(α)| if α ∈ ( 21 , 1) and the Hilbert space H(α) if α ∈ (0, 12 ). We need to introduce the space Dch of stochastic processes that can be expressed in terms of multiple stochastic integrals. That is, we denote by Dch the set of processes u ∈ L2 (Ω; U) such that for every t ∈ [0, T ], X ut = In (fn (·, t)) n≥0



where fn ∈ U ⊗n+1 is symmetric in the first n variables and X (n + 1)!kfn k2U ⊗n+1 < ∞.



(10)



n≥1



It follows from [17] (for α > 21 ) or [3],[10] (for α < 12 ) that if u ∈ Dch then u is Skorohod integrable with respect to the fBm B α and in this case its Skorohod integral is X δ(u) = In+1 (f˜n ) (11) n≥0



where f˜n means the symmetrization of fn with respect to n + 1 variables. Actually, in the case α < 12 the expression (11) corresponds to the divergence integral in the extended sense (see [3]). Let us consider now the two-parameter case. Here, W α,β is a fractional Brownian sheet with Hurst parameters α, β ∈ (0, 1). Recall that W α,β is defined as a centered Gaussian process starting from 0 with the covariance function   α,β α,β E Ws,t Wu,v = Rα,β (s, t, u, v)   1  2β 1 2α s + u2α − |s − u|2α t + v 2β − |t − v|2β := 2 2 4



and it can be represented as α,β Ws,t



Z tZ = 0



s



K α (t, u)K β (s, v)dWu,v



0



where (Wu,v )u,v∈[0,T ] is a standard Brownian sheet and K α is given by (4). Denote by K α,β (t, s) = K α (t, u)K β (s, v) and let H(2) (α, β) := H(2) be the canonical Hilbert space of the fractional Brownian sheet W α,β . That is, H(2) is defined as the closure of the set of indicator functions {1[0,t]×[0,s] , t, s ∈ [0, T ]} with respect to the scalar product h1[0,t]×[0,s] , 1[0,u]×[0,v] iH(2) = Rα,β (s, t, u, v)



(12)



for every t, s, u, v ∈ [0, T ]. By the above considerations, we will have: • if α, β ∈ ( 21 , 1), the elements of H(2) may be not functions but distributions. Thus it is more convenient to work with subspaces of H(2) that are sets of functions. We have actually the inclusions L2 ([0, T ]2 ) ⊂ |H|(2) ⊂ H(2) (13) where |H|(2) = |H(α)| ⊗ |H(β)| and |H(α)| is defined by (6). • if α, β ∈ (0, 12 ) then the canonical space H(2) is a space of functions that can be written as  H(2) = (K ∗,2 )−1 L2 ([0, T ]2 ) ⊂ L2 ([0, T ]2 ) (14) where K ∗,2 is the product operator K ∗ ⊗ K ∗ and K ∗ is given by (9). • if α ∈ ( 12 , 1) and β ∈ (0, 21 ), then |H|(2) is not a space of functions and we will work with the subspace |H(α)| ⊗ H(β). Let us denote by V the Hilbert space: |H|(2) if α, β ∈ ( 21 , 1); H(2) if α, β ∈ (0, 12 ) and |H(α)| ⊗ H(β) if α ∈ ( 12 , 1) and β ∈ (0, 12 ). We can of course consider multiple stochastic integrals with respect to the Gaussian process W α,β . Here the multiple integral of order n, still denoted by In , will be a isometry from V ⊗n to L2 (Ω).
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Linear stochastic equations with fractional Brownian motion and fractional Brownian sheet



Let us consider the following stochastic integral equation Z t Z t α Xt = 1 + aXs δBs + bXs ds, 0



t ∈ [0, T ],



(15)



0



where a, b ∈ R and the stochastic integral above is considered in the Skorohod sense. We will first prove the existence and the uniqueness of the solution of (15), in the space Dch . For α > 21 this has been proved in [17]. Proposition 1 The equation (15) admits an unique solution X ∈ Dch given by X Xt = In (fn (·, t))



(16)



n≥0



where the kernels fn are given by f0 (t) = ebt and for every n ≥ 1, fn (t1 , . . . , tn , t) =



an bt ⊗n e 1[0,t] (t1 , . . . , tn ). n!



(17)



Proof: The expression (17) of the kernels fn follows from Proposition 3.40 of [17]. One can also compute it easily by the recurrence relation f0 (t) = ebt , fn (t1 , . . . , tn , t) = af˜n−1 (t1 , . . . , tn−1 , tn )1[0,t] (tn ), ∀n ≥ 1.



(18)



We only then need to prove that fn ∈ |H(α)|⊗n+1 (if α > 21 ) and fn ∈ H(α)⊗n+1 (if α < 12 ) and that the sum (10) converges. If α > 12 , this follows easily from the inclusion (7), since kf˜n k|H(α)|⊗n+1 ≤ cst kf˜n kL2 ([0,T ]n+1 ) and we can reduce to the classical situation (α = 21 ) where the result is known. If α < 12 , then we need a new proof because the norm H(α) is bigger than the norm L2 . Let us show that the kernel fn given by (17) (viewed as a function of n + 1 variables t1 , . . . tn , t) belongs to the space H(α)⊗n+1 . Here we can adapt an argument used in [20]. We will show that K ∗,n+1 fn ∈ L2 ([0, T ]n+1 ) where K ∗,n is the n times tensor product of K ∗ . It holds, by applying first the operator K ∗ to the variables t1 , . . . , tn and then to the variable t, an ∗ bt  ∗,n ⊗n  K e K (1[0,t] ) K ∗,n+1 fn = n! 6



and therefore, since 2nα ∗ 2n 2 kK ∗,n (1⊗n [0,t] )kL2 ([0,T ]n ) = kK (1[0,t] )kL2 ([0,T ]n ) = t



we get kK ∗,n+1 fn kL2 ([0,T ]n+1 ) = =



|a|n kK ∗ (ebt t2nα )kL2 ([0,T ]) n! |a|n X |b|k ∗  k+2αn  k K t kL2 ([0,T ]) . n! k! k≥0



Since for every k ≥ 1, the function tk+2αn is Lipschitz, then we have, using (9) Z T   k+2αn ∗ kL2 ([0,T ]) ≤ C(α, T )(k + 2αn) K α (T, t)2 t4nα+2k dt kK t 0



Z



T



Z



+ 0



t



T



∂K α (r, t)dr (r − t) ∂r



#1/2



2



dt



≤ C(α, T )(k + 2αn)T k+α(2n+1) . This implies that



|a|n α(2n+1) T . n! The function fn being symmetric in the first n variables, we have kK ∗,n+1 fn kL2 ([0,T ]n+1 ) ≤ cst



f˜n (t1 , . . . , tm+1 ) =



(19)



m+1 1 X fn (t1 , . . . , tim+1 , . . . , tm ) m+1 i=0



where tim+1 means that tm+1 is on the position i. Clearly the bound (19) holds for f˜n . By the above estimate, it is not difficult to see that the sum (10) is convergent because X



(n + 1)!kf˜n k2H(α)⊗n+1 ≤ cst



n≥0



X a2n n≥0



n!



T 2α(2n+1) < ∞.



The uniqueness of the solution in Dch is obvious because, if there are two solutions, then the kernels of the chaotic expansion verifies both the relation (18). In fact, we have Corollary 1 The unique solution in Dch of the equation (15) is given by   a2 2α α Xt = exp aBt − t + bt . 2 7



(20)



Proof: Formula (20) was already proved in [9], page 117. But, to compare to the twoparameter case, let us nevertheless show how (20) is obtained in the particular case where b = 0. Consider the equation Z t aXs δBsα , t ∈ [0, T ] (21) Xt = 1 + 0



and let, for every t ∈ [0, T ] Xt =



X



In (fn (·, t))



n≥0



be the chaotic expression of X. Equation (21) can be rewritten as   X X ?) 1[0,t] (?) In+1 fn (·,^ In (fn (·, t)) = 1 + a



(22)



n≥0



n≥0



where · represents n variables, ? denotes one variable and fn (·,^ ?) 1[0,t] (?) denotes the symmetrization of the function fn (·, ?) 1[0,t] (?) in n + 1 variables. By identifying the corresponding Wiener chaos, we easily get f0 (t) = 1, f1 (t1 , t) = a 1[0,t] (t1 ) and



 a2 a2 1[0,t1 ] (t2 )1[0,t] (t1 ) + 1[0,t2 ] (t1 )1[0,t] (t2 ) = 1⊗2 (t1 , t2 ). 2 2 [0,t] By induction we will get for every n ≥ 1 f2 (t1 , t2 , t) =



fn (t1 , t2 , . . . , tn ) =



n an X ⊗n−1 ˆ an ⊗n 1 (t1 , . . . , tn ) 1[0,ti ] (ti )1[0,t] (ti ) = n! n! [0,t]



(23)



i=0



where by tˆi we denoted the vector (t1 , . . . , tn ) with ti missing. Therefore, we can express the solution of (21) as    X an  a2 ⊗n H 2 Xt = In 1[0,t] = exp a Bt − k1[0,t] kU (24) n! 2 n≥0



where for the last equality we refer e.g. to [5]. Remark 1 In Skorohod setting, it is difficult, in general, to write an Euler’s type scheme Rt associated to the equation Xt = x0 + 0 σ(Xs )δBsα , even if α ≥ 1/2. Indeed, by using the integration by parts for the Skorohod integral δ and the Malliavin derivative D (see [14]) δ(F u) = F δ(u) − hDF, uiH(α) and by assuming that we approximate X(k+1)/n by R (k+1)/n Xk/n + k/n σ(Xk/n )δBsα (as in the case α = 1/2), one obtains   α 0 b (n) b (n) b (n) + σ(X b (n) ) B α b (n) X = X − B (k+1)/n k/n − σ (Xk/n )hD Xk/n , 1[k/n,(k+1)/n] iH(α) . (k+1)/n k/n k/n 8



b (n) appears and that it is difficult to compute it The problem is that the quantity DX k/n directly (without knowing the solution). Moreover, standard Euler scheme do not apply here because the L2 -norm of the Skorohod integral involves the first Malliavin derivative which involves the second Malliavin derivative etc. and we cannot have closable formulas. In the linear case, taking advantage from the fact that we know explicitly the solution, we can see what the correct Euler scheme should be. Indeed, since we have DXk/n = aXk/n 1[0,k/n] (see Corollary 1 above), a natural Euler’s type scheme associated to (15) with b = 0 is " # 2H  2H  a2  k + 1 k 1 (n) (n) (n) (n) α α b b b b X − − 2H . (k+1)/n = Xk/n + aXk/n B(k+1)/n − Bk/n − 2 Xk/n n n n b (n) ) converges in L2 (Ω) if and only if α ≥ 1/2 In fact, it is not very difficult to prove that (X 1   2



and that, in the case where α > 1/2, the limit is exp aB1α − a2 . We refer to [11] for other questions about schemes associated to stochastic equations driven by a fractional Brownian motion. As we have seen, the solution of (21) is an exponential, hence positive, function. We will show that the situation is different in the two-parameter case. Before that, let us consider the equation corresponding to (15) in the two-parameter case Z Z α,β Xz = 1 + aXr δWr + bXr dr (25) [0,z]



[0,z]



where z = (s, t) ∈ [0, T ]2 and W α,β is a fractional Brownian sheet with Hurst parameters α, β ∈ (0, 1). We will denote now by Dch,2 the class of functionals that can be represented as a serie of multiple stochastic integrals with respect to W α,β (that is, Dch,2 is the two-parameter equivalent of Dch ). In the next proposition, we show that (25) admits a unique solution in this space: Proposition 2 Let us denote by An the set {(z1 , ..., zn ) ∈ (R2 )n : ∃σ ∈ Sn , zσ(1) ≤ ... ≤ zσ(n) } (in the one-parameter case: An = Rn ). If z ∈ An , we consider σ = σz ∈ Sn such that zσ(1) ≤ ... ≤ zσ(n) . P The equation (25) admits an unique solution X ∈ Dch,2 given by Xz = n≥0 In (fn (·, z)) where fn (z1 , ..., zn , z) =



an h0 (b(s n! Q



×



− sσz (n) )(t − tσz (n) )) × 1An (z1 , ..., zn )1⊗n [0,z] (z1 , ..., zn ) 1≤j≤n h0 (b(sσz (j) − sσz (j−1) )(tσz (j) − tσz (j−1) ))



with z = (s, t), zi = (si , ti ) and h0 (x) = σz (0) = 0 and z0 = (0, 0).



xn n=0 (n!)2 .



P∞



9



(26)



We also used the convention that



Proof: We only prove the algebraic part (26) of the Proposition. Indeed, the fact that the kernels fn belongs to V ⊗n+1 did not present new difficulties with respect to the proofs of Propositions 1 and 3. Thus, we return to these proofs for this point. Let us write X In (fn (·, z)) . Xz = n≥0



Here, In is the n-order Wiener-Itˆ o multiple integral with respect to the fractional Brownian α,β 2 2n sheet W and fn ∈ L [0, T ] . ¿From (25) we have that f0 (z) = h0 (bst) and for n ≥ 1, Z ^ fn (z1 , ..., zn , z) = afn−1 (z1 , ..., zn )1[0,z] (zn ) + b fn (z1 , ..., zn , r)dr. [0,z]



Let n = 1. We therefore have Z f1 (z1 , r)dr



f1 (z1 , z) = a h0 (bs1 t1 )1[0,z] (z1 ) + b [0,z]



and f1 (z1 , z) = a h0 (bs1 t1 ) h0 (b(s − s1 )(t − t1 )) 1[0,z] (z1 ) hence (26) is satisfied. If n = 2 it holds that 1 f2 (z1 , z2^ , z3 )1[0,z] (z3 ) = (a h0 (bs1 t1 ) h0 (b(s2 − s1 )(t2 − t1 )) 10≤z1 ≤z2 ≤z 2 +a h0 (bs2 t2 ) h0 (b(s1 − s2 )(t1 − t2 )) 10≤z2 ≤z1 ≤z ) . Since



Z f2 (z1 , z2 , z) = af1 (z1 , z^ 2 )1[0,z] (z2 ) + b



f1 (z1 , r)dr [0,z]



we deduce that a2 (h0 (bs1 t1 ) h0 (b(s2 − s1 )(t2 − t1 )) h0 (b(s − s2 )(t − t2 )) 10≤z1 ≤z2 ≤z 2 +h0 (bs2 t2 ) h0 (b(s1 − s2 )(t1 − t2 )) h0 (b(s − s1 )(t − t1 )) 10≤z2 ≤z1 ≤z )



f2 (z1 , z2 , z) =



and again (26) is verified. The above computations can be easily extended to an induction argument. Let us now discuss the case b = 0: Proposition 3 The equation Z Xz = 1 +



aXr δWrα,β ,



z ∈ [0, T ]2



(27)



[0,z]



admits an unique solution X ∈ Dch,2 given by Xz = fn (ρ1 , . . . , ρn , z) =



P



n≥0 In (fn (·, z))



n an X ⊗n−1 1[0,ρi ] (ρˆi )1[0,z] (ρi ). n! i=1



10



where (28)



Proof: Let us write Xz =



X



In (fn (·, z)) .



n≥0



¿From the equivalent of relation (22) in the two-parameter case, we obtain f0 (z) = 1, f1 (ρ1 , z) = a 1[0,z] (ρ1 ) and in general relation (28) holds. Since An 6= (R2 )n (recall that An is defined in Proposition n 2), note that this last expression is not equal to an! 1⊗n [0,z] (ρ1 , . . . ρn ) as in the one-parameter case (see Corollary 1). Let us now prove that the kernel fn belongs to the space V ⊗n+1 . When the Hurst parameters α and β are bigger than 21 , then we can use (13) and then refer to the standard case of the Brownian sheet. We will thus only discuss the case α, β < 12 ; the case α > 12 and β < 21 will be a mixture of the other two cases. We use the induction. We will illustrate first the case n = 2. We check that 1[0,z] (z2 )1[0,z2 ] (z1 ) belongs to H(2) reduces to proving that 1[0,t] (t2 )1[0,t2 ] (t1 ) ∈ H(α)⊗3 .



⊗3



. This actually



Let us apply the operator K ∗,3 in three steps: first to the variable t1 , then to the variable t and then to t2 . It holds that   2 kK ∗,3 1[0,t] (t2 )1[0,t2 ] (t1 ) k2L2 ([0,T ]3 ) = kK ∗,2 t2α 2 1[0,t] (t2 ) kL2 ([0,T ]2 )  2 2α kL2 ([0,T ]) = kK ∗,1 t2α 2 (T − t2 ) and to conclude we refer to Proposition 3.6 in [3]: it is a straightforward consequence of Lemma 4.3 in [3] that (T − t2 )2α (B α )2 belongs to the extended domain of the divergence and therefore its expectation is in H(α). (2) ⊗n+1 We will show now that the kernel 1⊗n−1 [0,ρi ] (ρˆi )1[0,z] (ρi ) has a finite norm in H by assuming that the result is true for n variables. It suffices to check that the function of n + 1 (real) variables 1[0,t] (tn )1[0,tn ] (tn+1 ) . . . 1[0,t2 ] (t1 ) belongs to H(α)⊗n+1 or, equivalently, the operator K ∗,n+1 applied to the above function is in L2 ([0, T ]n+1 ). By applying first the operator K ∗ to the variable t1 it holds that  kK ∗,n+1 1[0,t] (tn )1[0,tn ] (tn+1 ) . . . 1[0,t2 ] (t1 ) k2L2 ([0,T ]n+1 )  2 = kK ∗,n 1[0,t] (tn )1[0,tn ] (tn+1 ) . . . 1[0,t3 ] (t2 )t2α kL2 ([0,T ]n ) 2  2 = kK ∗ t2α 2 g(t2 ) kL2 ([0,T ])  where the function t2 → g(t2 ) := kK ∗,n−1 1[0,t] (tn )1[0,tn ] (tn+1 ) . . . 1[0,t3 ] (t2 ) k2L2 ([0,T ]n−1 ) belongs to H(α) by the inductionhypothesis. Now, we refer to the proof of Proposition 3.6 in [3] for the fact that g(·)E B.2 has a finite norm in H(α). 11



It can actually be proved as above that ⊗n−1 k1[0,ρ (ρˆi )1[0,z] (ρi )kH(2) ⊗n+1 ≤ i]



Cn n!



for every n where C is a positive constant. Now we can finish as in proof of Proposition 1.



We will need the following Girsanov theorem. Its proof will be given in the Appendix. Lemma 1 For any ε > 0, the process α,β,ε α,β Ws,t = Ws,t −



st ε



(29)



has the same law as a fractional Brownian sheet with parameters α, β under the new probability Pε given by ! Z 2  dP ε 1 1 α,β −1 − 2 (30) = exp W Kα,β (F (·)) (ρ) dρ dP ε T,T 2ε [0,T ]2 where F (t, s) = ts and Kα,β is the operator associated to the kernel of the W α,β . The solution of the equation (27) has a different behavior comparing to the oneparameter case (Corollary 1). We prove actually below that the solution of (27) is almost surely negative on a non-negligible set. Note that the same problem has been studied in the case of the standard Brownian sheet in [15]. Proposition 4 Let X be the unique solution to (27) in the space Dch,2 . Then P {there exists an open set ∆ ⊂ [0, T ]2 such that Xz < 0 for all z ∈ ∆} > 0.



(31)



Remark 2 It seems that the following statement is also true: there exists an open set ∆ ⊂ [0, T ]2 such that P {Xz < 0 for all z ∈ ∆} > 0. A way to obtain it would be to prove that we have (keeping the same notations as in the proof of Proposition 4) " # ε 2 E sup Ys,t − h0 (−ast) →ε→0 0 s,t∈[0,T ]



instead of (35). Although it seemed possible to us to show this more restrictive convergence, we prefered, for the simplicity, only to prove (31). 12



Proof of Proposition 4: Note that the deterministic equation Z sZ t ag(u, v)dudv g(s, t) = 1 + 0



(32)



0



P xn admits the unique solution g(s, t) = h0 (ast) with h0 (x) = n≥0 (n!) 2 and that the function h0 satisfy the property: there exists an open set I = (−β, −α) such that h0 (x) < −δ < 0 for any x ∈ I (see [15], page 231). Suppose a > 0, fix N > 0 and define the open set ˜ = {(s, t), α < ast < β, 0 < s, t < N }. ∆ For every ε > 0, consider Xzε = 1 +



Z



aεXrε δWrα,β .



[0,z]



Thanks to Corollary 1, we know that the solution X ε of (3) is given by X Xzε = εn In (fn (·, z)) n≥0 n P where the kernels fn are given by fn (ρ1 , . . . , ρn , z) = an! ni=1 1⊗n−1 [0,ρi ] (ρˆi )1[0,z] (ρi ). Let us consider the equation Z Z Z ε ε α,β,ε ε α,β Yz = 1 + aεYr dWr =1+ aεYr dWr − aYrε dr (33)



[0,z]



[0,z]



[0,z]



and recall that, by Lemma 1, W α,β,ε is a fractional Brownian sheet under Pε . Now, we observe that K = sup sup E |Yzε |2 < ∞. (34) ε>0



z



In fact, to show that (34) holds is not difficult because it follows from Proposition 2 that the kernel of order n appearing in the chaotic expression of the solution of (33) are of the form εn multiplied to the kernel of order n of the solution of (33) with ε = 1. Then, 2 K ≤ supz E Yz1 < ∞. Now, by (32) and (33) we have, for z = (t, s), ε Ys,t



Z



sZ t



− h0 (−ast) = −a 0



ε Yu,v



 − h0 (−auv) dvdu + aε



0



Z 0



sZ t



ε α,β Yu,v dWu,v



0



and using the bound (34) and the Gronwall Lemma in the plane we obtain h 2 i ε sup E Ys,t − h0 (−ast) →ε→0 0. s,t∈[0,T ]
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(35)



˜ it follows that Since h0 (−ast) < −δ for (s, t) ∈ ∆, ˜ P (Yzε < 0) →ε→0 1, uniformly on z ∈ ∆. Thus, for every ε > 0 small enough ˜ ∀z ∈ ∆



P (Yzε < 0) > 0, and



˜ ∀z ∈ ∆.



Pε (Yzε < 0) = P (Xzε < 0) > 0,



α,β ε is equal in law to Since Wcα,β has the same law as cα1 cβ2 Ws,t as process, we get that Xs,t 1 s,c2 t Xε2α s,ε2β t . So, for ε > 0 small enough,



˜ ∀z = (s, t) ∈ ∆



 P Xε2α s,ε2β t < 0 > 0, and the conclusion follows.
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Appendix



Proof of Lemma 1: The conclusion will follow from the Girsanov theorem for the fractional Brownian sheet (see Theorem 3 in [7]) if we show that the functions F (s, t) = st  1 1 belongs to the space I α+ 2 ,β+ 2 L2 ([0, T ]2 ) or equivalently, −1 Kα,β (F (·)) ∈ L2 ([0, T ]2 ).



To show this, we will need the expression of its inverse operator in terms of fractional integrals and derivatives (see e.g. [7])   1 1 1 ∂2h −1 α− 12 β− 21 21 −α, 21 −β −α −β s I t2 s2 , α, β < (36) Kα,β h(t, s) = t ∂s∂t 2 and −1 Kα,β h(t, s)



=t



α− 12 β− 21



s



D



α− 12 ,β− 12



Here, I



α,β



and D



α,β



1 f (x, y) = Γ(α)Γ(β)



Z 0



xZ y



 t



1 −α 2



s



1 −β 2



∂2h ∂s∂t



 ,



1 α, β > . 2



(x − u)α−1 (y − v)β−1 f (u, v)dudv



0



1 ∂2 f (x, y) = Γ(1 − α)Γ(1 − β) ∂x∂y



with Γ the Euler function. For α, β ∈ (0, 21 ) we have 14



Z 0



xZ y 0



f (u, v) dudv, (x − u)α (y − v)β



(37)



  1 1 1 1 1 1 −1 Kα,β F (t, s) = tα− 2 sβ− 2 I α− 2 ,β− 2 t 2 −α s 2 −β Z tZ s 1 1 1 1 1 α− 12 β− 12 (t − u)− 2 −α u 2 −α (s − v)− 2 −β v 2 −β dvdu = t s 1 1 Γ( 2 − α)Γ( 2 − β) 0 0 and this belongs to L2 ([0, T ]2 ). If α, β ∈ ( 12 , 1) then by (37) we can write −1 Kα,β F (t, s)



 1  1 1 1 1 1 = tα− 2 sβ− 2 Dα− 2 ,β− 2 t 2 −α s 2 −β (t, s) " 1 1 1 1 t 2 −α s 2 −β 1 α− 2 β− 2 = t s 1 1 Γ( 32 − α)Γ( 23 − β) tα− 2 sβ− 2 1 1 1 1 Z α − 12 t t 2 −α s 2 −β − u 2 −α s 2 −β + du 1 1 sβ− 2 0 (t − u)α+ 2 1 1 1 1 Z β − 12 s t 2 −α s 2 −β − t 2 −α v 2 −β + dv 1 1 tα− 2 0 (s − v)β+ 2 # 1 1 1 1 1 1 Z t Z s 1 −α 1 −β 1 1 t 2 s 2 − u 2 −α s 2 −β − t 2 −α v 2 −β + u 2 −α v 2 −β +(α − )(β − ) dvdu . 1 1 2 2 0 0 (t − u)α+ 2 (s − v)β+ 2 Since t



Z



1



1



t 2 −α − u 2 −α



0



α+ 12



(t − u)



du = c(α)t1−2α ,



it is not difficult to see that the above function is in L2 ([0, T ]2 ). If α ∈ (0, 21 ) and β ∈ ( 21 , 1), then we have −1 Kα,β F (t, s)



= C(α, β)t



α− 12



Z



t



1



1



(t − u)− 2 −α u 2 −α du



0



×s



1 −β 2



1 + (β − ) 2



Z



s



1



1



1



1



t 2 −α s 2 −β − t 2 −α v 2 −β 1



0



(s − v)β+ 2



dv



and the conclusion is clearly a consequence of the above two cases. The proof of Lemma is done. Acknowledgement. We want to thank the anonymous referee for a very careful and thorough reading of our note and for many helpful and constructive remarks.
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