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Strategic Complexity in Repeated Extensive Games∗ Nozomu Muto† August 2, 2012



Abstract This paper studies a machine (ﬁnite automaton) playing a two-player inﬁnitely repeated game of a simple extensive-form game with perfect information. In this setting, the preferences of the players depend both on the payoﬀs and the complexity of strategies. We introduce a new measure called multiple complexity which incorporates a strategy’s responsiveness to information in the stage game as well as the number of states of the player’s machine. We completely characterize the Nash equilibria of the machine game. In contrast with a result of Piccione and Rubinstein (1993) under counting-states complexity, the game has non-trivial Nash equilibria. In the sequential-move prisoner’s dilemma, cooperation can be sustained as an equilibrium of the machine game. JEL classification: C72 Keywords: Strategic Complexity; Finite Automaton; Repeated Game; Extensive Game; Prisoner’s Dilemma; Multiple Complexity
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Introduction



Strategic complexity is an important concept in the theory of bounded rationality, in order to express the idea that people prefer “simpler” strategies. However, it is not necessarily obvious which strategies players consider less complex. In the repeated game context, Aumann (1981) was the ﬁrst to propose a measure of strategic complexity using ﬁnite automata (Moore machines). Aumann’s study was followed by the seminal works of Neyman (1985) and Rubinstein (1986). In a machine game, each player employs a ﬁnite automaton, which has a ﬁnite set of states, each assigning a stage-game action to play. Rubinstein (1986) and Abreu and Rubinstein (1988) assumed that preferences depend both on the payoﬀ in an inﬁnitely repeated game and the complexity of the automaton, deﬁning complexity as the number of states. We refer to this measure as counting-states complexity (CS-complexity). Complexity considerations signiﬁcantly shrink the set of Nash equilibria in repeated games. Let us consider the repeated game G∞ of a two-player, simultaneous-move prisoner’s dilemma G with action set {C, D}. Abreu and Rubinstein (1988) showed that the outcome of any Nash equilibrium path consists of action proﬁles selected either from the set {(C, C), (D, D)} or from the set {(C, D), (D, C)}.1 This is because of the fact that the players’ automata must have the same number of states in a Nash equilibrium. They also showed that with lexicographic preferences, mutual cooperation at every period (except for the ﬁrst) is still realized in a Nash equilibrium for a discount factor suﬃciently close to one. Directly applying CS-complexity, Piccione and Rubinstein (1993) analyzed two-player repeated games in which the stage game has an extensive form with perfect information. They proved that any Nash equilibrium of the machine game, regardless of the discount factor, consists of an inﬁnite repetition of a Nash equilibrium of the stage game. In the sequential-move version of the prisoner’s dilemma, this result implies that the only Nash equilibrium of the repeated game is to always play D, so cooperation is never realized. This failure to achieve cooperation derives from the fact that CS-complexity does not account for the complexity of utilizing information in a period (i.e. within the stage game). This paper proposes a new measure of complexity, multiple complexity (M-complexity), which incorporates the complexity of the behavior rule both within a period and across periods. We will show that machine games with a sequential-move stage game generally have a broader set of Nash equilibria under M-complexity preferences than under CS-complexity preferences. In particular, in the repeated sequential-move prisoner’s dilemma, mutual cooperation can be sustained as an equilibrium of the machine game. To motivate our concept of M-complexity, let us consider the sequential-move prisoner’s 1



See Piccione (1992) for an improved version of their proof.
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Figure 1: Sequential-move prisoner’s dilemma dilemma Γ whose game tree is shown in Figure 1. The unique Nash equilibrium of Γ is for both players to deceive. Let us ﬁrst review the result of Piccione and Rubinstein (1993) for a game where players avoid CS-complexity. Their result states that in the sequential-move repeated game Γ∞ , the only action proﬁle played in an equilibrium is (D, D)—the unique stage-game Nash equilibrium outcome. Note that in this equilibrium of Γ∞ , each player’s automaton has only a single state. Given an automaton with more than one state, player 2 proﬁtably deviates to an automaton with a single state yielding the same payoﬀs. We clarify this point below. Let us consider an automaton pair (M1 , M2 ) in Γ∞ which generates only the action proﬁles (C, C) and (D, D). Suppose that M2 has two or more states. If players are interested in CS-complexity, no such automaton pair is an equilibrium of the machine game. Player 2 will deviate from automaton M2 to a single-state automaton M2′ which adopts the stage-game strategy s2 with s2 (C) = C and s2 (D) = D: player 2 cooperates when she observes player 1 to cooperate, and deceives when she observes player 1 to deceive. The outcome of the repeated game is unchanged, as automaton M2′ generates the same action proﬁles, (C, C) or (D, D), at every period. Since automaton M2′ has a strictly lower CS-complexity than M2 , this deviation is proﬁtable for player 2. Player 1 in turn deviates to always playing C, arriving at an automaton with a single state. The above conclusion depends critically upon the fact that the CS-complexity measure assigns the lowest possible complexity to every single-state machine, meaning any strategy that takes the same action in every period. In contrast, the concept of M-complexity accounts for how the player’s strategy for each state of an automaton exploits the information structure within the stage game, and how the automaton reacts to the history of the repeated game. The M-complexity of an automaton is deﬁned as the sum of the cardinalities of the ranges of all the stage-game strategies played by the automaton. The M-complexity is always greater than or equal to the CS-complexity, and the two coincide if and only if each state 3



assigns a constant stage-game strategy that always plays the same action independent of the opponent’s previous action. In the above example, automaton M2 has a M-complexity of two or more, since it has more than one state. The M-complexity of M2′ is exactly two, as the range of s2 is {C, D}. Hence, if the M-complexity of M2 is also exactly two, deviation to M2′ is not proﬁtable for a player seeking to limit M-complexity. In Section 4, we will construct a Nash equilibrium with two states (and M-complexity two) that sustains mutual cooperation for a discount factor close to one. More generally, for the class of simple sequential-move games with two players, we derive a necessary and suﬃcient condition for a strategy proﬁle to be a Nash equilibrium of the machine game under M-complexity. In any Nash equilibrium, the automaton assigns distinct actions to distinct states, so the number of states must be less than or equal to the number of actions available to the player. This condition restricts the number of states in equilibria, reducing the set of equilibria derived by Abreu and Rubinstein (1988). Nevertheless, in contrast with Piccione and Rubinstein (1993), Pareto-eﬃcient, pure-action outcomes are supported in Nash equilibria as long as the deviation gains are not too large (when the discount factor is close to one). The concept of strategic complexity applies not just to repeated games but also to a vast range of economic models. Multi-person unanimity bargaining games (Chatterjee and Sabourian (2000)) and decentralized market models (Sabourian (2004), Gale and Sabourian (2005)), for example, are both known to have many equilibria without complexity considerations. In these models, only stationary equilibria survive under preferences which incorporate “response complexity.”2 Lee and Sabourian (2007) considered a two-player negotiation game, where a prespeciﬁed strategic-form game is played in each period until the players reach an agreement. They found that a complexity criterion reduces the number of equilibria, enabling them to claim eﬃciency of the bargaining outcome. Salant (2011) formulated a cognitive process of a decision maker by an automaton, and showed that the process must be at least as complex as the standard payoﬀ maximization if the decision maker avoids framing eﬀects in the choice rule. This paper proceeds as follows. Section 2 presents the necessary deﬁnitions. Section 3 derives lemmas. Section 4 proves the main theorem and presents some examples. In Section 5, we discuss several implications and variations of the theorem: the result of Chatterjee and Sabourian (2000), the relationship between the automaton and strategy formulations, games with duplicated actions, and two alternative deﬁnitions of automata. Finally, Section 6 concludes. 2



The relationship between response complexity and multiple complexity will be discussed in Section 5.
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Definitions



Let G = (A1 , A2 ; u1 , u2 ) be a two-player strategic game, where Ai is a ﬁnite set of pure actions for player i (= 1, 2), and ui is player i’s payoﬀ function deﬁned on A = A1 × A2 . Let G∞ be the inﬁnitely repeated game of G. If player i’s stage-game payoﬀ in period t is uti , ∑ t−1 t then player i’s payoﬀ πi in G∞ is (1 − δ) ∞ ui for a discount factor 0 < δ < 1. t=1 δ In the repeated game G∞ , player i’s ﬁnite automaton is formulated by a four-tuple Mi = (Qi , qi1 , λi , µi ). Here Qi is a ﬁnite set of states, qi1 ∈ Qi is the initial state, λi : Qi → Ai is the output function, and µi : Qi × A → Qi is the transition function. Let Mi be the set of all automata for player i in G∞ , and let M = M1 × M2 . The number of states in the automaton Mi ∈ Mi , i.e., #Qi , is called the counting-states (CS-) complexity and denoted by compcs (Mi ).3 A machine game of G∞ is a game in which each player chooses her automaton and obtains the repeated-game payoﬀ of G∞ . Players in the machine game select their automata considering the number of states as well as the payoﬀ. We assume the following class of preferences deﬁned by Abreu and Rubinstein (1988). Definition 1. A preference relation ≿i of player i in the machine game satisﬁes all of the following criteria. For M1 , M1′ ∈ M1 and M2 , M2′ ∈ M2 , 1. if πi (M1 , M2 ) = πi (M1′ , M2′ ) and compcs (Mi ) = compcs (Mi′ ), then (M1 , M2 ) ∼i (M1′ , M2′ ). 2. if πi (M1 , M2 ) > πi (M1′ , M2′ ) and compcs (Mi ) = compcs (Mi′ ), then (M1 , M2 ) ≻i (M1′ , M2′ ). 3. if πi (M1 , M2 ) = πi (M1′ , M2′ ) and compcs (Mi ) < compcs (Mi′ ), then (M1 , M2 ) ≻i (M1′ , M2′ ). Many preference relations satisfy these criteria. For instance, the lexicographic preference uses all three criteria, except that the second is replaced to a stronger criterion “if πi (M1 , M2 ) > πi (M1′ , M2′ ), then (M1 , M2 ) ≻i (M1′ , M2′ )”. In the machine game, the following result is fundamental: Proposition 1 (Abreu and Rubinstein, 1988). Suppose that a pair of automata (M1 , M2 ) ∈ M is a Nash equilibrium of the machine game. Let qit be player i’s state in period t, and ati be player i’s action in period t on the path. Then the following three statements are true. 1. compcs (M1 ) = compcs (M2 ). ′



′



2. q1t = q1t if and only if q2t = q2t for any two periods t, t′ . ′



′



3. at1 = a1t if and only if at2 = at2 for any two periods t, t′ . 3



For a ﬁnite set S, #S denotes the cardinality of S.
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Let Γ be a two-player sequential-move game where player 1 chooses an action a1 ∈ A1 , and player 2 chooses an action a2 ∈ A2 after observing a1 .4 Let Si (i = 1, 2) be the set of player i’s strategies in Γ. Since player 1 is the ﬁrst mover, we have S1 = A1 and S2 = {s2 | s2 : A1 → A2 }. We shall occasionally write the constant strategy s2 (·) = a2 as a2 , a slight abuse of notation for the sake of simplicity. Let Γ∞ be the inﬁnitely repeated game of Γ. There are several possible ways of representing the automata in Γ∞ . This paper adopts the notion of “simple machines” suggested by Piccione and Rubinstein (1993) in their work on repeated, extensive-form games with perfect information. The automaton in Γ∞ is formally deﬁned below.5 Definition 2. Player i’s automaton Mi in Γ∞ is the four-tuple (Qi , qi1 , λi , µi ), where Qi is a ﬁnite set of states, qi1 ∈ Qi is the initial state, λi : Qi → Si is the output function, and µi : Qi × A → Qi is the transition function. This automaton outputs a stage-game strategy in every period, rather than an action. A transition occurs when an end node of a stage game is reached. Let us denote the set of automata of player i in Γ∞ by MΓi , and let MΓ = MΓ1 × MΓ2 . Player 1, who moves ﬁrst, chooses an action in Γ in the same way that she did in G, i.e. S1 = A1 . The automata of player 1 in Γ∞ and in G∞ are therefore identical. Hence, we can regard MΓ1 as equivalent to M1 . When players consider CS-complexity, the result of Piccione and Rubinstein (1993) implies that the machine game for Γ∞ has only trivial equilibria consisting of single-state automata, which yield inﬁnite repetitions of a stage-game Nash equilibrium in Γ. We are now ready to introduce a new measure of complexity for automata in Γ∞ . Definition 3. For player i’s automaton Mi = (Qi , qi1 , λi , µi ) ∈ MΓi , the multiple (M-) complexity of Mi is deﬁned by compm (Mi ) =



∑



#{ai (λi (qi ), sj ) | sj ∈ Sj }



(i ̸= j)



qi ∈Qi



where ai (si , sj ) ∈ Ai is player i’s action played by the pair of stage-game strategies (si , sj ) in Γ. Note that since a1 (λ1 (q1 ), s2 ) = λ1 (q1 ) for any s2 ∈ S2 , we have compm (M1 ) = compcs (M1 ) for any automaton M1 ∈ MΓ1 . For a stage-game strategy s2 : A1 → A2 , let us deﬁne 4



Notice that the simultaneous-move game G is not the reduced strategic form of Γ. One might argue that actions having the same label but belonging to diﬀerent information sets have to be considered diﬀerent. We identify them because the purpose of this paper is to compare player behavior in the sequential-move game Γ with that in the simultaneous-move game G. 5 We will examine an alternative representation of automata in Subsection 5.4.
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c(s2 ) = #{s2 (a1 ) ∈ A2 | a1 ∈ A1 }; the cardinality of the range of s2 . Since a2 (a1 , λ2 (q2 )) = ∑ (λ2 (q2 ))(a1 ) for every a1 ∈ A1 , we have compm (M2 ) = q2 ∈Q2 c(λ2 (q2 )) for player 2’s automaton M2 ∈ MΓ2 . Multiple complexity incorporates the “complexity” of outputs as well as the CS-complexity of the automaton.6 This additional aspect can be seen by c(s2 ) measuring the complexity of s2 . An intuition is that if player 2 has more opportunities to change her choices according to player 1’s actions, then she should consider her automaton more complex. Under such a view of complexity, the least complex output of player 2’s automata is a stage-game strategy which always plays the same action. When considering the machine game of Γ∞ under Mcomplexity, we adopt a preference relation deﬁned in Deﬁnition 1 in which CS-complexity is replaced to M-complexity. Suppose that M2 = (Q2 , q21 , λ2 , µ2 ) ∈ MΓ2 satisﬁes c(λ2 (q2 )) = 1 for all q2 ∈ Q2 . Then player 2’s choice of actions is independent of player 1’s in every state. This may be interpreted as a game where player 2 moves without observing player 1’s output. In other words, player 2 moves as if she were playing the corresponding simultaneous-move game G∞ . This argument suggests that any automaton in the simultaneous-move game can be regarded as an automaton in the sequential-move game. Formally, for any automaton M2 = (Q2 , q21 , λ2 , µ2 ) ∈ M2 in the simultaneous-move game G∞ , we deﬁne a correspond˜ 2 : Q2 → {s2 : A1 → A2 } such that ing output function in the sequential-move game Γ∞ : λ ) ( ˜ 2 (q2 ) (a1 ) = λ2 (q2 ) for every a1 ∈ A1 . Then the mapping (Q2 , q 1 , λ2 , µ2 ) 7→ (Q2 , q 1 , λ ˜ 2 , µ2 ) λ 2 2 is an injection from M2 to MΓ2 . We henceforth regard M2 as a subset of MΓ2 .



3



Preliminary Results



This section presents preliminary lemmas. First we demonstrate a relation between CScomplexity and M-complexity that follows directly from Deﬁnition 3. Lemma 1. An automaton M2 = (Q2 , q21 , λ2 , µ2 ) ∈ MΓ2 of player 2 satisﬁes compm (M2 ) ≥ compcs (M2 ). The equality holds if and only if c(λ2 (q2 )) = 1 for all q2 ∈ Q2 . Proof. The above properties are easily shown from the deﬁnition of M-complexity, as compm (M2 ) = ∑ q2 ∈Q2 c(λ2 (q2 )), and c(λ2 (q2 )) ≥ 1. Next, under the assumption that player 1 plays distinct actions in distinct states, we demonstrate the existence of player 2’s automaton in G∞ which is indiﬀerent to the original 6



Multiple complexity does not incorporate the complexity of the transition functions. In the repeated game of a strategic-form stage game, Banks and Sundaram (1990) showed that a complexity criterion incorporating transition functions results in a stage-game Nash equilibrium being played in every period.
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automaton for 2 under M-complexity in Γ∞ . For a pair of automata (M1 , M2 ) ∈ MΓ , let at = (at1 , at2 ) ∈ A1 ×A2 and q t = (q1t , q2t ) ∈ Q1 ×Q2 be the pairs of outputs and states induced by (M1 , M2 ) in period t. ′



′



Lemma 2. For (M1 , M2 ) ∈ MΓ , suppose that q1t ̸= q1t implies at1 ̸= at1 for all periods t and t′ . ¯ 2 ∈ M2 for player 2 such that compm (M2 ) = compcs (M ¯ 2 ), Then there exists an automaton M ¯ 2 ) generate the same action proﬁles in every period. and (M1 , M2 ) and (M1 , M ¯ 2 whose The proof is given in the Appendix. In the proof, we construct an automaton M ¯ 2 is deﬁned as λ ¯ 2 (q2 , a2 ) = a2 , ¯ 2 is a subset of Q2 × A2 , whose output function λ state space Q and whose transition function µ ¯2 satisﬁes µ ¯2 ((q2t , at2 ), at ) = (q2t+1 , at+1 2 ). The assumption of this lemma is necessary to ensure that µ ¯2 is well-deﬁned. An immediate implication of Lemma 2 is that M2 is not a best reply to M1 under multiple ¯ 2 is not, presuming that the assumption holds. We will later show complexity if and only if M that any equilibrium path satisﬁes the assumption. The following lemma is analogous to one derived by Piccione and Rubinstein (1993). Lemma 3. Suppose that (M1 , M2 ) ∈ MΓ is an equilibrium in Γ∞ under M-complexity. Then compcs (M1 ) = compcs (M2 ) = compm (M2 ). The second equality implies that player 2 moves independently of player 1’s action in any state of M2 . Proof. Let M1 = (Q1 , q11 , λ1 , µ1 ) and M2 = (Q2 , q21 , λ2 , µ2 ). For a given M1 , consider player 2’s payoﬀ maximization problem in the repeated game. This Markovian decision problem has a stationary solution σ2 : Q1 → A2 . Deﬁne another automaton M2′ = (Q1 , q11 , λ′2 , µ′2 ), with λ′2 (q1 )(·) = σ2 (q1 ) and µ′2 (q1 , ·) = µ1 (q1 , (λ1 (q1 ), σ2 (q1 ))). Since c(λ′2 (q1 )) = 1 for any q1 ∈ Q1 , compm (M2′ ) is equal to both compcs (M2′ ) and compcs (M1 ), by the deﬁnition of M2′ . Since M2 is a best reply to M1 , (M1 , M2 ) ≿2 (M1 , M2′ ). On the other hand, by the deﬁnition of M2′ , π2 (M1 , M2 ) ≤ π2 (M1 , M2′ ). Therefore, by Deﬁnition 1, it must be true that compm (M2 ) ≤ compm (M2′ ). Hence, compm (M2 ) ≤ compcs (M1 ). Considering player 1’s Markovian decision problem for a given M2 shows that compcs (M1 ) ≤ compcs (M2 ). The lemma is proved by combining all the above inequalities with Lemma 1. Recall that M2 is a subset of MΓ2 . When (M1 , M2 ) ∈ MΓ is an equilibrium in Γ∞ under M-complexity, this lemma implies that M2 ∈ M2 . In other words, in any equilibrium under M-complexity, player 2 moves as if she played the simultaneous-move stage-game G. Therefore (M1 , M2 ) can also be regarded as an equilibrium in G∞ . This fact suggests that Proposition 1 can be applied to Γ∞ , leading to the following lemma: 8



Lemma 4. Suppose that (M1 , M2 ) ∈ MΓ is an equilibrium in Γ∞ under multiple complexity. Let (at1 , at2 ) be the action proﬁle in period t, and let (q1t , q2t ) be the pair of states in period t. In any two periods t, t′ , ′



′



1. q1t = q1t if and only if q2t = q2t and ′



′



2. at1 = a1t if and only if at2 = at2 .
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Main Theorem



We now obtain a necessary and suﬃcient condition for Nash equilibria in the machine game Γ∞ under multiple complexity. Theorem 1. For a pair of automata (M1 , M2 ) ∈ MΓ , let (at1 , at2 ) and (q1t , q2t ) be the pairs of actions and states induced by (M1 , M2 ) in period t. Then (M1 , M2 ) is a Nash equilibrium in Γ∞ under multiple complexity if and only if 1. M2 ∈ M2 (i.e., player 2 moves independently of the opponent’s action within the current period), 2. (M1 , M2 ) is a Nash equilibrium in G∞ , and ′



′



3. qit ̸= qit implies ati ̸= ati for all periods t and t′ . Proof. First, suppose that (M1 , M2 ) is an equilibrium in Γ∞ under multiple complexity. Let M2 = (Q2 , q21 , λ2 , µ2 ) ∈ MΓ2 . By Lemma 3, we have compm (M2 ) = compcs (M2 ) = #{q2t | t = 1, 2, . . . }. Therefore, (M1 , M2 ) is an equilibrium in G∞ . Now deﬁne an automaton M2′ = (Q′2 , q2′ , λ′2 , µ′2 ) ∈ MΓ2 by Q′2 = {q2′ }, λ′2 (q2′ )(at1 ) = at2 , and µ′2 (q2′ , ·) = q2′ . Note that λ′2 is well-deﬁned because of the second condition in Lemma 4. Also, (M1 , M2′ ) and (M1 , M2 ) generate the same action proﬁles in every period. By the deﬁnition of multiple complexity, compm (M2′ ) = #{at2 }. Since (M1 , M2 ) is an equilibrium, ′ we have #{q2t } = compm (M2 ) ≥ compm (M2′ ) = #{at2 } = #{λ2 (q2t )}. Therefore q2t ̸= q2t ′ ′ ′ implies at2 ̸= at2 , and it follows that q1t ̸= q1t implies at1 ̸= at1 by Lemma 4. ′ Next suppose that (M1 , M2 ) ∈ M is an equilibrium in G∞ , and that ati = ati implies ′ ˜ 2 ∈ MΓ such that qit = qit for any two periods t, t′ . Assume on the contrary that there is M 2 ˜ (M1 , M2 ) ≻2 (M1 , M2 ). By Lemma 2 together with the third condition of the theorem, we ¯ 2 ∈ M2 such that (M1 , M ¯ 2 ) ∼2 (M1 , M ˜ 2 ). This implies that 2 has can take an automaton M ¯ 2 ∈ M2 , which contradicts the assumption that (M1 , M2 ) is an a proﬁtable deviation to M equilibrium in G∞ . Hence, (M1 , M2 ) is an equilibrium in Γ∞ under multiple complexity. 9
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Figure 2: Two-player prisoner’s dilemma (x > 2, y < 0, 0 < x + y < 4) The third condition in Theorem 1 claims that each player plays distinct actions in distinct states in an equilibrium under M-complexity. If this condition fails, then deviating to automaton M2′ as constructed in the proof would be proﬁtable for player 2. Therefore, the number of states in any equilibrium must be less than or equal to the number of actions available to each player. Corollary 1. If (M1 , M2 ) is an equilibrium in Γ∞ under M-complexity, then compcs (M1 ) = compcs (M2 ) ≤ min{#A1 , #A2 }. Proof. Since (M1 , M2 ) is an equilibrium in Γ∞ , compcs (M1 ) = compcs (M2 ) by Lemma 3. By the third condition in Theorem 1, compcs (Mi ) ≤ #Ai for i = 1, 2. The ﬁrst and second conditions in Theorem 1 state that the set of equilibria in Γ∞ under M-complexity is a subset of the equilibria in G∞ . The conditions of equilibria in G∞ have been deeply investigated by Abreu and Rubinstein (1988), and will aid the analysis of equilibria in Γ∞ under M-complexity. The third condition in Theorem 1 further reﬁnes the set of equilibria in G∞ . The following two examples show how these conditions specify the set of equilibria. Example 1. Let G be the simultaneous-move prisoner’s dilemma whose payoﬀ matrix is given by Figure 2, and let Γ be the corresponding sequential-move prisoner’s dilemma. Assume that the preferences are lexicographic. By Corollary 1, any Nash equilibrium in the machine game of Γ∞ under M-complexity consists of a pair of automata with at most two states, as only two actions in {C, D} are available in the game. If the number of states is one, the only equilibrium is clearly for both players to repeat D inﬁnitely. We ﬁrst focus on the case x < 4, and then consider the case x ≥ 4 later. Suppose that the automaton has two states. By Lemma 4, the history of the actions and the states must be either cyclic with period two, or cyclic with period one after the second period. First consider the latter case. Since the repetition of D is an equilibrium path with single-state automata, consider the repetition of C. One example is when both players implement the well-known
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Figure 3: The Tat-for-Tit automaton D
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Figure 4: An automaton pair which induces alternating plays of (C, D) and (D, C) automaton called Tat-for-Tit7 shown in Figure 3.8 This automaton pair generates the path ((D, D), (C, C), (C, C), . . . ), and yields the repeated-game payoﬀ 2δ. Consider player 1’s deviation from this automaton to a single-state automaton which always plays D. This action generates the path ((D, D), (D, C), (D, D), (D, C), . . . ), and gives player 1 the repeatedgame payoﬀ δx/(1 + δ). By the assumption x < 4, there is a discount factor δ satisfying (x − 2)/2 ≤ δ < 1. Under this condition, player 1 has no incentive to make this deviation. Thus, the pair of Tat-for-Tit automata is an equilibrium in the machine game of G∞ . By Theorem 1, it is also an equilibrium in Γ∞ under M-complexity. In this equilibrium, (C, C) is repeated from the second period onward. When CS-complexity is adopted, on the other hand, player 2 deviates to a single-state automaton that outputs the stage-game strategy playing C, D when player 1 chooses C, D respectively. Since the multiple complexity of this automaton is two, player 2 has no incentive to deviate, and the former equilibrium survives under M-complexity. Next let us consider the case of a cyclic path with period 2. By Lemma 4, players either repeat (C, C), (D, D) or repeat (C, D), (D, C) on an equilibrium path. In the former case, a player can deviate to an automaton which always plays D, obtaining strictly higher payoﬀs. 7



This automaton is referred to as various names in the literature. We adopt “Tat-for-Tit” from Binmore and Samuelson (1992) who considered simultaneous-move repeated games. 8 The symbols associated with arrows denote the opponent’s actions. We omit the symbols denoting the player’s own actions, upon which the transition function of the automaton never depends.
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Figure 5: The equilibrium payoﬀs in the sequential-move prisoner’s dilemma E F
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Figure 6: The battle of the sexes game The latter case is realized by the pair of automata shown in Figure 4. In summary, there are three equilibrium outcomes in the game Γ∞ : inﬁnite repetition of (D, D); (D, D) in the ﬁrst period followed by an inﬁnite repetition of (C, C); and the alternation of (C, D), (D, C) (or (D, C), (C, D)). For the payoﬀs given in Figure 1 (i.e., x = 3, y = −1), Figure 5 plots the three equilibrium payoﬀs in Γ∞ when the discount factor δ is almost equal to one. Finally, let us consider the case x ≥ 4. Since there is no discount factor δ < 1 such that δ ≥ (x − 2)/2, players proﬁtably deviate from Tat-for-Tit to the automaton that always plays D. Therefore, in this case, no equilibrium exists which induces an inﬁnite repetition of C. Later we will discuss a suﬃcient condition for the existence of such equilibria. ■ Example 2. Next consider a battle of the sexes game G with the payoﬀ matrix shown in Figure 6. This game G has two pure-action Nash equilibria (E, E) and (F, F ). Proposition 1 implies that if (E, F ) or (F, E) is played in some period on the path of an equilibrium in the machine game of G∞ , then either (E, F ) or (F, E) is played in every period on the path. Either player can interrupt this sequence by deviating to an automaton that always plays the same action, gaining strictly positive payoﬀs. Thus, the players play either (E, E) or (F, F ) in any equilibrium. Let Γ be the simple, sequential-move game corresponding to G. By Theorem 1, automata 12



with one or two states must be used in the equilibria in Γ∞ under M-complexity. When there is only one state, the equilibrium outcome is an inﬁnite repetition of (E, E) or (F, F ). When the number of states is two, there is an equilibrium in which (E, E) and (F, F ) are played alternately. Therefore, when the discount factor δ is suﬃciently close to one, there are three equilibrium payoﬀs: one for repetition of (E, E), one for repetition of (F, F ), and one for the alternating play of (E, E), (F, F ) (or (F, F ), (E, E)). ■ Theorem 1 establishes clear-cut conditions for an automaton pair to be a machine-game equilibrium in Γ∞ under M-complexity. Those conditions reﬁne the set of equilibria in G∞ derived by Abreu and Rubinstein (1988). However, as the discussion in the last paragraph of Example 1 shows, even a Pareto-eﬃcient, pure-action, stage-game outcome is not always (i.e., not for every parameter set in the payoﬀ matrix) supported by an equilibrium under M-complexity. In the following proposition, we provide a suﬃcient condition for a repeated stage-game outcome to be sustained in an equilibrium. Let v i = minaj ∈Aj maxai ∈Ai ui (a1 , a2 ) be the pure-action, minimax payoﬀ for player i in the simultaneous-move stage game G. Let a ˆj be the action of player j used to minimax the opponent’s payoﬀ. Let v i (aj ) = maxai ui (a1 , a2 ) be the maximum one-shot payoﬀ that player i gains by deviating from (a1 , a2 ). Proposition 2. Suppose that the players’ preferences are lexicographic. If ui (˜ a1 , a ˜2 ) > v i aj ))/2 for i = 1, 2 (i ̸= j), then for a suﬃciently large and ui (˜ a1 , a ˜2 ) > (ui (ˆ a1 , a ˆ2 ) + v i (˜ discount factor, there exists a Nash equilibrium in Γ∞ under M-complexity that sustains an inﬁnite repetition of (˜ a1 , a ˜2 ) after the second period. The proof, given in the Appendix, is accomplished by constructing an automaton analogous to the Tat-for-Tit automaton illustrated in Example 1. The diﬃculty with implementing the desired pure-action outcome (˜ a1 , a ˜2 ) arises from the third condition in Theorem 1, which requires an automaton to play diﬀerent actions in diﬀerent states. This condition prohibits any strategy that repeats the same action a ﬁnite number of times, restricting the possibilities for punishing deviation. If the stage game possesses several actions that can be used to punish the opponent, then the criterion in Proposition 2 will be less strict.



5 5.1



Discussion Comparison to Chatterjee and Sabourian (2000)



Chatterjee and Sabourian (2000) considered the multi-person unanimity bargaining game where players prefer less complex strategies as long as they receive the same level of payoﬀs. 13



Their complexity criterion includes a concept of “response complexity” as well as the number of states in the automaton.9 Their deﬁnition of response complexity states that in cases where two automata M, M ′ share a common set of states, M is more complex than M ′ if (i) in every state M and M ′ respond identically to all partial histories within a stage/period, except for some partial history h, and (ii) M ′ has the same response to h in all states while M responds to h diﬀerently depending on the states. Although they consider a bargaining game rather than a repeated game, their notion of response complexity can be related to the present model by regarding player 2’s move as a response to her opponent’s previous action. In a repeated game of the sequential-move stage-game, let us consider player 2’s automaton M2 = (Q2 , q21 , λ2 , µ2 ). For the output function λ2 : Q2 → {A1 → A2 }, let us deﬁne a ˜ 2 : Q2 × A1 → A2 by λ ˜ 2 (q2 , a1 ) = λ2 (q2 )(a1 ). Then λ ˜ 2 and λ2 assign the same function λ action for a pair (q2 , a1 ). The multiple complexity is written as compm (M2 ) =



∑



˜ 2 (q2 , a1 ) ∈ A2 | a1 ∈ A1 }. #{λ



q2 ∈Q2



With respect to response complexity, on the other hand, M2 is more complex than M2′ = ˜ 2 (q2 , a ˜ ′ (q2 , a (Q2 , q2′1 , λ′2 , µ′2 ) if there is some action a1 ∈ A1 of player 1 such that (i) λ ˜1 ) = λ ˜1 ) 2 ′ ˜ for all q2 ∈ Q2 and all a ˜1 ∈ A1 \{a1 }, and (ii) λ2 (q2 , a1 ) is constant with respect to q2 whereas ˜ 2 (q2 , a1 ) is not. Thus, multiple complexity is complementary to response complexity. Reλ ˜ 2 (q2 , a1 ) | q2 ∈ Q2 } is a singleton sponse complexity concerns whether or not the range {λ for a given action a1 , while multiple complexity incorporates the cardinality of the range ˜ 2 (q2 , a1 ) | a1 ∈ A1 } for a ﬁxed state q2 . {λ To further clarify the diﬀerence between these two notions, let us compare the automata M2 = (Q2 , q21 , λ2 , µ2 ) and M2′ = (Q′2 , q21 , λ′2 , µ′2 ) in the sequential-move prisoner’s dilemma deﬁned as follows: Q2 = Q′2 = {q21 , q22 }, λ2 (q21 )(C) = C, λ2 (q21 )(D) = C, λ2 (q22 )(C) = D, λ2 (q22 )(D) = D, λ′2 (q21 )(C) = C, λ′2 (q21 )(D) = D, λ′2 (q22 )(C) = D, λ′2 (q22 )(D) = D. The deﬁnitions of the transition functions are omitted, since they aﬀect neither notion of complexity. It is easily veriﬁed that M2′ is more complex than M2 under multiple complexity 9



Sabourian (2004) and Gale and Sabourian (2005) introduced a similar concept of strategic complexity in decentralized market models.
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(compm (M2 ) = 2, compm (M2′ ) = 3). However, M2 is more complex than M2′ under response complexity. If C is played by the opponent, the automata play identically in both states. Against D, M2′ can take two diﬀerent actions whereas M2 takes C in both states. Notice that under both response complexity and counting-states complexity, single-state automata are the simplest choice. Hence, any equilibrium under response complexity is the repetition of a stage-game Nash equilibrium, the same result that Piccione and Rubinstein (1993) obtained under counting-states complexity.



5.2



Complexity of Strategies



Kalai and Stanford (1988) pointed out that in the repeated game of a simultaneous-move stage-game, the counting-states complexity of an automaton coincides with the number of (distinct) continuation strategies of a strategy represented by the automaton. In this subsection, we will discuss a similar relationship with our multiple complexity. An essential diﬀerence between simultaneous-move and sequential-move stage games is that the latter have more subgames, in each of which continuation strategies may vary. The repeated game of a sequential-move stage game has subgames beginning at intermediate nodes within the stage game, as well as those beginning at the root node of the stage game. Another example is a multi-person bargaining model considered by Chatterjee and Sabourian (2000) which includes subgames starting with a proposal and those starting with a response. In such models, it may not be worthwhile to count “the number of continuation strategies”, as continuation strategies in completely diﬀerent subgames will never be the same. Chatterjee and Sabourian (2000) suggest deﬁning a complexity criterion as a partial ordering, rather than a complete one comparing any two strategies.10 According to their deﬁnition, one strategy is less complex than another if the former always makes the same response to some proposal (i.e., the number of continuation strategies is one, in subgames following the proposal) but the latter does not, and these two strategies play identically everywhere else. Let us consider the example of the sequential-move prisoner’s dilemma demonstrated in Example 1. There are two kinds of subgames starting with player 2’s action node. One subgame starts after C has been played by player 1, and the other starts after D. One might consider the continuation strategies of these two subgames to be incomparable, since they are payoﬀ-relevant as deﬁned in Maskin and Tirole (2001). An automaton which always chooses a stage-game strategy s2 with s2 (C) = C and s2 (D) = D would be called a Markovian 10



Another remedy would be counting the number of continuation strategies only in subgames starting with a root node of the stage game. Lee and Sabourian (2007) consider a complexity measure of this type in a negotiation game.
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strategy, which is often supposed to be minimally complex in the literature. Nonetheless, our argument claims that this strategy is more complex than always playing D under multiple complexity, which is deﬁned under an implicit assumption of identiﬁcation of actions in diﬀerent subgames (i.e., we denote the same D in ‘take D after C’ and ‘take D after D’). Note that this identiﬁcation of actions derives from the fact that the sequential-move game Γ is constructed from the underlying simultaneous-move game G. With such an identiﬁcation, it is possible and useful to compare continuation strategies in diﬀerent subgames, and therefore any two continuation strategies in Γ∞ .



5.3



Duplication of Stage-Game Actions



In repeated simultaneous-move games played by two players with lexicographic preferences, Piccione (1992) claimed that the Folk theorem result holds if players are allowed to duplicate stage-game actions while retaining all the values of the payoﬀ functions. This property is quite unlike the drastic reduction of equilibria found by Abreu and Rubinstein (1988). Under preferences with multiple complexity, we can arrive at the same conclusion in the repeated sequential-move game Γ∞ . In fact, the third condition in Theorem 1 is nulliﬁed if the number of available actions can be increased by such duplication, and thus the set of equilibrium payoﬀs under multiple complexity in Γ∞ is the same as that under counting-states complexity in G∞ . Note that duplication does not expand the set of equilibrium payoﬀs under countingstates complexity in Γ∞ , where any equilibrium consists of one-state automata regardless of the number of actions in the stage game. Apart from this result, we should discuss the economic implications of duplication. Piccione (1992) argues that duplication is reasonably regarded as an “irrelevant transformation of the stage game,” since the deﬁnition of CS-complexity is independent of the number of actions. In contrast, multiple complexity is directly related to the size of the action set, which contains the region of a stage-game strategy of player 2. In the previous subsection, we argued that the notion of multiple complexity relies on the identiﬁcation of actions in distinct subgames. Continuing this line of thinking, it may be more reasonable to identify duplicated actions in the deﬁnition of multiple complexity. A series of duplicated actions giving the same payoﬀs is naturally interpreted as a single economic choice. If this deﬁnition is adopted, the set of equilibrium payoﬀs under multiple complexity would remain the same regardless of duplication.



16



5.4



Alternative Automaton Representations



In the repeated game of the sequential-move game Γ∞ , we adopted the concept of “simple machines” formulated by Piccione and Rubinstein (1993, page 164) (see Deﬁnition 2). This automaton outputs a stage-game strategy in each state, and makes a transition at end nodes of the stage game in every period. Since a strategy can have several automaton representations,11 one may wonder how the equilibria change if we adopt other representations of automata. In this section, while retaining the prior deﬁnition of player 1’s automaton, we examine two other formulations of player 2’s automaton, and analyze equilibria under counting-states complexity with respect to these alternative representations of automata.12 In the ﬁrst deﬁnition an automaton outputs an action not a stage-game strategy, which makes the mathematical exposition in the deﬁnition simpler. However, this representation leads to more complicated representations of individual automata. In fact, the Tat-forTit strategy needs at least four states to be represented in the sequential-move prisoner’s dilemma, and the pair of Tat-for-Tit fails to be a Nash equilibrium under counting-states complexity in the form of this representation. Generally, we can show that in any Nash equilibrium under this alternative complexity in generic games, players play a stage-game Nash equilibrium in each period if the discount factor is high and the preferences are lexicographic. Such a distinct result derives from the fact that automata of two players never make transitions simultaneously. The second deﬁnition has simpler output functions than in Deﬁnition 2, in exchange of a larger domain of transition functions. We show that a parallel analysis to the main sections applies to this case, and the corresponding conditions to Theorem 1 is suﬃcient but may not necessary for an automaton pair to be an equilibrium under counting-states complexity. 5.4.1



The First Alternative Representation



In Deﬁnition 2, player 2’s automaton outputs a stage-game strategy, and makes a transition at an end node of the stage game. If an automaton makes a transition at a node where 2 moves, it can represent a repeated-game strategy by outputting an action, not a stage-game strategy. The following deﬁnition formalizes this idea: Definition 4. Player 2’s automaton M2 in Γ∞ is a four-tuple (Q2 , q20 , λ2 , µ2 ) deﬁned as



11



For example, Chatterjee and Sabourian (1999) introduced four deﬁnitions of automata in a multilateral bargaining game. 12 Multiple complexity does not make sense in these deﬁnitions since automata output actions, not stagegame strategies, in the alternative representations we will adopt.
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follows: λ2 : Q2 → A2 , µ2 : Q2 × A1 → Q2 where a1 ∈ A1 is the opponent 1’s latest action in the current period. Transitions occur just before player 2 moves. Note that in this deﬁnition an automaton of player 2 does not make a transition at any end node in the stage game. Since an automaton of player 1 makes a transition at an end node in every period, two players’ automata never make a transition simultaneously. This asynchrony of transitions causes a technical problem; a key technique employed in the proof of Lemma 3 cannot be applied to this case. Suppose that player 1 takes an automaton M1 = (Q1 , q11 , λ1 , µ1 ). Given this automaton, 2 faces a Markovian decision problem of continuation payoﬀ maximization given a present state q1 ∈ Q1 . Such an optimal action σ2 (q1 ) is a function of q1 . It is, however, impossible to choose an action σ2 (q1 ) immediately after the Markovian decision problem tells her to move, because this problem raises when 1 makes a transition, in which case Deﬁnition 4 does not allow 2 to make a transition. Therefore Lemma 3 is not shown with Deﬁnition 4. In the following, we present an example to see that the above diﬃculty indeed results in a diﬀerence in the equilibrium analysis. Example 3. Let us consider the sequential-move prisoner’s dilemma discussed in Example 1, where the set of actions is now denoted by {C1 , D1 } × {C2 , D2 } for the sake of clariﬁcation. Under the automaton representation deﬁned in Deﬁnition 4, Figure 7 illustrates player 2’s automaton M2 = (Q2 , q21 , λ2 , µ2 ) which represents the Tat-for-Tit strategy given in Figure 3 under Deﬁnition 2.13 States q20 , q21 are “D2 -states,” and q22 , q23 are “C2 -states.” Notice that 2 is in state q20 , q22 (or q21 , q23 ) in the end of period t − 1 only if 1 played C1 (or D1 , resp.) in t − 1. This can be interpreted as a state in the end of period t − 1 possessing information about 1’s action played in t − 1 as well as 2’s action in t − 1. Suppose that player 2 was in a D2 -state in the end of the previous period t − 1. Then one can easily see that 1 played C1 in t − 1 (or equivalently, 2 was in q20 ) if and only if 2 plays λ(µ(q20 , C1 )) = λ(µ(q20 , D1 )) = D2 in the current period t regardless of 1’s move in t. Therefore this automaton indeed represents the Tat-for-Tit. Suppose that player 1 adopts the Tat-for-Tit automaton given in Figure 3, and 2 chooses M2 in Figure 7. This automaton pair yields (D1 , D2 ) in the ﬁrst period, and (C1 , C2 ) after 13



Note that player 2’s actions are omitted at the symbols associated with arrows, as the transition functions do not depend on 2’s own actions in examples.
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Figure 8: The automaton M2′ of player 2 in the form of Deﬁnition 4.



C1 Figure 7: The Tat-for-Tit automaton M2 of player 2 in the form of Deﬁnition 4. the second period, as discussed in Example 1. Since M2 has four states, 2 has an incentive to deviate to a two-state automaton M2′ = (Q′2 , q2′1 , λ′2 , µ′2 ) displayed in Figure 8, which plays C2 , D2 if 1 chooses C1 , D1 in the current period, respectively. In both states, M2′ makes a transition to q2′1 if and only if 1 chooses C1 in the current period. Therefore, the pair of Tat-for-Tit is not an equilibrium under counting-states complexity in the alternative representation of Deﬁnition 4. ■ This example shows that a non-trivial Nash equilibrium under multiple complexity is not an equilibrium under counting-states complexity in Deﬁnition 4. We can show the following general proposition: Let us call the game generic if the underlying simultaneous-move stage game G satisﬁes ui (a1 , a2 ) ̸= ui (a′1 , a′2 ) whenever (a1 , a2 ) ̸= (a′1 , a′2 ). Proposition 3. Suppose the game is generic and the preferences are lexicographic. For a path of action pairs (at1 , at2 )t=1,2,... , there exist (M1 , M2 ) represented in the form of Deﬁnition 4 and δ¯ ∈ (0, 1) such that (M1 , M2 ) induces (at1 , at2 ) in period t for all t = 1, 2, . . . , and (M1 , M2 ) [ ) ¯ 1 if and only if (i) (at , at ) is is a Nash equilibrium under modiﬁed complexity for all δ ∈ δ, 1 2 a stage-game Nash equilibrium in G for all t = 1, 2, . . . , and (ii) there is a positive integer c ′ such that for i = 1, 2, ati = ati if and only if t′ − t is a multiple of c. Proof. See the Appendix. Note that in the example of the repeated game of the sequential-move prisoner’s dilemma, the only Nash equilibrium outcome under counting-states complexity in Deﬁnition 4 is an inﬁnite repetition of mutual deception. 19



5.4.2



The Second Alternative Representation



Piccione and Rubinstein (1993, page 164) argue that a “natural extension” of the usual automaton deﬁnition in this context is to allow for transitions at the nodes before player 2 moves as well as at the end node of the stage game. In the game Γ∞ , this deﬁnition is written formally below. Definition 5. Player 2’s automaton M2 in Γ∞ is a four-tuple (Q2 , q21 , λ2 , µ2 ) deﬁned as follows: λ2 : Q2 → A2 , ( ) µ2 : Q2 × A1 ∪ (A1 × A2 ) → Q2 . The output function λ2 takes an action in every period. Transitions occur twice in every period: The ﬁrst transition occurs just before player 2 moves, and the second occurs at the end node of the stage game. After player 1 chooses an action a1 ∈ A1 , M2 makes a transition from q2 to q2′ = µ2 (q2 , a1 ), and then outputs the action a2 = λ2 (q2′ ) ∈ A2 . Finally, M2 makes the second transition to µ2 (q2′ , (a1 , a2 )) before the end of the period. This kind of automaton is certainly less simple than the “simple machines” (which were used in previous sections) in that it has a more complex transition function. The more frequently transitions occur in an automaton, the more diﬃcult it is to ﬁnd the automaton with the minimum number of states among the set of all automata representing the same repeated-game strategy. Let us now examine the counting-states complexity associated with the automata of Deﬁnition 5. Under CS-complexity, the following proposition shows that the “if-part” of Theorem 1 holds, but not vice versa in general. For a pair of automata (M1 , M2 ) and period t ≥ 1, let at = (at1 , at2 ) ∈ A1 × A2 be the pair of outputs induced by (M1 , M2 ) in period t, and let q t = (q1t , q2t ) ∈ Q1 × Q2 be the pair of states induced by (M1 , M2 ) before transitions at the end of period t. Proposition 4. A pair of automata (M1 , M2 ), where M2 = (Q2 , q21 , λ2 , µ2 ) is formulated as in Deﬁnition 5, is a Nash equilibrium in Γ∞ under counting-states complexity if 1. player 2 moves independently of the opponent’s action within the current period (i.e., µ2 (q2 , a1 ) = µ2 (q2 , a′1 ) for all q2 ∈ Q2 and a1 , a′1 ∈ A1 ), 2. (M1 , M2 ) is a Nash equilibrium in G∞ , and ′



′



3. qit ̸= qit implies ati ̸= ati for all periods t and t′ (i = 1, 2). 20
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Figure 9: Sequential-move prisoner’s dilemma with asymmetric payoﬀs
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Figure 10: The Tat-for-Tit automaton M2 of player 2, expressed in the form of Deﬁnition 5. ((a1 , ·) denotes the two action proﬁles (a1 , C2 ), (a1 , D2 ).) Proof. See the Appendix. Note that Proposition 4 provides a suﬃcient condition. It implies that the set of equilibrium payoﬀs under CS-complexity with automata in the form of Deﬁnition 5 contains the set of payoﬀs characterized by the three conditions of Proposition 4, which is equivalent to the set of payoﬀs given in Theorem 1 under M-complexity. The converse of this relation does not hold in general. In the following example, we construct a Nash equilibrium under CS-complexity where player 2’s automaton does depend on her opponent’s actions in the current period. Then we obtain a strictly larger set of equilibrium payoﬀs for some discount factor δ. Example 4. Consider the sequential-move prisoner’s dilemma shown in Figure 9. Note that the payoﬀ structure is asymmetric; the deviation gain of player 2 is smaller than that of player 1. Let (M1 , M2 ) be a pair of Tat-for-Tit automata. Figure 10 shows a diagram of M2 in the form of Deﬁnition 5. Suppose that the players’ preferences are lexicographic. Then the discussion of Example 1 shows that player 1 has no incentive to deviate to playing D1 if and 21
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¯ 2 of player 2. Figure 11: Alternative automaton M only if δ ≥ 1/2. Since player 2 gains less by deviating than player 1 in this game, (M1 , M2 ) is a Nash equilibrium under CS-complexity in the form of Deﬁnition 5 if and only if δ ≥ 1/2. ¯2, µ ¯ 2 = (Q ¯ 2 , q¯1 , λ ¯2 Let M ¯2 ) be the automaton shown in Figure 11. This automaton M 2 plays the same actions as M2 , unless player 1 deviates to D1 while player 2 is in state q¯22 , the ¯ 2 immediately shifts to q¯21 , playing right (cooperative) state. If player 2 observes D1 , then M the punishment action D2 in the current period. In contrast, the Tat-for-Tit automaton M2 plays C2 , followed by punishment in the next period. Formally, we have µ ¯2 (¯ q22 , D2 ) = q¯21 ¯ 2 in state q¯22 does while µ ¯2 (¯ q22 , C2 ) = q¯22 . This observation shows that the play selected by M depend on player 1’s move, violating the ﬁrst condition of Proposition 4. ¯ 2 ) is a Nash equilibrium under CS-complexity if and only if Now we show that (M1 , M δ ≥ 1/4. Player 1 has no incentive to deviate, since her deviation is immediately punished by player 2. If player 2 deviates to D2 after the second period, then she obtains the ﬂow of 5δ payoﬀs 0, 5/2, 0, 5/2, 0, 5/2, . . . , yielding the repeated-game payoﬀ . Comparing this 2(1 + δ) to the cooperative payoﬀ 2δ, player 2 has no incentive to deviate if and only if δ ≥ 1/4. ¯ 2 ) in the form of Deﬁnition 2 cannot be an equilibrium under The pair of automata (M1 , M ¯ 2 does not satisfy the ﬁrst condition in Theorem 1. Recall that multiple complexity, since M (M1 , M2 ) is an equilibrium under multiple complexity if and only if δ ≥ 1/2. It follows that the set of equilibrium payoﬀs in Proposition 4 is strictly larger than that in Theorem 1 when 1/4 ≤ δ < 1/2. ■ ¯ 2 . Under multiple complexity, M ¯ 2 is more Example 4 presented two automata, M2 and M
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¯2, µ ¯ 2 = (Q ¯ 2 , q¯1 , λ complex than M2 . In fact, M ¯2 ) is represented in the form of Deﬁnition 2 as 2 ¯ 2 (¯ λ q21 )(C1 ) = D2 , ¯ 2 (¯ λ q 1 )(D1 ) = D2 ,



¯ 2 (¯ λ q22 )(C1 ) = C2 , ¯ 2 (¯ λ q 2 )(D1 ) = D2 ,



µ ¯2 (¯ q21 , C1 , ·)



q¯21 ,



µ ¯2 (¯ q22 , C1 , ·) = q¯22 ,



µ ¯2 (¯ q21 , D1 , ·) = q¯22 ,



µ ¯2 (¯ q22 , D1 , ·) = q¯22 .



2



=



2



¯ 2 has multiple complexity 3, which is larger the complexity (2) of the Tat-for-Tit Thus, M M2 . This inequality derives from the fact that the transition before player 2’s move depends ¯ 2 is in the state q¯2 . In contrast, both on the opponent’s action in the current period when M 2 ¯ ¯2 M2 and M2 possess two states if expressed in the form of Deﬁnition 5. Thus, M2 and M have equal CS-complexities in Deﬁnition 5. Example 4 demonstrates that the CS-complexity of Deﬁnition 5 does not always capture our intuition that an automaton is more complex if it exploits the information structure in the stage game.
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Conclusion



We have introduced a new notion of multiple complexity into the machine game of the repeated sequential-move game Γ∞ , and characterized the set of Nash equilibria where players have preferences to avoiding complex strategies with respect to this multiple complexity measure. The results are contrasted with those of Piccione and Rubinstein (1993), who considered a player preference for automata with lower counting-states complexity. In their result, player 2 can reduce the counting-states complexity of her automaton by employing a stage-game strategy that depends on player 1’s actions while retaining the same number of states. This history dependence entails another kind of complexity, which the proposed measure attempts to capture. If player 2 takes the same action regardless of the previous choice by player 1, then her strategy is simple under the multiple complexity criterion. Theorem 1 of this paper shows that player 2 always employs such a simple stage-game strategy in any Nash equilibrium under multiple complexity. The necessary and suﬃcient condition for an equilibrium is that the players’ automata also form an equilibrium in the repeated simultaneous-move game G∞ , and that each automaton plays distinct actions in distinct states. An immediate corollary is that there may exist a Nash equilibrium consisting of automata with more than one state. In the repeated sequential-move prisoner’s dilemma, for example, cooperation can be sustained as an equilibrium if the discount factor is large.
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A A.1



Appendix: Proofs of the Results Proof of Lemma 2



¯2 = Proof. Let M1 = (Q1 , q11 , λ1 , µ1 ) ∈ M1 and M2 = (Q2 , q21 , λ2 , µ2 ) ∈ MΓ2 . Deﬁne M ¯2, µ ¯ 2 , q¯1 , λ (Q ¯2 ) ∈ M2 as follows: 2 ¯2 = Q



∪



{(q2 , a2 ) ∈ Q2 × A2 | a2 = λ2 (q2 )(a1 ) for some a1 ∈ A1 },



q2 ∈Q2



q¯21



= (q21 , a12 ),



¯ 2 (q2 , a2 )(a1 ) = a2 for all a1 ∈ A1 , ¯ 2 ∈ M2 ) λ (Therefore M  (q t+1 , at+1 ) if ((q , a ), a) = ((q t , at ), at ) for some t 2 2 2 2 2 2 µ ¯2 ((q2 , a2 ), a) =  arbitrary otherwise. ′



′



′



We show that the transition function µ ¯2 is well-deﬁned, i.e., if ((q2t , at2 ), at ) = ((q2t , at2 ), at ) ′ ′ ′ ′ ′ then (q2t+1 , a2t+1 ) = (q2t +1 , at2 +1 ). First, q2t+1 = µ2 (q2t , at ) = µ2 (q2t , at ) = q2t +1 . Next, recall the ′ ′ ′ ′ ′ assumption that at1 = at1 implies q1t = q1t . Therefore, q1t+1 = µ1 (q1t , at ) = µ1 (q1t , at ) = q1t +1 , ′ which directly implies at+1 = at1 +1 . This yields 1 at+1 = λ2 (q2t+1 )(at+1 2 1 ) ′



′



= λ2 (q2t +1 )(at1 +1 ) ′



= at2 +1 , proving that µ ¯2 is well-deﬁned. ¯ 2, From the deﬁnition of Q ¯ 2) = compcs (M



∑



#{a2 ∈ A2 | a2 = λ2 (q2 )(a1 ) for some a1 ∈ A1 }



q2 ∈Q2



= compm (M2 ). ¯ 2 ) in period t. q1t , q¯2t ) be the proﬁle of actions and states induced by (M1 , M ¯t2 ), (¯ Let (¯ at1 , a q1t , q¯2t ) = (q1t , (q2t , at2 )) for all t ≥ 1. ¯t2 ) = (at1 , at2 ) and (¯ We will prove by induction in t that (¯ at1 , a ¯ 2 (q 1 , a1 ) = a1 . Next, ﬁx t and assume that (¯ ¯t2 ) = (at1 , at2 ) at1 , a ¯12 = λ For t = 1, a ¯11 = a11 and a 2 2 2
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and (¯ q1t , q¯2t ) = (q1t , (q2t , at2 )). For player 1, q¯1t+1 = µ1 (¯ q1t , a ¯t ) = µ1 (q1t , at ) = q1t+1 , a ¯t+1 = λ1 (¯ q1t+1 ) 1 = λ1 (q1t+1 ) = at+1 1 . For player 2, q¯2t+1 = µ ¯2 (¯ q2t , a ¯t ) =µ ¯2 ((q2t , at2 ), at ) a ¯t+1 2



= (q2t+1 , at+1 2 ), ¯ 2 (¯ =λ q t+1 )(·) 2



¯ 2 (q t+1 , at+1 )(·) =λ 2 2 = at+1 2 . ¯ 2 ) generate the same action proﬁles in Hence, two automaton proﬁles (M1 , M2 ) and (M1 , M every period.



A.2



Proof of Proposition 2



Proof. The proof is accomplished by constructing a pair of automata. Consider player i’s automaton Mi = (Qi , qi1 , λi , µi ) with two states, deﬁned as follows: Qi = {qi1 , qi2 }, λi (qi1 ) = a ˆi , λi (qi2 ) = a ˜i ,   q 2 q 2 if a = a ˆj , j i i 2 1 µi (qi , (ai , aj )) = µi (qi , (ai , aj )) = q 1 q 1 otherwise, i



i



if aj = a ˜j , otherwise.



The automaton pair (M1 , M2 ) generates an inﬁnite repetition of (˜ a1 , a ˜2 ) after the second period, and both automata also satisfy the ﬁrst and the third conditions of Theorem 1. Therefore, it suﬃces to show that (M1 , M2 ) is an equilibrium in G∞ . Let Vˆi be player i’s a) be in state qi2 . Since the players play continuation payoﬀ in state qi1 of Mi , and let V˜i = ui (˜ 25



a ˆ in the ﬁrst period, we have Vˆi = (1 − δ)ui (ˆ a) + δ V˜i . We can now show that the following two inequalities hold. Vˆi > (1 − δ)v i (ˆ aj ) + δ Vˆi , V˜i > (1 − δ)v i (˜ aj ) + δ Vˆi .



(1) (2)



The inequalities present the incentive constraints of player i’s one-shot deviation in state qi1 and qi2 respectively. With (1) and (2), the conclusion follows immediately from Piccione (1992, Theorem 1). Now let us prove the two inequalities (1), (2). Note that v i = v i (ˆ aj ) ≥ ui (ˆ a). By the ﬁrst ′ ′ assumption in the statement, vi is a value such that ui (˜ a) > vi > v i . Thus, Vˆi = (1 − δ)ui (ˆ a) + δui (˜ a) > (1 − δ)ui (ˆ a) + δvi′ . For δ suﬃciently close to one, we have Vˆi > v i , which is equivalent to inequality (1). Next, aj ))/2, by the second assumption ui (˜ a) > (ui (ˆ a) + v i (˜ ) 1( V˜i > ui (ˆ a) + v i (˜ aj ) . 2 ( ) Therefore, for δ suﬃciently close to one, we have V˜i > v i (˜ aj ) + ui (ˆ a) /(1 + δ), which is equivalent to inequality (2).



A.3



Proof of Proposition 3



Proof. We only show the “only-if” part because the converse part is straightforward. We denote i’s automaton by Mi = (Qi , qi0 , λi , µi ) represented in the form of Deﬁnition 4. Let qit be the state of i induced by (M1 , M2 ) after transition in period t. Since the number of states is ﬁnite, the path of the states induced by (M1 , M2 ) eventually enters a cycle. Let Ti ≥ 0 and ci ≥ 1 be the minimum integer such that qit = qit+ci for all t ≥ Ti . Suppose that there exists δ¯ ∈ (0, 1) such that (M1 , M2 ) is a Nash equilibrium under [ ) ¯ 1 . The remainder of the proof consists of several steps: modiﬁed complexity for all δ ∈ δ, ′ Step 1: We ﬁrst show that if t ̸= t′ and qit = qit , then t, t′ ≥ Ti and t − t′ is a multiple of ci . We show this with i = 2; A parallel argument shows the other case with i = 1. ′ Since q2t = q2t , player 1 can obtain her continuation payoﬀ after period t + 1 by following ′ ′ the actions at1 +1 , at1 +2 , . . . in periods t + 1, t + 2, . . . , respectively. Similarly, she can obtain t+2 her continuation payoﬀ after period t′ + 1 by following the actions at+1 1 , a1 , . . . in periods 26



t′ + 1, t′ + 2, . . . , respectively. By the assumption of the lexicographic preferences, 1 should be maximizing her payoﬀs. Therefore we have two incentive compatibility constraints which results in the following equality between the continuation payoﬀs. ∞ ∑



δ



k−1



t+k u1 (at+k 1 , a2 )



=



∞ ∑



k=1



′



′



δ k−1 u1 (at1 +k , at2 +k )



k=1



Since (M1 , M2 ) is a Nash equilibrium for all high δ, this equality holds as a function of δ. ′ t+k t′ +k By genericity, this is true if and only if (at+k , at2 +k ) for all k = 1, 2, . . . . Since 1 , a2 ) = (a1 ′ ′ q2t = q2t , q2t+k = q2t +k for all k = 1, 2, . . . . Hence, t, t′ are in the same position in cycles, that is, t, t′ ≥ Ti and t − t′ is a multiple of ci . Step 2: We show that T2 = 0, that is, the cycle of 2 starts in the ﬁrst period. Assume on the contrary that T2 ≥ 1. By Step 1, q20 ̸= q2t for all t ≥ 1. In this case, we can show that q20 is redundant, which contradicts the fact that (M1 , M2 ) is a Nash equilibrium under modiﬁed complexity. Since q20 ̸= q2t for all t ≥ 1, Q2 has more than one states. Then we can take t¯ ≥ 1 ¯ ¯ such that at1+1 ̸= a11 . This is because if at1+1 = a11 for all t¯, then M1 must be a single-state automaton, and 2’s best response must be a single-state automaton also. Let us deﬁne ¯2, µ ¯ 2 (q2 ) = λ2 (q2 ), and ¯ 2 = (Q ¯ 2 , q¯0 , λ ¯ 2 = Q2 \ {q 0 }, q¯0 = q t¯, λ M ¯2 ) as Q 2 2 2 2    q1 if q2 = q2t¯ and a1 = a11 ,   2 ¯ µ ¯2 (q2 , a1 ) = q2t¯+1 if q2 = q2t¯ and a1 = at1+1 ,    µ (q , a ) otherwise. 2 2 1 ¯ 2 strictly reduces the modiﬁed complexity while maintaining Then deviation from M2 to M the action path. Therefore q20 is redundant. Step 3: We show that the cycle of 1 also starts in the ﬁrst period. Given that the cycle of 2 starts in the ﬁrst period, there is 1’s best responding automaton with c2 states. Since (M1 , M2 ) is a Nash equilibrium under modiﬁed complexity, the number of states in M1 must be c2 or less. Assume on the contrary that T1 ≥ 2. By Step 1, we have q11 ̸= q1t for all t ≥ 2. Let t¯ be a multiple of c2 such that t¯ ≥ T1 . Since q20 = q2t¯ by Step 2, we have ∞ ∑ k=1



δ



k−1



u1 (ak1 , ak2 )



=



∞ ∑



¯



¯



δ k−1 u1 (at1+k , at2+k ).



k=1



¯



Then by taking q1t+1 as a initial state, q11 can be omitted maintaining the repeated-game payoﬀ of player 1. This contradicts the fact that (M1 , M2 ) is a Nash equilibrium under 27



modiﬁed complexity. Step 4: We show that (at1 , at2 ) is a stage-game Nash equilibrium for all t = 1, 2, . . . . Assume on the contrary that for some i = 1, 2 and some t ≥ 1, there exists ai ∈ Ai such that ui (¯ ai , atj ) > ui (ati , atj ) (j ̸= i). We show the case with i = 2; The other case can be shown in parallel. ′ Let t′ be such that q1t = µ1 (q1t , a ¯2 ). Then deviating a ¯2 in period t followed by playt′ +1 t′ ing a2 , a2 , . . . gives player 2 a strictly better payoﬀ if δ is suﬃciently close to 1. This contradicts the fact that (M1 , M2 ) is a Nash equilibrium under modiﬁed complexity. ′ ′ Step 5: We show that at1 = at1 if and only if at2 = at2 . By Step 4, this immediately follows from genericity. ′ Step 6: We show that ati = ati if and only if t′ − t is a multiple of ci . The “if part” is obvious. ′ By Step 5, it suﬃces to show the case of i = 2. Assume on the contrary that at2 = at2 but 0 < t′ − t < c2 . Let us deﬁne M2′ = (Q′2 , q2′0 , λ′2 , µ′2 ) as Q′2 = {aτ2 | τ = 1, . . . , c}, q2′0 = a12 , λ′2 (a2 ) = a2 , and µ′2 (aτ2 , a1 ) = aτ2 +1 . This transition function is well-deﬁned by Step 4. By the assumption, #Q′2 < #Q2 . This contradicts the fact that (M1 , M2 ) is a Nash equilibrium under modiﬁed complexity. Step 7: We show that c1 = c2 := c. This immediately follows from Step 6. These seven steps complete the proof.



A.4



Proof of Proposition 4



Before we prove Proposition 4, we derive a lemma similar to Lemma 2. For a pair of automata (M1 , M2 ) and t ≥ 1, let at = (at1 , at2 ) ∈ A1 × A2 be the pair of outputs induced by (M1 , M2 ) in period t, and let q t = (q1t , q2t ) ∈ Q1 × Q2 be the pair of states induced by (M1 , M2 ) before ( ) transitions at the end of period t. Note that q2t+1 = µ2 µ2 (q2t , (at1 , at2 )), at+1 , as player 2’s 1 automaton can make transitions twice in a period. ′



′



Lemma 5. Suppose that q1t ̸= q1t implies at1 ̸= at1 for all periods t and t′ (≥ 1). Then there ¯ 2 for player 2 such that M ¯ 2 makes transitions only at the ends of exists an automaton M ¯ 2 ), and (M1 , M2 ) and (M1 , M ¯ 2 ) generate the same action periods, compcs (M2 ) = compcs (M proﬁles in every period. Proof. Let M1 = (Q1 , q11 , λ1 , µ1 ) and M2 = (Q2 , q21 , λ2 , µ2 ). Deﬁne player 2’s automaton
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¯ 2 = (Q2 , q 1 , λ2 , µ M ¯2 ) with a modiﬁed transition function µ ¯2 , deﬁned as follows: 2 µ ¯2 (q2 , a1 ) = q2  q t+1 if (q2 , (a1 , a2 )) = (q2t , (at1 , at2 )) for some t ≥ 1, 2 µ ¯2 (q2 , (a1 , a2 )) = arbitrary otherwise. First, we show that the transition function µ ¯2 is well-deﬁned; i.e., that (q2t , (at1 , at2 )) = ′ ′ ′ ′ ′ (q2t , (at1 , at2 )). Recall the assumption at1 = at1 implies q1t = q1t . Therefore, q1t+1 = µ1 (q1t , (at1 , at2 )) = ′ ′ ′ ′ ′ µ1 (q1t , (at1 , at2 )) = q1t +1 , which directly implies at+1 = at1 +1 . This yields 1 ) ( q2t+1 = µ2 µ2 (q2t , (at1 , at2 )), at+1 1 ( ) ′ ′ ′ ′ = µ2 µ2 (q1t , (at1 , at2 )), at1 +1 ′



= q2t +1 , proving that µ ¯2 is well-deﬁned. t t ¯ 2 ) in period t, and let Let (¯ a1 , a ¯2 ) ∈ A1 × A2 be the pair of outputs induced by (M1 , M ¯ 2 ) at the end of period t. We (¯ q1t , q¯2t ) ∈ Q1 × Q2 be the pair of states induced by (M1 , M will prove by induction in t that (¯ q1t , q¯2t ) = (q1t , q2t ) for all t ≥ 1. For t = 1, it is obvious by the deﬁnition of the initial states that (¯ q11 , q¯21 ) = (q11 , q21 ). Next, ﬁx t and assume that (¯ q1t , q¯2t ) = (q1t , q2t ), which implies (¯ at1 , a ¯t2 ) = (at1 , at2 ). For player 1, q¯1t+1 = µ1 (¯ q1t , (¯ at1 , a ¯t2 )) = µ1 (q1t , (at1 , at2 )) = q1t+1 . For player 2, ( ) q¯2t+1 = µ ¯2 µ ¯2 (¯ q2t , (¯ at1 , a ¯t2 )), a ¯t+1 1 ( ) ¯2 (q2t , (at1 , at2 )), at+1 =µ ¯2 µ 1 ) ( =µ ¯2 q2t+1 , at+1 1 = q2t+1 . ¯ 2 ) generate the same action proﬁles Hence, the two automaton proﬁles (M1 , M2 ) and (M1 , M in every period. Finally, we will prove Proposition 4.
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Proof of Proposition 4. First, suppose that (M1 , M2 ) is an equilibrium in Γ∞ under CScomplexity. Let M2 = (Q2 , q21 , λ2 , µ2 ) be an automaton in Deﬁnition 5. Suppose that M2 takes actions independently of player 1’s action within the current period, that (M1 , M2 ) is ′ ′ an equilibrium in G∞ , and that ati = ati implies qit = qit for any two periods t, t′ . Since every state of M1 appears on the equilibrium path of (M1 , M2 ), the third supposition means that the automaton M1 assigns distinct actions in distinct states. Therefore, for any automaton M2′ in Γ∞ , the condition in Lemma 5 holds with respect to (M1 , M2′ ). Assume that there is ¯ ′ as an automaton M2′ in Deﬁnition 5 such that (M1 , M2′ ) ≻2 (M1 , M2 ). Then there is a M 2 ¯ ′ ) ∼2 (M1 , M2 ), and M ¯ ′ takes actions independently of player in Lemma 5 such that (M1 , M 2 2 1’s action within the current period. This contradicts the assumption that (M1 , M2 ) is an equilibrium in G∞ . Hence (M1 , M2 ) is an equilibrium in Γ∞ under CS-complexity.
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