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Abstract This paper provides a model for the study of direct, public and strategic knowledge sharing in Bayesian games. We propose an equilibrium concept which takes into account communication possibilities of exogenously certifiable statements and in which beliefs off the equilibrium path are explicitly deduced from consistent possibility correspondences, without making reference to perturbed games. Properties of such an equilibrium and of revised knowledge are examined. In particular, it is shown that our equilibrium is always a sequential equilibrium of the associated extensive form game with communication. Finally, sufficient conditions for the existence of perfectly revealing or non-revealing equilibria are characterized in some classes of games. Several examples and economic applications are investigated.  2003 Elsevier Inc. All rights reserved. JEL classification: C72; D82 Keywords: Strategic information revelation; Certifiability; Bayesian games; Knowledge revision; Consistent beliefs



1. Introduction Interactive decision situations are usually based on an endogenous knowledge structure. Indeed, agents’ uncertainty can be modified and reduced through the information reflection of aggregated variables (like a price system), by individual experimentation, or by the observation of other agents’ actions. In some circumstances, knowledge can also be directly exchanged via verbal or written revelations. In this case, by communicating voluntarily E-mail address: [email protected]. URL: http://www.u-cergy.fr/rech/pages/koessler/. 0899-8256/$ – see front matter  2003 Elsevier Inc. All rights reserved. doi:10.1016/j.geb.2003.10.002
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with each other, agents can actively modify the information structure of the game they are playing. This paper is concerned with strategic and direct knowledge sharing in incomplete information games. More precisely, we add, to any given Bayesian game, a first stage of non-cooperative communication which is not modeled in the basic interactive decision situation. Several assumptions will be made concerning the features of communication. Among them, we require that only truthful revelations are allowed. That is, players are free to make uninformative, partially informative, or complete disclosures concerning their own information, but they cannot disclose knowledge they do not possess. This is possible if, e.g., information can be certified, proved, or verified, or if there exists injuries against lying agents.1 A second important assumption concerns the mechanism of communication. Communication is assumed direct in the sense that there is no centralized mechanism to ensure knowledge sharing. In particular, players cannot commit to exchange information before they actually receive it and they cannot communicate through a mediator. Finally, we assume that information revelation does not directly affect players’ payoffs, but only the information structure. This excludes, e.g., communication through the observation of others’ payoff-relevant actions in signalling games, or indirect communication through a price system. Considering direct and strategic knowledge sharing in incomplete information games is important for at least three reasons. First, it may radically affect the outcomes predicted with solution concepts like the Bayesian–Nash equilibrium, where the knowledge structure is fixed throughout the analysis. Hence, pre-play and voluntary knowledge sharing is of great interest for applied game-theoretical researches since, in many economic, legal, political or financial models, an exogenous information is assumed, but seems often inappropriate in real-world problems. Second, such an analysis provides some characterizations of endogenous information structures which are likely to arise in practice. For example, it helps to characterize incomplete information games in which distributed knowledge can become common knowledge through voluntary disclosures. Finally, it enables to study players’ strategic behavior and knowledge updating when the information structure can be modified. The pioneering contributions made on the topic of strategic information revelation are models of persuasion from a seller to a buyer where the seller can reveal or conceal the quality of his product at no cost. This literature has been initiated by Grossman (1981) and Milgrom (1981) who showed that the seller is not able to mislead the potential buyer about the quality of his product, even in a monopolistic market without reputation possibilities. In a game-theoretical point of view, Okuno-Fujiwara et al. (1990) extended substantially these models because they considered several privately informed decision makers, whereas in other papers the decision maker is assumed completely uninformed. It is worth mentioning that this literature differs from the literature on cheap talk games, i.e., games where nonbinding, non-certifiable and costless communication takes place before players choose 1 Other justifications and examples may be found in the literature in the field of persuasion and communication games, as well as in the mechanism design literature; see (among others) Grossman (1981), Milgrom (1981), Green and Laffont (1986), Okuno-Fujiwara et al. (1990), Seidmann and Winter (1997), Glazer and Rubinstein (2001), and Wolinsky (2003).
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their action.2 The equilibrium set is always enlarged by cheap talk because all messages can be sent whatever the information senders have, i.e., messages have no intrinsic meaning and prove nothing. As far as we know, existing studies on strategic information revelation consider information structures with uncorrelated types, which implies that beliefs about others’ knowledge are common to all agents.3 It is well known, however, that interactive knowledge and higher-order uncertainty play a crucial role in interactive decision situations (see, e.g., Geanakoplos, 1994). As matter stands, the explicit evolution of information structures and of interactive knowledge was essentially studied with exogenous communication, in the literature about the emergence of common knowledge and consensus (see, e.g., Geanakoplos and Polemarchakis, 1982; Parikh and Krasucki, 1990). An influential strand in the computer science literature has also examined knowledge and communication with hierarchical knowledge reasoning (see, e.g., Fagin et al., 1995). However, to the best of our knowledge, none of these contributions try to integrate agents’ incentives to share knowledge. In this paper we develop a general game-theoretical model in which, before playing a Bayesian game with a partitional information structure, players can publicly and costlessly exchange certifiable information in a first stage game. Information revelation is done at an interim stage (i.e., after each one got his initial private information) and voluntarily. In this framework, we construct an equilibrium concept, called knowledge equilibrium, in which updated information structures are obtained from knowledge consistency conditions, along and off the equilibrium path. Our model of strategic information revelation extends most of previous papers, since any information structure, Bayesian game, and certifiability possibility can be considered. The only restrictions is that we assume that communication takes a specific form (we do not allow repeated and networked communication), and the state space must be finite.4 As shown, substantial difficulties arise from these generalizations, particularly in characterizing beliefs off the equilibrium path. To deal with these difficulties by keeping the analysis and possible applications tractable, we define knowledge consistency conditions for revised information by relying on explicit inferences which do not rely on the sequences of trembles used to define a sequential equilibrium. Interestingly, our conditions imply Kreps and Wilson’s (1982) consistency conditions. In short, updated knowledge in the second stage game, after all messages have been received, are constructed using the following procedure. Each player, given the vector of messages received from the others, verifies if there exists an equilibrium vector of messages which is compatible with the actual messages in one state he considers as possible. In 2 See, e.g., Crawford and Sobel (1982). A larger class of games and communication possibilities are considered, e.g., by Myerson (1986), Forges (1990), Aumann and Hart (2003), Ben-Porath (2003) and Gerardi (2003). The perspective of this literature differs however from ours. 3 Shin (1994) considered an information structure in which a decision maker does not know how the interested party is informed about the fundamentals. However, the depth of knowledge of the information structure does not exceed one. In Koessler (2003), communication possibilities are extended in order to allow interactive knowledge disclosures but the analysis is restricted to specific sender-receiver games. 4 Multi-stage communication has been considered by Lipman and Seppi (1995), but with only one decision maker and symmetrically informed interested parties.
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that case, there is either no deviation in the communication stage or the deviation is not observable by the player. Hence, he applies Bayes’ rule by inverting all players’ communication strategies. Otherwise, he knows that at least one player has deviated. If he can identify the player who has deviated, then he continues to apply Bayes’ rule on others’ communication strategies, and excludes the states in which the identified deviant is the most likely to deviate. If a non-degenerated set of players might be the potential deviants, then the same procedure is performed by considering the deviant player as the potential deviant which is the most likely to deviate. The “most likely” relations are common to all players, which ensures that this procedure generates a sequential equilibrium. However, given that players are endowed with different initial information, they can make entirely different interpretations from a vector of messages. For example, they may not observe the same deviations, they may not identify the same deviant, and they may not exclude the same states of the world in which a deviant is the most likely to deviate. In Section 2 we present the general framework of the paper. In Section 3 we introduce the knowledge equilibrium. Contrary to the sequential equilibrium approach, we consider information structures in terms of possibility correspondences such that beliefs off the equilibrium path are simply characterized by conditional probabilities. To restrict beliefs off the equilibrium path, we elaborate some natural restrictions for the possibility correspondences. In Section 4, we show that a knowledge equilibrium is always a sequential equilibrium of the communication game. That is, the conditions on beliefs generated by our possibility correspondences satisfy Kreps and Wilson’s (1982) consistency condition. A very simple example proves, however, that a sequential equilibrium may not be a knowledge equilibrium. In Section 5 we consider different classes of games in which sufficient conditions for particular types of knowledge equilibria are characterized. Various examples and economic applications satisfying our conditions are examined. We have collected the main technical proofs and constructions in the Appendices.



2. General framework In this section we describe a general class of initial information structures and Bayesian games, and we construct the pre-play communication stage in which agents strategically modify the initial Bayesian game through their influence on its information structure. The spirit of the equilibrium of the complete game will be to require that information disclosures of the first stage game of communication are rational and that every profile of strategies of the “continuation Bayesian games” generated by communication forms a Bayesian equilibrium.5 2.1. Initial information structure and Bayesian game Let Ω be a finite state space and p a full-support probability distribution on Ω. The power set 2Ω is the set of events of Ω. A state ω ∈ Ω characterizes the fundamentals of the 5 Of course, these continuation Bayesian games will not be proper subgames.
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game (e.g., players’ preferences), as well as players’ uncertainty about the fundamentals and about others’ knowledge. The probability distribution p determines players’ common priors about the states of the world. Let N = {1, . . . , n} be the finite set of players (n  2), and let hi : Ω → 2Ω \{∅} be player i’s initial information function. The initial information structure h = (hi )i∈N is assumed partitional and correct, i.e., {hi (ω): ω ∈ Ω} forms a partition Hi of Ω and ω ∈ hi (ω) for all ω ∈ Ω and i ∈ N . Therefore, the initial information structure can also be described by the n-tuple of partitions H = (Hi )i∈N . When player i is at an information set hi (ω), he knows that a corresponding state is realized but he cannot say which one. Strategic concerns are introduced by considering an initial Bayesian game in which each player i has  a finite set of payoff-relevant actions Ai and a utility function ui : A × Ω → R, where A = i∈N Ai .6 This Bayesian game is a tuple G ≡ N, Ω, p, h, A, (ui )i∈N . By G(h ) ≡ N, Ω, p, h , A, (ui )i∈N  we denote the game which is the same as G, except that the information structure is h instead of h. We will sometimes denote by G[ω] the strategic form game (with complete information) associated with G at ω. A (mixed) strategy of player i in G is a Hi measurable function φi : Ω → (Ai ), where (Ai ) is the set of probability distributions over Ai . A profile of strategies is denoted by φ = (φi )i∈N . Utility functions are naturally extended to mixed strategies by ui (φ, ω) = a∈A φ(a | ω) ui (a, ω). As usual, φ is a Bayesian–Nash equilibrium of G if       p ω | hi (ω) ui (φ, ω )  p ω | hi (ω) ui (ai , φ−i , ω ) ω ∈Ω



ω ∈Ω



for all i ∈ N , ai ∈ Ai and ω ∈ Ω.7 2.2. Communication stage Before the Bayesian game G is played, but after each player received his private information, we allow players to publicly and simultaneously send an explicit message containing some of their private information. Information is certified since only truthful reports are allowed. Formally, each player i, when he is at his information set hi (ω), chooses to reveal an event xi ⊆ Ω to all the other players. The condition that sent information xi of player i at ω is true is equivalent to hi (ω) ⊆ xi . Put differently, player i can reveal xi at ω only if he knows xi at ω. In such a setting, agents must tell the truth, but not necessarily the whole truth. For the purpose of characterizing communication possibilities, let Yi be the algebra generated by Hi , minus the empty set. That is, Yi is the family of all unions of events in Hi . For each i ∈ N and ω ∈ Ω, the set Yi (ω) ≡ {yi ∈ Yi : ω ∈ yi } contains relevant knowledge player i has at ω. Let Xi ⊆ Yi be a set of messages (in terms of events) such that Xi ∪ {∅} is closed under intersection. What player i can reveal at ω ∈ Ω is given by the subset 6 Finiteness of actions’ sets is not necessary. We only need the existence of a Bayesian–Nash equilibrium for each information structure. Finiteness of the state space is however required. 7 Standard game-theoretical conventions are used throughout the paper. In particular, for any variable, we denote its profile over all agents except that of player i by the corresponding letter with subscript −i. With some abuse of notation, ai will sometimes denote the strategy assigning probability one to the action ai .
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  Xi (ω) = {xi ∈ Xi : ω ∈ xi } of Yi (ω). Let Y = i∈N Yi , X = i∈N Xi , Y = (Yi )i∈N , and denote by X = (Xi )i∈N the general level of certifiability. It is reasonable to impose that Ω ∈ Xi (ω) for all ω ∈ Ω and i ∈ N , which means that players always have the possibility to reveal nothing. The certifiability level is called perfect if X = Y (i.e., X = Y). When certifiability is perfect, players can reveal any piece of knowledge they have. A pure communication strategy for player i is a Hi measurable function ci : Ω → Xi such that ci (ω) ∈ Xi (ω) for all ω ∈ Ω. A mixed communication strategy for player i is a Hi measurable function πi : Ω → (Xi ), such that the support of πi (ω) is included in Xi (ω) for all ω ∈ Ω. The conditions ci (ω) ∈ Xi (ω) and supp(πi (ω)) ⊆ Xi (ω) mean that in any state, player i can only reveal an event he knows and which he can certify. Denote pure (mixed, resp.) communication strategies of player i, and by Ci (Π i , resp.) the set of let C = i∈N Ci and Π = i∈N Πi . 2.3. Continuation Bayesian games The communication game in which the initial Bayesian game G is preceded by the first communication stage described in the previous subsection is denoted by (G, X). Communication strategies defined before specify which messages players will send at each of their initial information set. Payoff-relevant strategies specify the actions chosen in the second stage continuation Bayesian games, after a vector of messages x ∈ X has been sent. More precisely, a pure payoff-relevant strategy for player i is a function si : X × Ω → Ai such that si (x, ·) is Hi measurable for all x. A mixed payoff-relevant strategy for player i is a function σi : X × Ω → (Ai ) such that σi (x, ·) is Hi measurable for  all x. Utility functions are extended to payoff-relevant strategies by ui (σ, x, ω) = a∈A σ (a | x, ω)ui (a, ω). To characterize rational payoff-relevant strategies we have to specify the information structure of the continuation Bayesian games generated by every possible vector of events revealed in the communication stage. To represent players’ knowledge after the communication stage we will use possibility correspondences. Such possibility correspondences are presented in the next section. Alternatively, the two-stage game being completely characterized, the sequential equilibrium of the communication game (G, X) can be defined. Such an equilibrium is characterized in Appendix A.



3. Knowledge equilibrium In Section 3.1, we characterize consistent information structure conditionally on the messages sent in the communication stage. In Section 3.2, we define the knowledge equilibrium according to our consistency condition. 3.1. Revision rules and knowledge consistency After the communication stage, if players communicate according to the strategy profile c ∈ C, the vector of messages c(ω) ∈ X(ω) is publicly observed at ω, and so it becomes common knowledge. In addition, if players are sufficiently introspective, messages which are publicly announced should often convey information beyond what they certify. That is,
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a reported event E—which has the pure informational content “the real state of the world belongs to E”—can still provide significant evidence about an event F  E. For example, if a particular message is only sent in some states of the world, then its meaning is that one of these states must be realized. Hence, the fact that the message is sent can itself signal some of the sender’s information. Rational inferences are obtained with the minimal requirement that players use Bayes’ rule along the equilibrium path. Since our framework is mainly set-theoretical, we write this requirement by defining states of the world excluded by players when they receive a vector of messages. Formally, given an initial information structure h = (hi )i∈N and a profile of communication strategies c, players’ information functions hci : Ω → 2Ω \{∅} after the communication stage are defined by the following equilibrium inference:   hci (ω) ≡ hi (ω) ∩ c−1 c(ω) ∀i ∈ N, ω ∈ Ω, (1) where c−1 (c(ω)) ≡ {ω ∈ Ω: c(ω ) = c(ω)}. The information structure given c is denoted by hc ≡ (hci )i∈N . After the communication stage, given a communication strategy profile c, the Bayesian game G(hc ) will be played. If players do not always send the same message at each of their information sets, then the Bayesian game G(hc ) is different from the initial Bayesian game G(h) and, in general, the set of Bayesian equilibria of G(h) differs from the set of Bayesian equilibria of G(hc ). To determine rational communication strategies, the comparison of players’ payoffs associated with these equilibria is however not sufficient because we must characterize players’ behavior off the equilibrium path.8 To do this, we have to characterize players’ second stage information when a deviation from the communication strategy profile c occurs. Player i’s possibility correspondence is a function Pi : X × Ω → 2Ω \{∅}. For each ω ∈ Ω and x ∈ X(ω), Pi (x, ω) is the collection of states player i thinks are possible at ω when the vector of messages x ∈ X has been sent in the communication stage. The second stage information structure is denoted by P = (Pi )i∈N . The bulk of the work involved in defining completely our equilibrium concept consists in characterizing “acceptable,” or consistent, possibility correspondences. A first obvious requirement is that each player excludes the states of the world he considered as impossible at the beginning of the game (perfect recall) and the states of the world which are proved to be unrealized.9 RR1 (Certifiability constraint). Pi (x, ω) ⊆ hi (ω) ∩



 k∈N



xk .



From the preceding discussion, the rational expectation learning rule (1) applies along the equilibrium path, i.e., when no deviation is observed. An observable deviation from c by player i at ω is a vector of messages x ∈ X(ω) satisfying hi (ω) ∩ c−1 (x) = ∅. Said differently, a deviation is observable by player i if the vector of messages he receives is 8 Comparative static results are sufficient to examine ex ante incentives to share information, when players can commit to reveal their information before they receive it (see, e.g., Raith, 1996 and references therein). 9 For the moment, conditions we impose refer to a specified player i ∈ N , a specified state of the world ω ∈ Ω, and a specified vector of messages x ∈ X(ω).
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not compatible with an equilibrium vector of messages in every state player i considers as possible. RR2 (Bayesian updating). If x ∈ X(ω) is not an observable deviation from c by player i at ω, then Pi (x, ω) = hi (ω) ∩ c−1 (x). According to the third condition, each player makes the same inferences when he receives the same messages in two states belonging to his same initial information set. RR3 (Admissible revision). If ω ∈ hi (ω), then Pi (x, ω) = Pi (x, ω ). As a fourth condition we reasonably need that players should not signal information that they do not possess. In other words, every player i’s interpretation from others’ messages should be compatible with others’ information, i.e., player i’s inference from each player k = i must be a union of some of player k’s information sets.10 RR4 (Admissible interpretation). There exists y = (y1 , . . . , yn ) ∈  Pi (x, ω) = hi (ω) ∩ k∈N yk .



 k∈N



Yk such that



The fifth condition we impose on revised knowledge is not required by Kreps and Wilson’s (1982) consistency condition. It stipulates that players, when revising their knowledge, are aware that only unilateral deviations from the communication strategy profile c are possible. In the terminology of Kreps and Wilson this is equivalent to the assumption that unilateral deviations are infinitely more likely than multilateral deviations. Therefore, we formulate the last revision rule, as well as the characterization of consistent information structures, only for unilateral deviations. We denote by X(c, ω) ≡ {x ∈ X(ω): ∃i ∈ N, x = (xi , c−i (ω))} the set of unilateral deviations from c at ω. Note that c(ω) ∈ X(c, ω), i.e., c(ω) is also a unilateral deviation from c at ω, with some abuse of language. A consequence of the restriction to unilateral deviations is that if a deviation from c is observable and identifiable by a player, then he will only interpret the vector of messages off the equilibrium path as a deviation by the identifiable player. Definition 1. A deviation x ∈ X(c, ω) from c is j -identifiable by player i at ω ∈ Ω if −1 there is one and only one player j ∈ N such that hi (ω) ∩ c−j (x−j ) ∩ xj = ∅. A deviation x ∈ X(c, ω) from c is identifiable by player i at ω ∈ Ω if there exists j ∈ N such that x is j -identifiable by player i at ω ∈ Ω. Of course, if xj does not belong to the range cj , then the deviation (xj , c−j (ω)) is observable and j -identifiable by any player i at ω. Besides, as shown in Lemma 2 in Appendix B, when a unilateral deviation x is j -identifiable at ω by some player, then player j is effectively the deviant player at ω, i.e., xj = cj (ω) (this might not be true for 10 This condition reflects the fact that, if “trembles” are considered as in Selten (1975) or Kreps and Wilson (1982), players’ probability of trembling is measurable with respect to their own information.
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multilateral deviations). Finally, notice that if G is a two-player or a one side information game, then for all ω ∈ Ω, any observable deviation x ∈ X(c, ω) at ω by player i is identifiable at ω by player i. We denote by Ni (c, x, ω) the set of (unilateral) potential deviants from the communication strategy profile c at ω to x ∈ X(c, ω) for player i. −1 Formally, this set is defined by Ni (c, x, ω) ≡ {j ∈ N: hi (ω) ∩ c−j (x−j ) ∩ xj = ∅}. Notice that as long as x ∈ X(c, ω) we have Ni (c, x, ω) = ∅.11 RR5 (Unilateral deviations). If x ∈ X(c, ω) is observable by player i ∈ N at ω, then there −1 exists j ∈ Ni (c, x, ω) and yj ∈ Yj such that Pi (x, ω) = hi (ω) ∩ c−j (x−j ) ∩ xj ∩ yj . Proposition 1. If x ∈ X(c, ω) is not an observable deviation from c by player i ∈ N at ω ∈ Ω, then condition RR2 implies conditions RR1, RR3 and RR4. If x ∈ X(c, ω) is an observable deviation from c by player i ∈ N at ω ∈ Ω, then condition RR5 implies conditions RR1 and RR4. Proof. Let i ∈ N , ω ∈ Ω, and x ∈ X(c, ω). Assume that x is not an observable deviation by player i at ω and that RR2 is satisfied, i.e., Pi (x, ω) = hi (ω) ∩ c−1 (x). Since ck−1 (xk ) ⊆ xk , RR1 is immediately satisfied. Moreover, we have ck−1 (xk ) ∈ Yk because ck is measurable with respect to Hk . Thus, RR4 is also satisfied. Finally, notice that if ω ∈ hi (ω), then hi (ω) = hi (ω ), and thus hi (ω) ∩ c−1 (x) = hi (ω ) ∩ c−1 (x). Consequently, RR2 gives Pi (x, ω) = Pi (x, ω ), i.e., RR3 is satisfied. When x is an observable deviation by player i at ω, then condition RR5 implies conditions RR1 and RR4 because ck−1 (xk ) ⊆ xk and ck−1 (xk ) ∈ Yk . 2 It is convenient to maintain all revision rules separately because some of them are sometimes sufficient to characterize a unique possibility correspondence for each player. In this case, these possibility correspondences will satisfy all of our conditions, as well as our knowledge consistency condition presented below. It is worth noticing that conditions RR1–RR5 induce stronger requirements on beliefs than those of the weakest version of the perfect Bayesian equilibrium which is used in most economic applications of dynamic games of incomplete information. Indeed, this weakest version of the perfect Bayesian equilibrium places no restrictions at all on the beliefs off the equilibrium path (along the equilibrium path, Bayes’ rule is applied). Nevertheless, conditions RR1–RR5 are still not sufficiently restrictive, in general, to ensure that associated beliefs are consistent in the sense of Kreps and Wilson. Indeed, in Kreps and Wilson’s sequential equilibrium, there is an agreement on the ranking of the relative probability of each player’s zero probability information sets, this agreement being generated by arbitrary small perturbations of the game, with the implicit assumption that the equilibrium history of the play is common knowledge. In a terminology closer to our setting this means that, after the communication stage and for every player j ∈ N , there is a 11 If one wants to consider multilateral deviations, then one can define N (c, x, ω) as the set of subsets of i



potential deviants. In this way, the condition Ni (c, x, ω) = ∅ is restored for any deviation x ∈ X (unilateral and multilateral).
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commonly agreed set of player j ’s information sets that are compatible with an unexpected and identifiable deviation by player j . When the deviation is observable and can be assigned to various players (or set of players), then Kreps and Wilson’s belief consistency condition implies that there is even a commonly agreed set of players’ information sets that are compatible with the deviation. For every player j ∈ N , given a commonly expected communication profile c ∈ C, let j be a complete, reflexive, and transitive ordering over the set Hj of player j ’s information sets. The relation hj (ω) ∼j hj (ω ) means that player j is equally likely to deviate (from his communication strategy cj ) at his information sets hj (ω) and hj (ω ). When hj (ω) j hj (ω ), player j is infinitely more likely to deviate at hj (ω) than at hj (ω ). Therefore, (Hj , j ) represents the common interpretations of player j ’s deviation.12 Denote by Ij the partition of Ω generated by the equivalence relation ∼j . j Let Ii : C × X × Ω → Ij be the interpretation function of player i from j ’s deviation. For each communication strategy profile c ∈ C, each state ω ∈ Ω, and each vector of j messages x ∈ X(c, ω), the set Ii (c, x, ω) gives the states player i considers as possible when interpreting j ’s deviation if the vector of messages x has been revealed but does not conform with the communication strategy profile c. More precisely, it is the set of possible states of the world for player i when he excludes the states in which player j is “infinitely less likely” to deviate. For all j ∈ N and E ⊆ Ω, define Maxi{E | Hj , j } ≡ {ω ∈ E: hj (ω) j hj (ω ), ∀ω ∈ E}. That is, Maxi{E | Hj , j } is the j -maximum component (set of states of the world) of Ij in E. Given a deviation x ∈ X(c, ω), the interpretation function of player i from player j is defined by   j (2) I (c, x, ω) ≡ Maxi hi (ω) ∩ c−1 (x−j ) ∩ xj  Hj , j . −j



i



Consider now a bijection ρ : N → N . This bijection generates a permutation of the set of players and induces a strict ordering on N , interpreted in the following way: if ρ(i) > ρ(j ), then player i is infinitely more likely to deviate than player j .13 Hence, the player which is the most likely to deviate at ω for player i when the vector of messages x ∈ X has been revealed and corresponds to an observable deviation for player i is N i (c, x, ω | ρ) ∈ arg



max



k∈Ni (c,x,ω)



ρ(k).



Definition 2 (Knowledge consistency). A second stage information structure P = (Pi )i∈N is consistent with (c, X) if there exists a system of complete, reflexive, and transitive orderings (Hk , k )k∈N , and a bijection ρ : N → N such that for all ω ∈ Ω, i ∈ N , and x ∈ X(c, ω) we have 



hi (ω) ∩ c−1 (x) if hi (ω) ∩ c−1 (x) = ∅, (3) Pi (x, ω) = N (c,x,ω|ρ) Ii i (c, x, ω) otherwise. 12 It is worth noticing that the ordering on player j ’s information sets does not depend on the type of deviation. One can extend our framework by conditioning every j on player j ’s message xj ∈ Xj , but it is unnecessary for most applications. Our results do not depend on this restriction. The fact that a sequential equilibrium is not necessarily a knowledge equilibrium in Example 1 in the next section does not rely on this restriction. 13 As for the ordering on information sets, this ordering could be generalized by conditioning it on the deviation x ∈ X.
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Proposition 2. If the second stage information structure P = (Pi )i∈N is consistent with (c, X), then conditions RR1–RR5 are satisfied for all i ∈ N , ω ∈ Ω, and x ∈ X(c, ω).14 Proof. On the one hand, if x is not an observable deviation for player i at ω, then knowledge consistency is equivalent to RR2. Hence, conditions RR1, RR3, and RR4 are also satisfied by Proposition 1 (condition RR5 is irrelevant for non-observable deviations). On the other hand, if x is an observable deviation for player i at ω, then, from the definition j j j of Ii (c, x, ω) given by Eq. (2) we have, by construction, Ii (c, x, ω) = Ii (c, x, ω ) if hi (ω) = hi (ω ). Thus, Pi (x, ω) = Pi (x, ω ), i.e., admissible learning (condition RR3) is satisfied. Moreover, from the definition of the application Maxi, there exists yj ∈ Yj j −1 such that Ii (c, x, ω) = hi (ω) ∩ c−j (x−j ) ∩ xj ∩ yj , which shows that condition RR5 is satisfied. Finally, since RR5 is satisfied, Proposition 1 gives RR1 and RR4 (condition RR2 is irrelevant for observable deviations). 2 3.2. Equilibrium of the complete game Given a second stage information structure P = (Pi )i∈N and a profile of payoff-relevant strategies σ , player i’s expected utility in the continuation Bayesian game following a vector of messages x ∈ X is given by    Ui (σ, x, Pi , ω) = p ω | Pi (x, ω) ui (σ, x, ω ). (4) ω ∈Ω



A profile of payoff-relevant strategies σ is at equilibrium in the continuation Bayesian game generated by the vector of messages x ∈ X if  Ui (σ, x, Pi , ω)  Ui (ai , σ−i , x, Pi , ω), ∀i ∈ N, ω ∈ xk , ai ∈ Ai . (5) k∈N



The set of payoff-relevant strategy profiles satisfying Eq. (5) for all x ∈ X is denoted by ∗ (P). Hence, a payoff-relevant strategy profile σ ∈ ∗ (P) satisfies sequential rationality at the second stage game when the second stage information structure is P. This is the first condition for a knowledge equilibrium. According to the second condition, each player has never any incentive to change his communication strategy given the second stage strategies and others’ communication strategies. The third condition is the condition of knowledge consistency (Definition 2). Definition 3. A knowledge equilibrium of the game (G, X) is a profile of payoff-relevant strategies σ , a profile of communication strategies c ∈ C, and a second stage information structure P = (Pi )i∈N satisfying the following conditions: 14 Several illustrations of revision rules RR1–RR5 and of the knowledge consistency condition can be found



in Koessler (2002a). It is also illustrated why revisions rules are not always sufficient to ensure the knowledge consistency condition.
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(1) Second stage rationality: σ ∈ ∗ (P); (2) Rational communication: For all i ∈ N , ω ∈ Ω, and xi ∈ Xi (ω),         EUi σ, c | hi (ω) ≡ p ω | hi (ω) ui σ, c(ω ), ω ω ∈Ω



        EUi σ, xi , c−i | hi (ω) ≡ p ω | hi (ω) ui σ, xi , c−i (ω ), ω ; 



ω ∈Ω



(3) Consistent knowledge: P is consistent with (c, X). Of course, since knowledge equilibria and associated consistency conditions are defined only for pure communication strategies, a knowledge equilibrium may not exist.15 In that case, the equilibrium defined in Appendix A should be used.



4. Knowledge and sequential equilibria Theorem 1 shows our main result: a knowledge equilibrium of a Bayesian game G given a certifiability level X is always a Kreps and Wilson’s (1982) sequential equilibrium of the communication game (G, X). Thus, existence of particular knowledge equilibria (as perfectly revealing or non-revealing ones) in some classes of games will imply existence of sequential equilibria with the same properties. Furthermore, we keep all properties of sequential equilibria without referring to sequences of perturbed and strictly positive strategy profiles. Theorem 1. If a profile strategies forms a knowledge equilibrium of the communication game (G, X), then it also forms a sequential equilibrium. Proof. See Appendix C.



2



The following example shows that a sequential equilibrium—even in pure communication and payoff-relevant strategies—is not necessarily a knowledge equilibrium. The reason is that, contrary to the sequential equilibrium, a knowledge equilibrium can be supported only by a finite set of beliefs off the equilibrium path, and these beliefs depend on prior probabilities. In the sequential equilibrium, prior beliefs only matter along the equilibrium path, but not at information sets reached with zero probability. In the knowledge equilibrium, prior beliefs always characterize a player’s second stage belief (after this player has excluded some states, of course). Example 1. Let N = {1, 2}, Ω = {ω1 , ω2 }, p(ω1 ) = p(ω2 ) = 1/2, H1 = {{ω1 }, {ω2 }} and H2 = {{ω1 , ω2 }}. Consider the initial Bayesian game of Fig. 1 (where payoff-relevant actions are only available to player 2). 15 An example can be found in Koessler (2002b, Example 7).
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Fig. 1. Bayesian game of Example 1.
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(1, 5)
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(1, −6)



(1, −6)
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Fig. 2. Two-stage extensive form game of Example 1.



In the unique Bayesian equilibrium of this game, player 2 plays B. Adding the communication stage and assuming perfect certifiability we can represent the complete game in extensive form as in Fig. 2. We can easily verify that there exists a non-revealing knowledge equilibrium and sequential equilibrium, i.e., an equilibrium where player 1 reveals c1 (ω) = Ω for all ω ∈ Ω. In this case, beliefs and possibility correspondences off the equilibrium path are unique (by the certifiability constraint) and player 2 plays B if he receives the message x1 = Ω, A if he receives the message x1 = {ω1 }, and D if he receives the message x1 = {ω2 }. There is also a perfectly revealing sequential equilibrium where player 1 reveals c1 (ω) = {ω} for all ω ∈ Ω. To support this equilibrium player 2 has to play C when he receives a message off the equilibrium path, i.e., when he receives the message x1 = Ω from player 1. Player 2 plays this action only if his belief about ω1 when he receives the message Ω belongs to the interval [ 17 , 16 ]. Such a belief off the equilibrium path cannot be achieved with our approach in terms of possibility correspondences. Indeed, we have either P2 (Ω, ω) = {ω}, or P2 (Ω, ω) = Ω, or P2 (Ω, ω) = Ω\{ω}. In any case, player 2’s belief about ω is either 1, 1/2, or 0. Therefore, he never plays action C, and thus player 1 has always an incentive to deviate from full revelation in at least one state.16 Other 16 One can verify that there is a perfectly revealing knowledge equilibrium iff p(ω ) ∈ [ 1 , 1 ]. 1 7 6



F. Koessler / Games and Economic Behavior 48 (2004) 292–320



305



restrictions not required by the sequential equilibrium, but required by our knowledge consistency condition are illustrated in the following examples. Example 2. Let N = {1, 2, 3, 4}, Ω = {ω1 , ω2 }, H1 = H2 = H3 = {{ω1 }, {ω2 }}, H4 = {Ω}, c1 (ω1 ) = c2 (ω1 ) = {ω1 }, c3 (ω2 ) = {ω2 }, c1 (ω2 ) = c2 (ω2 ) = c3 (ω1 ) = Ω, and consider the deviation to the vector of messages x = (Ω, Ω, Ω) at ω2 . This deviation is 3identifiable at ω2 by all players, and in particular by player 4. Hence, P4 (x, ω2 ) = {ω2 }, i.e., player 4’s belief about ω1 is p(ω1 | P4 (x, ω2 )) = 0. Nevertheless, Kreps and Wilson’s (1982) consistency condition allows this belief to be equal to one, i.e., µ4 (ω1 | x, ω) = 1 for all ω ∈ Ω. To see this, consider the sequence of “trembling” communication strategies (πit )i∈N satisfying limt →∞ πit (c(ω) | ω) = 1, π1t (Ω | ω1 ) = π2t (Ω | ω1 ) = εt , and π3t (Ω | ω2 ) = (εt )3 , where limt →∞ εt = 0. We get, for all ω ∈ Ω,   lim µt4 ω1 | (Ω, Ω, Ω), ω = lim



t →∞



t →∞



p(ω1 )(εt )2 p(ω1 )(εt )2 + p(ω2 )(εt )3



= 1.



Example 3. Let N = {1, 2, 3}, Ω = {ω1 , ω2 , ω3 }, H1 = {{ω1 }, {ω2 }, {ω3 }}, H2 = {{ω1 , ω2 }, {ω3 }}, H3 = {ω1 , ω2 , ω3 }, c1 (ω) = {ω} for all ω ∈ Ω, c2 (ω) = Ω if ω ∈ {ω1 , ω2 }, c2 (ω3 ) = {ω3 }, and consider player 1’s deviation to x1 = Ω. Since Ω does not belong to the range of c1 , this deviation is always 1-identifiable. Condition RR5 implies P3 ((x1 , c2 (ω)), ω) ⊆ c2−1 (c2 (ω)) = c2−1 (Ω) = {ω1 , ω2 } for ω ∈ {ω1 , ω2 }. Thus, player 3’s belief about ω3 is null at ω1 and at ω2 since           p ω3  P3 x1 , c2 (ω1 ) , ω1 = p ω3  P3 x1 , c2 (ω2 ) , ω2   = p ω3 | {ω1 , ω2 } = 0. However, the belief µ3 (ω3 | (x1 , c2 (ω1 )), ω) = µ3 (ω3 | (x1 , c2 (ω2 )), ω) = 1 for all ω ∈ Ω is compatible with Kreps and Wilson’s (1982) consistency condition with the sequence of “trembling” communication strategies satisfying π1t (Ω | ω3 ) = π2t (Ω | ω3 ) = εt and π1t (Ω | ω1 ) = π1t (Ω | ω2 ) = (εt )3 . 5. Applications In this section we use our model of strategic knowledge sharing to investigate different classes of games where it is possible to characterize endogenous information structures generated by voluntary and direct communication. More precisely, we elaborate sufficient conditions for the initial game to become common knowledge or, on the contrary, for the information structure of the initial Bayesian game to remain unchanged, even if a first stage game of information revelation is added. When not specified, the certifiability level considered in this section is assumed to be perfect, and only pure strategies are considered.17 In the following lines we present additional notations and definitions used 17 The assumptions made throughout this section to obtain particular knowledge equilibria can be generalized,



especially those concerning the set of available messages. However, our aim is rather to present tractable and easily verifiable conditions, which simplifies greatly the exposition.
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in the different examples and applications, and we mention some classes of games for which particular types of equilibria can be obtained in an obvious way. In Section 5.1 we consider information structures where only one player is informed about the state of the world. Sufficient and general conditions for the existence of a perfectly revealing equilibrium are investigated in Section 5.2 when the information structure satisfies some ordering properties.  The Join of agents’ partitions is denoted by J = i∈N Hi , where J (ω) = k∈N hk (ω) is the element of J containing ω. Let JN = (J )i∈N . The payoff-relevant partition P is the partition of Ω generated by the vector of utility functions (ui )i∈N . Write P (ω) for the element of P containing ω. We will assume in this section that the payoff-relevant partition P is coarser than J, i.e., J (ω) ⊆ P (ω) for all ω ∈ Ω. This means that if all agents perfectly share their information, then the (strategic form) game G[ω] which is played at every state ω ∈ Ω becomes common knowledge. A knowledge equilibrium (σ, c, P) of the communication game (G, X) is said perfectly revealing, if hci (ω) ⊆ P (ω) for all i ∈ N and ω ∈ Ω; non-revealing, if hc = h; partially revealing, if hc = h and ∃i ∈ N and ω ∈ Ω such that hci (ω)  P (ω); perfectly communicating, if for all ω ∈ Ω and i ∈ N there is no xi ∈ Xi (ω) such that xi  ci (ω). It is easy to verify that if c is a perfectly communicating or a non-revealing communication strategy, then any unilateral deviation x ∈ X(c, ω) from c at ω with x = c(ω) is observable and identifiable by all players at ω. Since only unilateral deviations from a profile of communication are allowed, a trivial but general result on the existence of a perfectly revealing knowledge equilibrium can be obtained for any Bayesian game with an information structure satisfying non-exclusivity of information.18 Under this condition, any group of n − 1 players collectively has knowledge which is distributed among all n players. Formally, this condition can be written k =i Hk = J for all i ∈ N . It is clear that under non-exclusivity of information there exists a perfectly revealing equilibrium. As a consequence, a replicated game of any Bayesian game admits a perfectly revealing equilibrium. Likewise, in common interest games (i.e., games in which players have a commonly preferred outcome at each state of the world), it is easy to show that only some conditions on the richness of the messages space are necessary to obtain a perfectly revealing equilibrium. Under perfect certifiability, an efficient and perfectly revealing equilibrium exists for any information structure, and whatever the number of players. However, non-revealing and inefficient equilibria are not excluded.



18 This terminology stems from Postelwaite and Schmeidler (1986). Palfrey and Srivastave (1986) called this condition public information condition.
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5.1. One side information games In this section we assume that only one player (player 1) has preliminary information about the states of the world. Since only player 1 has some information to certify, let X = X1 , X = X1 , c = c1 , and 1 =  throughout this subsection. Notice that we necessarily have Pi (x, ω) = Pj (x, ω) for all ω ∈ Ω, x ∈ X(ω) and i, j = 1. Such a property is due to the fact that orderings over the informed player’s partition are common to all players. We denote by Pr the common possibility correspondence of uninformed players (the “receivers”). Of course, P1 (x, ω) = h1 (ω) = {ω} for all ω ∈ Ω and x ∈ X(ω). Since hi (ω) = Ω for all i = 1, Pr (x, ω) does not depend on ω. Hence, we denote by Pr (x) the set of possible states for uninformed players when player 1 has reported the event x ∈ X . Write si (x) and σi (x) the realization of receivers’ payoff-relevant strategies, for i = 1. If the informed player reveals x ∈ X(ω) at ω, with x = c(ω ) = c(ω) for some ω ∈ Ω, then uninformed players do not observe the deviation and thus Pr (x) = c−1 (x). Otherwise, if they observe a deviation (i.e., c−1 (x) = ∅), then this deviation is 1-identifiable and thus Pr (x) = Maxi{x | H1 , }. In the following example, the unique knowledge equilibrium is perfectly revealing and the possibility to certify player 1’s knowledge in at least one state increases every player’s payoff. Example 4. Consider the game of Fig. 3, where p(ω1 ) = p(ω2 ) = 1/2, H1 = {{ω1 }, {ω2 }}, and H2 = {{ω1 , ω2 }}.19 Without communication, there is only one Bayesian equilibrium where player 2 chooses A2 at every state and player 1 chooses A1 at ω1 and B1 at ω2 . If agent 1 reveals his information in at least one state, then the equilibrium information structure of the second stage becomes H1c = H2c = H1 . In this case, Player 2 chooses A2 at ω1 and B2 at ω2 and player 1 keeps the preceding strategy. Payoffs become respectively (0, 0) and (−5, −5). So, the unique knowledge equilibrium is perfectly revealing because if c(ω) = Ω for all ω ∈ Ω, then player 1 deviates and reveals x = {ω2 } at ω2 . However, notice that the communication strategy satisfying c(ω1 ) = {ω1 } and c(ω2 ) = Ω does not form an equilibrium (even if it is also perfectly revealing) because player 1 will deviate at ω1 by revealing Ω. If certifiability is partial this result will not change as long as {ω2 } ∈ X(ω2 ). If not, the unique knowledge equilibrium is non-revealing. In the following example we show that an agent can be worse off, ex ante, if he can freely certify some of his information. The unique knowledge equilibrium is perfectly ω1



A2



B2



ω2



A2



B2



A1



(0, 0)
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(−20, −20)



(−7, −16)
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(−3, 6)
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(−16, −7)



(−5, −5)



Fig. 3. Bayesian game of Example 4.



19 This game is taken from Bassan et al. (1997).



308



F. Koessler / Games and Economic Behavior 48 (2004) 292–320 A



B



C



ω1



(3, 3)



(1, 0)



(2, 2)



ω2



(1, 0)



(0, 3)



(2, 2)



Fig. 4. Bayesian game of Example 5. A
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(0, 0)



ω5



(5, 4)



(8, 4)



(3, 3)



(2, 1)



(0, 5)



Fig. 5. A Bayesian game in which Assumption 1 is satisfied.



revealing. The uninformed player is better off than without communication, but the player who voluntarily reveals his information is, on average, worse off. Example 5. Consider the game of Fig. 4, where p(ω1 ) = p(ω2 ) = 1/2, H1 = {{ω1 }, {ω2 }}, and H2 = {{ω1 , ω2 }}. At the unique Bayesian equilibrium, player 2 chooses C. If player 1 reveals his information, player 2 chooses A at ω1 and B at ω2 . Player 1’s utility increases at ω1 and decreases at ω2 . Thus, the only knowledge equilibrium is perfectly revealing because, if not, player 1 deviates by revealing {ω1 } at ω1 . At this equilibrium, if the real state of the world is ω2 player 1’s utility decreases: the fact that he reveals nothing proves to player 2 that the state of the world is not ω1 . Then, if the real state is ω2 it is the possibility to certify the event {ω1 } ({ω1 } ∈ X(ω1 )) that enables player 2 to know {ω2 }. We now give sufficient conditions for perfectly revealing and non-revealing equilibria in one side information games. The following assumption will be sufficient for the existence of a perfectly revealing equilibrium. Assumption 1. There exists a strict, complete, and transitive ordering  over H1 and a Bayesian equilibrium φ ∗ = (φi∗ )i∈N of the game G(JN ) such that   ∗ φ ∗ (a | ω)u1 (a, ω)  max φ−1 (a−1 | ω ) u1 (a1 , a−1 , ω), (6) a1 ∈A1



a∈A



whenever



a−1 ∈A−1



{ω }  {ω}.



Assumption 1 is easy to check because only outcomes of complete information decisions must be compared. For instance, the game of Fig. 5 satisfies Assumption 1, with {ω5 }  {ω4 }  · · ·  {ω1 }, and by considering the (unique) full information Bayesian equilibrium φ ∗ satisfying φ2∗ (A | ω1 ) = φ2∗ (B | ω2 ) = φ2∗ (C | ω3 ) = φ2∗ (D | ω4 ) = φ2∗ (E | ω5 ) = 1.
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Theorem 2. If G is a one side information game, hi (ω) ∈ Xi (ω) for all ω ∈ Ω and i ∈ N , and Assumption 1 is satisfied, then there exists a perfectly revealing knowledge equilibrium. Proof. Let φ ∗ be a full information outcome such that Assumption 1 is satisfied, let  be the associated strict ordering, and let c(ω) = {ω} for all ω ∈ Ω. We have to show that player 1 has no incentive to deviate from c. Let σ be a payoff-relevant strategy profile such that for all ω ∈ Ω and x ∈ X(ω),   (7) σ {ω}, ω = φ ∗ (ω), ∗ (ω), σ−1 (x, ω) = φ−1



(8)



σ1 (x, ω) = φ1∗ (ω),



(9)



where ω ∈ Maxi{x | H1 , }. If ω = ω, then σ1 (x, ω) is a strategy which assigns probability ∗ (ω), ω). Note that Maxi{x | H , } is always one to some action in arg maxa1 ∈A1 u1 (a1 , φ−1 1 reduced to a singleton since we consider a strict ordering. We first show that σ ∈ ∗ (P), i.e.,    p ω | Pi (x, ω) σ (a | x, ω ) ui (a, ω ) ω ∈Ω















a∈A 



p ω | Pi (x, ω)



ω ∈Ω



 



σ−i (a−i | x, ω )ui (ai , a−i , ω ),



(10)



a−i ∈A−i



for all i ∈ N , ω ∈ Ω, x ∈ X(ω), and ai ∈ Ai . By assumption, φ ∗ satisfies the following inequality for all i ∈ N , ω ∈ Ω and ai ∈ Ai :   ∗ φ ∗ (a | ω) ui (a, ω)  φ−i (a−i | ω)ui (ai , a−i , ω). (11) a−i ∈A−i



a∈A



If x = {ω}, then Eqs. (7) and (11) give immediately (10). Now, let x = {ω}, and let ω ∈ Maxi{x | H1 , }. For player i = 1, Eq. (10) is clearly satisfied. For players i = 1, since Pr (x) = {ω}, Eq. (10) is equivalent to   σ (a | x, ω)ui (a, ω)  σ−i (a−i | x, ω)ui (ai , a−i , ω), a∈A







a−i ∈A−i



 ∗ (a | ω)u (a , a , ω), i.e., from Eqs. (8) and (9), a∈A φ ∗ (a | ω)ui (a, ω)  a−i ∈A−i φ−i −i i i −i which is satisfied from Eq. (11). It remains to show that player 1 has no incentive to deviate from full communication given the profile of payoff-relevant strategies σ described above: For all ω ∈ Ω and x ∈ X(ω),   σ (a | {ω}, ω) u1(a, ω)  σ (a | x, ω) u1 (a, ω). a∈A



a∈A



This inequality is equivalent to  φ ∗ (a | ω) u1 (a, ω)  max a∈A



a1 ∈A1



 a−1 ∈A−1



∗ φ−1 (a−1 | ω)u1 (a1 , a−1 , ω),



which is satisfied by assumption (Eq. (6)) since x ∈ X(ω) ⇒ ω ∈ x, and thus {ω}  {ω}. 2



310



F. Koessler / Games and Economic Behavior 48 (2004) 292–320



From the previous theorem we know that the game of Fig. 5 has a perfectly revealing equilibrium. Assumption 1 is also satisfied in Example 4 with {ω1 }  {ω2 }, and in Example 5 with {ω2 }  {ω1 }. In Example 1 it is not satisfied, and the communication game does not admit, as seen, a perfectly revealing equilibrium. Theorem 2 also directly applies to standard persuasion games (see, e.g., Milgrom, 1981). Consider, for example, persuasion in seller-buyer relationships, although the problem described below fits many similar persuasion situations as well. The buyer has to purchase q ∈ R+ units of a commodity of quality ω ∈ {ω1 , . . . , ωm } = Ω ⊆ R, where ω1 < · · · < ωm . The quality is known by the seller but not by the buyer, and this configuration of information is common knowledge. The larger ω is, the better is the quality. If the quantity purchased by the buyer when he knows the quality, q(ω) = arg maxq∈R+ uB (q, ω), is unique and increasing with the quality, and if the utility of the seller, uS (q, ω), is increasing with sales, then Assumption 1 is satisfied, and a perfectly revealing equilibrium exists. In the game of Fig. 5, if the states of the world are uniformly distributed, there is also a non-revealing equilibrium where player 2 chooses action A when nothing has been revealed. We now give sufficient conditions for the existence of non-revealing equilibria. Assumption 2. There exists a strict, complete, and transitive ordering  over H1 , a Bayesian equilibrium φ of the initial Bayesian game G(h), and a Bayesian equilibrium φ ∗ of the game G(JN ) such that   ∗ φ(a | ω)u1 (a, ω)  max φ−1 (a−1 | ω )u1 (a1 , a−1 , ω), (12) a1 ∈A1



a∈A



whenever



a−1 ∈A−1



{ω }  {ω}.



Theorem 3. If G is a one side information game and if Assumption 2 is satisfied, then there exists a non-revealing knowledge equilibrium whatever the certifiability level. Proof. Let φ and φ ∗ be some Bayesian equilibria such that Assumption 2 is satisfied, let  be the associated ordering, and let c(ω) = Ω for all ω ∈ Ω. We have to show that player 1 has no incentive to reveal an event x  Ω. Let σ be a payoff-relevant strategy profile such that for all ω ∈ Ω and x ∈ X(ω), x = Ω, ∗ (ω), σ−1 (x, ω) = φ−1



(13)



σ1 (x, ω) = φ1∗ (ω),



(14)



σ (Ω, ω) = φ(ω),



(15)



where ω ∈ Maxi{x | H1 , }. If ω = ω, then σ1 (x, ω) is a strategy which assigns probability ∗ (ω), ω). As in the previous proof, it is easy one to some action in arg maxa1 ∈A1 u1 (a1 , φ−1 ∗ to check that σ ∈ (P). Accordingly, rational communication is equivalent to   σ (a | Ω, ω)u1(a, ω)  σ (a | x, ω)u1 (a, ω), a∈A



a∈A



for all ω ∈ Ω, x ∈ X(ω). From (13) and (15), this is equivalent to   ∗ φ(a | ω) u1 (a, ω)  max φ−1 (a−1 | ω)u1 (a1 , a−1 , ω), a∈A
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Fig. 6. Bayesian game of Example 6.



for all ω ∈ Ω, x ∈ X(ω)\{Ω}. Since ω ∈ x, we have {ω}  {ω}, and thus the inequality follows from Assumption 2. 2 We conclude this section with an interesting example showing that when certifiability possibilities increase, the perfectly revealing equilibrium may disappear. Example 6. We can verify that under the perfect certifiability level the game of Fig. 6 has no perfectly revealing equilibrium. Nonetheless, if X(ω) = {Ω, {ω}} for all ω ∈ Ω, then there is a perfectly revealing equilibrium with the possibility correspondence P2 (Ω) = {ω3 }. From this example we see that we can significantly weaken the conditions for the existence of a perfectly revealing equilibrium when the certifiability level is such that X(ω) = {Ω, {ω}} for all ω ∈ Ω. The intuition is relatively simple: allowing more vagueness allows an informed party to manipulate more easily the information structure. Proposition 3. Consider a one side information game G and assume that X(ω) = {Ω, {ω}} for all ω ∈ Ω. If there exists a Bayesian equilibrium φ ∗ of G(JN ) and a state ω ∈ Ω such that   ∗ φ ∗ (a | ω) u1 (a, ω)  max φ−1 (a−1 | ω ) u1 (a1 , a−1 , ω), (16) a∈A



a1 ∈A1



a−1 ∈A−1



for all ω ∈ Ω, then there exists a perfectly revealing equilibrium. Proof. It suffices to apply the reasoning of the Proof of Theorem 2 with {ω }  {ω} for all ω = ω . In that case, Pr (Ω) = {ω }. 2 5.2. Full revelation with ordered information structures In this section, we consider Bayesian games in which each player’s partition is a set of ordered intervals of the state space. Such information structures include a wide class of possible uncertainties and allow players’ information to be correlated. After having characterized sufficient conditions for the existence of a perfectly revealing equilibrium in games with an ordered information structure, we give a class of utility functions satisfying those conditions. Thereafter, we show that our conditions directly apply to linear Cournot games (with any number of firms) with uncertainty concerning either the intercept of demand (with possibly heterogeneous costs), or the common cost of the industry. We
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assume for sake of simplicity thatJ (ω) = {ω} for all ω ∈ Ω, i.e., the Join is the degenerated partition of Ω. Let h−i (ω) = k =i hk (ω) be the set of states representing distributed knowledge at ω ∈ Ω of players other than i. Assume, w.l.o.g., that states are real numbers and that ω1 < · · · < ωm . Definition 4. An information structure H is an ordered information structure if for each player i ∈ N , Hi is a set of ordered intervals of Ω, i.e., ωk < ωk  and hi (ωk ) = hi (ωk  ) imply ω < ω for all ω ∈ hi (ωk ) and ω ∈ hi (ωk  ). Theorem 4. Consider a Bayesian game G with an ordered information structure and assume that hi (ω) ∈ Xi (ω) for all ω ∈ Ω and i ∈ N . If there exists a function a ∗ : Ω → A, where a ∗ (ω) is a Nash equilibrium of the strategic form game G[ω], such that for all i ∈ N ,     ∗ (ω ), ω , (17) ui a ∗ (ω), ω  ui ai , a−i for all ω ∈ Ω, ω ∈ h−i (ω) such that ω > ω, and ai ∈ Ai , then the communication game (G, X) has a perfectly revealing knowledge equilibrium. Proof. For all ω ∈ Ω, let a ∗ (ω) be a Nash equilibrium of the game G[ω]. Consider the perfectly communicating strategy profile c, i.e., ci (ω) = hi (ω) for all ω ∈ Ω and i ∈ N . Let P be a second stage information structure consistent with (c, X). Of course, Pi (c(ω), ω) = hci (ω) = {ω} for all ω ∈ Ω and i ∈ N . We have for j = i, Pj (xi , c−i (ω), ω) = Maxi{h−i (ω) ∩ xi | Hi , i } and Pi (xi , c−i (ω), ω) = {ω}. Consider an ordering i such that hi (ω ) i hi (ω) iff ω > ω and hi (ω ) = hi (ω). We obtain, for all j = i, Pj (xi , c−i (ω), ω) = max{ω ∈ Ω: ω ∈ h−i (ω) ∩ xi }, which is clearly a singleton. For all i ∈ N , let sj (xi , c−i (ω), ω) = aj∗ (max{ω ∈ Ω: ω ∈ h−i (ω) ∩ xi }) for all j = i. It is easy to verify that this payoff-relevant strategy satisfies sequential rationality given the previous second stage information structure. Impose further that si (c(ω), ω) = ai∗ (ω). It remains to check for rational communication. For all i ∈ N , ω ∈ Ω, inequality EUi (s, c | hi (ω))  EUi (s, xi , c−i | hi (ω)) is implied by ui (s(c(ω), ω), ω)  ui (s(xi , c−i (ω), ω), ω) for all ω ∈ Ω. Given the payoff-relevant strategies considered before, the last inequality ∗ (ω), ω) for all ω ∈ Ω, a ∈ A , where ω = is equivalent to ui (a ∗ (ω), ω)  ui (ai , a−i i i max{ω ∈ Ω: ω ∈ h−i (ω) ∩ xi }. 2 Example 7. The game of Fig. 7 satisfies condition (17). Hence, a perfectly revealing equilibrium exists whatever the ordered information structure, with a ∗ (ω1 ) = (A1 , C2 ), a ∗ (ω2 ) = (B1 , B2 ), and a ∗ (ω3 ) = (C1 , A2 ). We now give sufficient conditions for condition (17) to be satisfied. These conditions are shown to apply to Cournot games with incomplete information about the intercept of demand or about common costs. These conditions also generalize the conditions of Okuno-Fujiwara et al. (1990) to information structures where players’ private signals are correlated. Let τ : Ω → R be a function which assigns a fundamental real value τ (ω) to each state of the world. Assume that τ is (weakly) monotone, i.e., either τ (ω1 )  τ (ω2 )  · · ·  τ (ωm ) or τ (ω1 )  τ (ω2 )  · · ·  τ (ωm ). We consider the class of games, called
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Fig. 7. Bayesian game of Example 7.



linear games, where the utility function of each player i can be written in the following form:



  ui (a, ω) = αi ai τ (ω) + γi − β aj − ai , (18) j =i



where αi > 0, β ∈ ]0, 2[ and γi ∈ R for all i ∈ N . Theorem 5. If G is a linear Bayesian game with an ordered information structure and if hi (ω) ∈ Xi (ω) for all ω ∈ Ω and i ∈ N , then the communication game (G, X) has a perfectly revealing equilibrium. Proof. We show that the conditions of Theorem 4 are satisfied. First, let us determine the (unique) Nash equilibrium of G[ω] for all ω ∈ Ω. For all i ∈ N we have



  ∂ui (a, ω) (19) = αi τ (ω) + γi − β aj − 2ai = 0. ∂ai j =i



The best response of player i against a−i at ω ∈ Ω is  τ (ω) + γi − β j =i aj . BRi (a−i , ω) = 2 Equation (19) is satisfied for all i ∈ N if and only if 2a = τ (ω)e + γ − β(et e − Id)a, where Id is the identity matrix and t e = (1, . . . , 1). Equivalently, 



τ (ω)e + γ β t ee = a Id + 2−β 2−β 



  1 β t e e τ (ω)e + γ . ⇔ a= Id − 2−β 2 + β(n − 1) We get ai∗ (ω) =



 γi (2 + β(n − 2)) − β j =i γj τ (ω) + . 2 + β(n − 1) (2 − β)(2 + β(n − 1))



(20)



Thereafter, remark that if ai = BRi (a−i , ω), then ui (ai , a−i , ω) = αi ai 2 . Since we can order the states such that aj∗ (ω) is increasing with ω for all j ∈ N , we have ∗ (ω ), ω)  BR (a ∗ (ω), ω) whenever ω  ω, which implies that conditions of BRi (a−i i −i Theorem 4 are satisfied. 2
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Consider as a application a market with n  2 firms producing identical products. The inverse demand is given by p(Q) = α − βQ, where Q denotes total market output and α, β > 0 are parameters. The constant marginal cost of firm i is given by λi  0, and its output is denoted by qi ∈ R+ . We consider either an unknown intercept of demand α(ω) or an unknown common and constant marginal cost λ(ω) = λi (ω) for all i ∈ N , where ω ∈ Ω is some state of the world and λi (ω) and α(ω) are (weakly) monotone. Firm i’s profit (utility) at ω is



    qj . ui (q, ω) = qi p(Q, ω) − λi (ω) = qi α(ω) − λi (ω) − β j ∈N



Unknown demand intercept. Assume that λi (ω) = λi for all ω ∈ Ω and i ∈ N , and let τ (ω) = α(ω). The game has the form of a linear game, and hence it admits a perfectly revealing equilibrium whatever the ordered information structure. Unknown common and constant marginal cost. Assume that α(ω) = α for all ω ∈ Ω, and let τ (ω) = λi (ω) = λ(ω) for all ω ∈ Ω and i ∈ N . The game is also a linear game, and thus it admits a perfectly revealing equilibrium.
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relevant strategies, π ∈ Π is a profile of (mixed) communication strategies, and µ is a system of beliefs. A partial assessment is given by (π, µ). Let Π 0 ≡ {π ∈ Π: π(x | ω) > 0, ∀ω ∈ Ω, ∀x ∈ X(ω)} be the set of all strictly positive communication strategy profiles.21 If π ∈ Π 0 , then µ is associated with π and p via Bayes’ rule. Let  0 be the set of (partial) assessments (π, µ) where π ∈ Π 0 is a strictly positive communication strategy profile and µ is defined from p and π by Bayes’ rule. An assessment (σ, π, µ) is consistent if (π, µ) = limt →∞ (π t , µt ) for some sequence {(π t , µt )} ⊆  0 . Given a system of beliefs µ and a profile of payoff-relevant strategies σ , let Ui (σ, x, µi , ω) ≡    ω ∈Ω µi (ω | x, ω)ui (σ, x, ω ) be player i’s expected utility at the beginning of the second stage game at  ω ∈ Ω when x ∈ X(ω) has been revealed. Let EUi (σ, π | hi (ω)) ≡     ω ∈Ω p(ω | hi (ω)) x∈X(ω ) π(x | ω ) ui (σ, x, ω ) be player i’s expected utility when he receives his initial information hi (ω) at the beginning of the first stage game. An assessment (σ, π, µ) is sequentially rational if for all i ∈ N , ω ∈ Ω, ai ∈ Ai and x ∈ X(ω), Ui (σ, x, µi , ω)  Ui (ai , σ−i , x, µi , ω), and for all i ∈ N , ω ∈ Ω, and xi ∈ Xi (ω), EUi (σ, π | hi (ω))  EUi (σ, xi , π−i | hi (ω)). Finally, a sequential equilibrium of (G, X) is an assessment (σ, π, µ) which is sequentially rational and consistent.



Appendix B. Additional lemmas In this appendix we show two intuitive but useful lemmas. The first lemma shows that if a unilateral deviation x ∈ X(ω) from c ∈ C is observable by some player i ∈ N at ω ∈ Ω, then for all states ω ∈ hi (ω) ∩ k∈N xk , (i) there exists a potential deviant for player i whose expected message cj (ω ) at ω differs from its actual message xj ; or (ii) there exist two players j and j  (not necessarily potential deviants) whose expected messages cj (ω ) and cj  (ω ) at ω differ from their actual messages xj and xj  . The second lemma is a corollary of the first one. It states that if a unilateral deviation is j -identifiable by some player at ω, then player j is effectively the deviant at ω. Lemma 1. Let x ∈ X(c, ω) be a unilateral deviation from c ∈C at ω ∈ Ω which is observable by some player i ∈ N at ω. Then, for all ω ∈ hi (ω) ∩ k∈N xk , one or both of the following properties hold: (i) there exists j ∈ Ni (c, x, ω) such that xj = cj (ω ); (ii) there exist j , j  ∈ N , j = j  , such that xj = cj (ω ) and xj  = cj  (ω ). Proof. If Ni (c, x, ω) = N , then the result is immediate since the deviation is observable at ω. Indeed, in that case, x = c(ω ) for all ω ∈ hi (ω), i.e., there exists j ∈ N such that xj = cj (ω ); hence, property (i) is satisfied. Now, assume that Ni (c, x, ω) = N . From the 21 Notice that π ∈ Π 0 implies supp(π (ω)) = X (ω) for all ω ∈ Ω and i ∈ N . i i
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−1 definition of the set Ni (c, x, ω) we have hi (ω) ∩ c−l (x−l ) ∩ xl = ∅ for all l ∈ / Ni (c, x, ω).  Let ω ∈ hi (ω) ∩ k∈N xk . This implies that for all l ∈ / Ni (c, x, ω), there exists j = l such that cj (ω ) = xj . It is not difficult to verify that this property implies (i) or (ii). 2



Lemma 2. If a unilateral deviation x ∈ X(c, ω) from c ∈ C at ω ∈ Ω is j -identifiable by some player at ω, then xj = cj (ω) and xk = ck (ω) for all k = j . Proof. If a unilateral deviation x from c is j -identifiable by player i at ω, then  Ni (c, x, ω) = {j }. Using the fact that ω ∈ hi (ω) ∩ k∈N xk , Lemma 1 gives xj = cj (ω) (property (ii) in Lemma 1 is impossible with ω = ω since only unilateral deviations are considered). Hence, we also have xk = ck (ω) for all k = j because x is a unilateral deviation. 2



Appendix C. Proof of Theorem 1 In this appendix, we prove that a knowledge equilibrium forms a sequential equilibrium as described in Appendix A. It is easy to verify that sequential rationality is satisfied in the communication stage and in the second stage game. Therefore, we have to show that beliefs associated with consistent possibility correspondences are consistent in the sense of Kreps and Wilson (1982) for all unilateral deviations during the communication stage. Let c ∈ C be a pure communication strategy, P = (Pi )i∈N a second stage information structure, and let π(c(ω) | ω) = 1 for all ω ∈ Ω. Thus, π ∈ Π is the mixed communication strategy associated with the pure communication strategy c ∈ C. For all i ∈ N , ω, ω ∈ Ω, and x ∈ X(ω), let µi (ω | x, ω) = p(ω | Pi (x, ω)). If P is consistent with (c, X), then we show that (σ, π, µ) is consistent at every information set reachable with at most one unilateral deviation. Assume that the second stage information structure P = (Pi )i∈N is consistent with (c, X), let (Hj , j )j ∈N be an associated system of orderings over players’ partitions, and let ρ be an associated bijection over N . We must find a sequence of strictly positive profiles of strategies {π t } ⊆ Π 0 such that for all ω, ω ∈ Ω, i ∈ N , and x ∈ X(c, ω) we have limt →∞ π t (c(ω) | ω) = 1 and limt →∞ µti (ω | x, ω) = p(ω | Pi (x, ω)), where µt is defined from p and π t by Bayes’ rule, i.e.,   if ω ∈ / hi (ω) ∩ k∈N xk ,   0, π t (x | ω )p(ω ) (C.1) µi (ω | x, ω) =  otherwise,     )π t (x | ω ) p(ω ω ∈hi (ω)  for all ω ∈ Ω and i ∈ N . If ω ∈ / hi (ω) ∩ k∈N xk , then ω ∈ / Pi (x, ω) by the certifiability constraint (condition RR1), and thus p(ω | Pi (x, ω)) = 0 = limt →∞ µti (ω | x, ω) by Eq. (C.1). Therefore, we must find  a sequence {π t } ⊆ Π 0 such that for all ω ∈ Ω,  x ∈ X(c, ω), i ∈ N , and ω ∈ hi (ω) ∩ k∈N xk we have limt →∞ π t (c(ω) | ω) = 1 and   π t (x | ω )p(ω ) = p ω | Pi (x, ω) ,  t  p(ω )π (x | ω ) ω ∈hi (ω)



lim 



t →∞



i.e.,
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   0 lim  = 1  t  t →∞   ω ∈hi (ω) p(ω )π (x | ω ) π t (x



| ω )
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if ω ∈ / Pi (x, ω), p(ω )



if ω ∈ Pi (x, ω).



ω ∈Pi (x,ω)



This last equality is satisfied if for all ω ∈ Pi (x, ω) we have ω ∈ Pi (x, ω)



⇒



ω ∈ / Pi (x, ω)



⇒



π t (x | ω ) = 1, t →∞ π t (x | ω ) π t (x | ω ) = 0. lim t t →∞ π (x | ω ) lim



(C.2) (C.3)



Note since ω ∈ Pi (x, ω) implies  that the fractions given just above are well defined t ∈ k∈N xk . Hence, x ∈ X(ω ), which implies that π (x | ω ) = 0 because π t ∈ Π 0 . Let {εt } ⊆ R be a sequence such that limt →∞ εt = 0. To simplify the notations, we drop the subscript t in εt . For all j ∈ N , let Ij1 = {h ∈ Ij : h j h ∀h ∈ Ij }, Ij2 = {h ∈ Ij \Ij1 : h j h ∀h ∈ Ij \Ij1 }, Ij3 = {h ∈ Ij \(Ij1 ∪ Ij2 ): h j h ∀h ∈ Ij \(Ij1 ∪ Ij2 )}, and so on. For all j ∈ N and ω ∈ Ω, let lj (ω) be the integer l satisfying ω ∈ Ijl . We consider the following profile of “trembling” communication strategies: For all j ∈ N and ω ∈ Ω,  n n+1−ρ(j ) lj (ω)/(m+1) ε ε ε if xj = cj (ω),    xj ∈ Xj (ω), πjt (xj | ω) = n n+1−ρ(j ) l (ω)/(m+1)  εj if xj = cj (ω),   1 − (|Xj (ω)| − 1)ε ε 0 otherwise.  t t Hence, xj ∈Xj (ω) πj (xj | ω) = 1 and limt →∞ πj (cj (ω) | ω) = 1 for all j ∈ N and ω ∈ Ω. We will differentiate two cases: ω



(1) We will assume that x is not an observable deviation for player i at ω; this configuration is the simplest one; (2) We will assume that x is an observable deviation for player i at ω. In both cases, we will always assume that ω ∈ Pi (x, ω) in order to show that  conditions  (C.2) and (C.3) are satisfied. As mentioned before, we also assume ω ∈ hi (ω) ∩ k∈N xk (otherwise, the result was already proved). (1) Unobservable deviation. By definition, if x is not an observable deviation for player i at ω, then Pi (x, ω) = hi (ω) ∩ c−1 (x). Hence, ω ∈ c−1 (x), i.e., limt →∞ π t (x | ω ) = 1. Similarly, if ω ∈ Pi (x, ω), then limt →∞ π t (x | ω ) = 1. In this case, condition (C.2) is satisfied. On the contrary, if ω ∈ / Pi (x, ω), then ω ∈ / c−1 (x),22 which implies that t  limt →∞ π (x | ω ) = 0. Thus, condition (C.3) is also satisfied. (2) Observable deviation. Assume that x is an observable deviation from c for player i −1 (x−η ) ∩ xη | Hη , η }, where η = at ω. In this case we have Pi (x, ω) = Maxi{hi (ω) ∩ c−η 23   N i (c, x, ω | ρ) ∈ arg maxk∈Ni (c,x,ω) ρ(k). If ω , ω ∈ Pi (x, ω), then ω , ω ∈ ck−1 (xk ) for 22 Remember that we assume that ω ∈ h (ω) ∩  i k∈N xk . 23 Of course, if x is a j -identifiable deviation for player i at ω, then η = j .
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all k = η, and thus xk = ck (ω ) = ck (ω ) for all k = η. Therefore, limt →∞ πkt (xk | ω ) = limt →∞ πkt (xk | ω ) = 1 for all k = η. Moreover, since the deviation is observable, xη = cη (ω ) and xη = cη (ω ).24 Consequently, limt →∞ πηt (xη | ω ) = limt →∞ πηt (xη | ω ) = 0. We get 



πηt (xη | ω ) π t (x | ω ) εn εn+1−ρ(η) εlη (ω )/(m+1) = lim = lim =1 t →∞ π t (x | ω ) t →∞ π t (xη | ω ) t →∞ ε n ε n+1−ρ(η) ε lη (ω )/(m+1) η lim



since ω , ω ∈ Pi (x, ω) ⇒ hη (ω ) ∼η hη (ω ) ⇒ lη (ω ) = lη (ω ). Now, let ω ∈ Pi (x, ω) / Pi (x, ω). This last condition implies that either but ω ∈ −1 (x−η ) ∩ xη but hη (ω ) ≺η hη (ω ), or (a) ω ∈ hi (ω) ∩ c−η  −1 (b) ω ∈ / hi (ω) ∩ c−η (x−η ) (and, as usual, ω ∈ hi (ω) ∩ k∈N xk ).



If (a), then ω , ω ∈ ck−1 (xk ) for all k = η, which implies that limt →∞ πkt (xk | ω ) = limt →∞ πkt (xk | ω ) = 1 for all k = η, i.e., πηt (xη | ω ) π t (x | ω ) εn εn+1−ρ(η) εlη (ω )/(m+1) = lim = lim lim t t →∞ π (x | ω ) t →∞ πηt (xη | ω ) t →∞ ε n ε n+1−ρ(η) ε lη (ω )/(m+1) 







= lim



εlη (ω )/(m+1)



t →∞ ε lη (ω )/(m+1)



= 0,



since hη (ω ) ≺η hη (ω ) ⇒ lη (ω ) > lη (ω ) ⇒ lη (ω )/(m + 1) > lη (ω )/(m + 1). If (b), then there exists k = η such that ck (ω ) = xk . Moreover, from Lemma 1, we have to differentiate two cases: (i) there exists j ∈ Ni (c, x, ω) such that cj (ω ) = xj (j might be equal to k if Ni (c, x, ω) is not a singleton, i.e., if the deviation is not identifiable); or (ii) there exist j , j  ∈ N , j = j  , such that xj = cj (ω ) and xj  = cj  (ω ). In case (i) we have to distinguish again two subcases: (b ) k ∈ Ni (c, x, ω), and / Ni (c, x, ω). (b ) k ∈ For example, if the deviation is j -identifiable, we necessarily have j = η, and thus k∈ / Ni (c, x, ω) (subcase (b )), which implies that j = k. In both subcases, we get limt →∞ πkt (xk | ω ) = limt →∞ πjt (xj | ω ) = 0. Under condition (b ) we obtain 



πkt (xk | ω ) π t (x | ω ) εn εn+1−ρ(k) εlk (ω )/(m+1)  lim = lim lim t = 0, t →∞ π (x | ω ) t →∞ π t (xη | ω ) t →∞ ε n ε n+1−ρ(η) ε lη (ω )/(m+1) η because lk (ω )/(m + 1), lη (ω )/(m + 1) < 1 and because k ∈ Ni (c, x, ω), k = η ⇒ ρ(η) > ρ(k). Under condition (b ), we necessarily have j = k, and thus 24 Otherwise, ω or ω belongs to h (ω) ∩ c−1 (x), a contradiction with the fact that the deviation is observable. i
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πk (xk | ω )πj (xj | ω ) π t (x | ω )  lim t →∞ π t (x | ω ) t →∞ πηt (xη | ω ) t



t



lim







= lim



t →∞



 lim







εn εn+1−ρ(k) εlk (ω )/(m+1) εn εn+1−ρ(j ) εlj (ω )/(m+1) εn εn+1−ρ(η) εlη ε2n ε2



t →∞ ε 2n ε lη (ω )/(m+1)



(ω )/(m+1)



= 0,



since lη (ω )/(m + 1) < 2. Finally, assume that (ii) holds. In that case, we can take j = k, and thus we can apply the same reasoning as in subcase (b ).
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