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a b s t r a c t We address the challenging problem of face recognition under the scenarios where both training and test data are possibly contaminated with spatial misalignments. A supervised sparse coding framework is developed in this paper towards a practical solution to misalignment-robust face recognition. Each gallery face image is represented as a set of patches, in both original and misaligned positions and scales, and each given probe face image is then uniformly divided into a set of local patches. We propose to sparsely reconstruct each probe image patch from the patches of all gallery images, and at the same time the reconstructions for all patches of the probe image are regularized by one term towards enforcing sparsity on the subjects of those selected patches. The derived reconstruction coefﬁcients by ‘1 -norm minimization are then utilized to fuse the subject information of the patches for identifying the probe face. Such a supervised sparse coding framework provides a unique solution to face recognition with all (Here, we emphasize ‘‘all’’ because some conventional algorithms for face recognition possess partial of these characteristics.) the following four characteristics: (1) the solution is model-free, without the model learning process, (2) the solution is robust to spatial misalignments, (3) the solution is robust to image occlusions, and (4) the solution is effective even when there exist spatial misalignments for gallery images. Extensive face recognition experiments on three benchmark face datasets demonstrate the advantages of the proposed framework over holistic sparse coding and conventional subspace learning based algorithms in terms of robustness to spatial misalignments and image occlusions. Ó 2012 Elsevier Inc. All rights reserved.



1. Introduction Face recognition has been motivated by both its scientiﬁc values and potential applications in the practice of computer vision and machine learning. This problem has been extensively studied and much progress has been achieved during the past decades. As a standard preprocessing step for face recognition, face alignment and cropping are generally applied in automatic face recognition systems, and face images are typically aligned according to the positions of corresponding eyes [10–12]. The main purpose of face alignment is to build the semantic correspondences between the pixels of different images and eventually to classify by matching the pixels with identical semantic meaning. Unfortunately, the images may not be accurately aligned, and the pixels for the same facial landmarks may not be strictly matched. Practical systems, or even manual face cropping, may bring considerable image misalignments, including translations, scaling, and rotation. These transformations can consequently make discrepant the semantics of two pixels in different images ⇑ Corresponding author. E-mail addresses: [email protected] (C. Lang), [email protected] (S. Feng), [email protected] (B. Chen), [email protected] (X. Yuan). 1047-3203/$ - see front matter Ó 2012 Elsevier Inc. All rights reserved. http://dx.doi.org/10.1016/j.jvcir.2012.06.002



but at the same position. This discrepancy may inversely affect image similarity measurement, and consequently degrade face recognition performance. Thus it is a challenging problem to recognize faces under scenarios with spatial misalignments, where the margins between subjects tend to be more ambiguous. In the literature, there exist some attempts to analyze and tackle this type of problems. Shan et al. [13] showed that the effect of spatial misalignments can be alleviated to some extent by adding virtual gallery samples with artiﬁcial spatial misalignments. Yang et al. [20] proposed a solution to improve algorithmic robustness to image misalignments with ubiquitously supervised subspace learning. Xu et al. [19] proposed a solution based on the so-called Spatially constrained Earth Mover’s Distance (SEMD), which is more robust against spatial misalignments than the traditional distance measures (e.g., Euclidean distance). Recently, Wang et al. [16] provided a novel and efﬁcient algorithm for face recognition under scenarios with spatial misalignments by solving a constrained ‘1 -norm optimization problem, which minimizes the error between the misalignment-amended image and the image reconstructed from the given subspace along with its principal complementary subspace. However, the spatial misalignment problem is still far from being solved, since: (1) most of these methods focus on the global features of face images, yet typically,
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the global features are much more sensitive to spatial misalignments compared with local features; and (2) the patch-based method [19] is proposed for misalignment-robust face recognition, however, it is not robust to image occlusions. For face recognition task, the face images generally need ﬁrst be aligned and cropped out from the original images, which may contain background objects, and one naive way is to ﬁx the locations of two eyes in a ﬁxed-size image rectangle. For practical systems, however, the positions of the two eyes may need be automatically located by face alignment algorithms [5] or eye detectors [17], so it is inevitable that there may exist localization errors, namely spatial misalignments. These spatial misalignments include four components, translations in horizontal and vertical directions (T x ; T y ), scaling (S), and rotation (h). When spatial misalignment occurs, the usage of global features typically leads to substantially different data distribution compared with data without such spatial misalignments. Fig. 1 shows such a demonstration, where the ﬁve nearest neighbors of a misaligned face image are considerably different from those of well-aligned face image, if measured based on Euclidean distance and with global features. This observation motivates us to utilize orderless local patch based image representation, which is generally more robust to spatial misalignments compared with global features.



Recent research shows that sparse coding appears to be biologically plausible as well as empirically effective for image processing and pattern classiﬁcation [15,14]. Especially, Wright et al. [18] exploited the classiﬁcation potentials of sparse representation/coding in face recognition problem. In [18], each probe image is sparsely reconstructed from an over-complete dictionary, whose bases are the gallery samples and bases for noises, by solving a general ‘1 -norm optimization problem. This solution is learning free, and robust to image occlusions, it is however intuitively sensitive to spatial misalignments [18]. Motivated by above observations, we present a supervised sparse coding framework for face recognition under the scenarios with possible spatial misalignments for both gallery and probe images. As spatial misalignments often lead to large divergence among images from the same subject, the global features, e.g., a vector concatenating gray-level values of all pixels, may lack of enough discriminating power for recognition purpose. Instead, if an image is considered as a set of orderless local patches, then this bag-of-patch representation shall be less sensitive to spatial misalignments compared with global features. In this work, each gallery image is partitioned into local patches at both original and misaligned positions as well as scales. To mitigate the affect of noise in extracting patches at misaligned positions and scales, we throw



Fig. 1. The neighboring samples comparison between the well-aligned and misaligned face images. It is observed that the neighboring samples may change substantially when the spatial misalignment occurs. The face images are from the ORL [3] dataset and each column includes the gallery images from one subject.
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Fig. 2. Collective patch reconstruction from SSPC. The ﬁrst line is the misaligned probe image and its partitioned patches. These patches are sparsely reconstructed with the gallery patches selected by SSPC, which are marked with rectangles in the gallery images.



away those patches which may bring in noise near the image borders for the gallery images. The classiﬁcation of a probe image is achieved with collective sparse codings of all the uniformly partitioned patches of the probe image from all the patches of all gallery images, and the solution is obtained via ‘1 -norm optimization with the enforcement of sparsity on both patch level and subject level. The reconstruction coefﬁcient represents the correlation between the target patch and the basis patch. Therefore, the coefﬁcient sums over the patches from one subject represents the correlation between the test subject and the training subject. More speciﬁcally, the patches from a probe image should be reconstructed from as few patches as possible, and also from as few subjects as possible. The ﬁnal subject decision can be then be determined based on the reconstruction coefﬁcient sums over different subjects. The general idea of SSPC is to integrate the local-patch based image representation, supervised learning philosophy and sparse coding towards four algorithmic characteristics: (1) the solution is model free and no learning process is required, (2) the solution is robust to spatial misalignments, (3) the solution is robust to image occlusions, and (4) the solution is effective even when there exist spatial misalignments for gallery images. Fig. 2 shows an exemplary result from SSPC, from which we can observe that the patches from the misaligned image in Fig. 1(b) are mainly reconstructed from patches within the images from the identical subject. The rest of this paper is organized as follows. In Section 2, we ﬁrst introduce the details on ‘1 -norm based sparse coding for general classiﬁcation purpose. Then the details on supervised sparse patch coding framework for misalignment-robust face recognition are elaborated in Section 3. Section 4 demonstrates the experiment results. Finally, some concluding remarks are presented in Section 5. 2. Review on sparse coding for classiﬁcation In this section, we give a brief review on sparse coding within the context of face recognition, which serves as the foundation for our proposed supervised sparse patch coding framework. Here, the given nk gallery images from the kth subject are represented as a matrix,



X k ¼ ½x1;k ; x2;k ; . . . ; xnk ;k  2 Rmnk ;



ð1Þ



where xi;k means the ith image of the kth subject. m is the number of pixels for the images and nk is the number of images of the kth



subject. The sample matrix X is then deﬁned as the entire gallery P c set by concatenating the n ¼ Nk¼1 nk gallery samples from N c subjects,



X ¼ ½X 1 ; X 2 ; . . . ; X Nc  ¼ ½x1;1 ; x2;1 ; . . . ; xnNc ;Nc :



ð2Þ



Denote y as the feature representation of a probe image. For face recognition, if there exists only illumination variation for images from the same subject, the images from this subject can then be represented with a low-dimensional subspace [1]. If sufﬁcient gallery images are available for each subject in this case, it is possible to represent y as a linear combination of the column vectors of X k , where k indicates the index of the subject the image y belongs to, namely,



y ¼ X k ak ;



ð3Þ nk



where ak 2 R is the coefﬁcient vector. However the subject index for image y is unknown, and thus we turn to reconstruct y as



y ¼ X a0



ð4Þ



with the expectation that a0 is sparse and the non-zero elements right correspond to the subject k. A natural formulation to seek the sparsest solution for y ¼ X a0 is,



a0 ¼ arg min kak0 ; s:t: X a ¼ y; a



ð5Þ



where k  k0 denotes the ‘0 -norm, which counts the number of nonzero elements in a vector. However, the problem of ﬁnding the sparest solution of an under-determined system of linear equations is NP-hard, and difﬁcult even to approximate. Actually, in general case, no known procedure to ﬁnd the sparest solution is signiﬁcantly more efﬁcient than exhaustively evaluating all subsets of the entries for a. Fortunately, recently development in theories on sparse representation reveals that if the solution a0 is sparse enough, the solution from the ‘0 -norm minimization can be recovered by the solution to the following ‘1 -norm minimization problem,



a1 ¼ arg min kajj1 ; s:t: X a ¼ y: a



ð6Þ



This optimization problem is convex and can be transformed into a general linear programming problem. There exists a globally optimal solution, which can be solved efﬁciently using the classical ‘1 -norm optimization toolboxes like [2].
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Furthermore, real world images may be noisy, and thus it may be impossible to express y exactly as a sparse superposition of the column vectors of X. To explicitly account for those often sparse noises, the sparse coding formulation in Eq. (4) is rewritten as follows,



y ¼ X a þ ;



a



0



s:t: y ¼ X 0 a0 ;



ð8Þ T T



where X ¼ ½X; I and a0 ¼ ½aT ;   . It imposes the sparse constraints on both reconstruction coefﬁcients and possible noises. Similarly, this problem can be solved by classical ‘1 -norm optimization toolboxes. 3. Misalignment-robust face recognition by supervised sparse patch coding In this section, we introduce the details on supervised sparse patch coding framework for misalignment-robust face recognition. We follow the terminologies used in Section 2. 3.1. Patch partition and representation The proposed framework starts with the image partition step. Here we use the gray-level values to describe the appearance of an image patch. Each gallery image xi;k is uniformly partitioned into an ensemble of non-overlapping w  h patches, denoted as xi;k ¼ fxji;k ; j ¼ 1; 2; . . . ; N p g, where xji;k 2 Rd (d ¼ w  h) is a d-dimensional feature vector and N p is the number of patches belonging to one image. As aforementioned, for practical systems, there may exist spatial misalignments when cropping the face images out. The possible spatial misalignments are simpliﬁed using eight parameters in this work: translations in both forward and backward horizontal directions ðT fx ; T bx Þ, translations in both up and down vertical directions ðT uy ; T dy Þ, scaling up and down ðSu ; Sd Þ, and left-hand and right-hand rotation ðRl ; Rr Þ. Then the virtual patches with these eight types of possible misalignments are obtained as an augmented gallery patch set, fxj;p i;k ; p ¼ 0; T fx ; T bx ; T uy ; T dy ; Su ; Sd ; Rl ; Rr g. Note that when p ¼ 0; xj;p i;k denotes the patch from gallery image without misalignments. To mitigate the affect of possible noises in virtual patches, we throw away the patches which may bring in noise near the image borders. For each j ¼ 1; 2; . . . ; N p , a patch set Aj is deﬁned as follows,



h i j;T fx j;T fx j;Rr j;0 j;Rr Aj ¼ xj;0 1;1 ; x1;1 ; . . . ; x1;1 ; x2;1 ; x2;1 ; . . . ; xnN ;Nc ; c



ð9Þ



which includes all the related patches from the gallery set related to the j-th position in the image plane. For a probe image y, we instead only partition it into uniform patches, and if we concatenate the representations of the patches into a long vector, it shall be right y if the elements of y are listed according to the order of the patches. Unlike general sparse coding in [18], which reconstruct y from the gallery images directly, we do the reconstructions for patches of y instead. Denote yj as the feature vector for the jth patch of the image y, then we assume that yj ¼ Aj aj , where aj is the jth sub-vector of the overall reconstruction vector a, namely the patch yj is reconstructed from all the related patches of the gallery set related to the jth position. The collective reconstructions for all the patches of the image y can then be represented as,



y ¼ Aa;



2



A1



6 60 A¼6 6 .. 4 .



ð10Þ



0



0 ...



0



A2 ...



0 ... .. ... .



0 .. .



3 7 7 7: 7 5



. . . 0 . . . AN p



0



ð7Þ



where  2 Rm is a noise vector. The sparse solution can again be recovered by solving the following ‘1 -norm minimization problem,



min ka0 k1 ; 0



where the matrix A is deﬁned as,



3.2. Dual sparsities for collective patch reconstructions The ultimate of sparse coding in this work is to propagate the subject information of the patches from the gallery images to the probe image y. Let bj;p i;k denote the conﬁdence weight of gallery n o j;p j;p for the probe patch xi;k . If the reconstruction coefﬁcients a ) ai;k image is obtained, we may have the following quantity ck to measure the overall conﬁdence weight for each subject as,



ck ¼



Np X nk X X j;p bj;p i;k ai;k : i¼1 j¼1



ð11Þ



p



Then, we have a subject conﬁdence vector c ¼ ½c1 ; c2 ; . . . ; cNc T . In our implementation, we set



bj;p i;k ¼







1;



p ¼ 0;



1  ; otherwise;



where  ¼ 0:02 in this paper. The underlying philosophy is that if the selected patch is a virtual patch, it shall convey less conﬁdence to its associated subject compared with the original patches. Intuitively, an optimal decision should come from a c with one element as one and others as zeros, which motivates us to impose an extra sparse constraint on c to achieve more conﬁdent decision. Along with the sparse constraint on aj as in general sparse coding [18], we then have a formulation for patch-based face recognition with dual sparsities. To simplify Eq. (11), we deﬁne a set of matrices Bj;k as,



Bj;k ¼ ½bj;0 1;k



j;T



b1;kfx



r    bj;R 1;k



bj;0 2;k



j;T



b2;kfx



r    bj;R 2;k



r ;    bj;R nk ;k 



and the matrix Bj is then deﬁned as,



2



Bj;1



0



0 ...



0



3



0 .. .



Bj;2 .. .



0 ... .. .. . .



0 .. .



7 7 7: 7 5



0



...



0 . . . Bj;Nc



6 6 Bj ¼ 6 6 4



Let the matrix B be deﬁned as,



B ¼ ½B1 ; B2 ;    ; BNp ;



ð12Þ



then we can rewrite Eq. (11) in a simple form as,



c ¼ Ba:



ð13Þ



Based on above notations, we formally express the supervised sparse patch coding framework as the following optimization problem,



^ 1 ; ^1 ; c ^1  ¼ arg minkak1 þ kk1 þ kck1 ; ½a a;;c



s:t: y ¼ Aa þ ; Let



y0 ¼



  y 0



c ¼ Ba:



ð14Þ



2 3



a   A I 0 7 0 a0 ¼ 6 ; 4  5; A ¼ B 0 I c



;



and then we can reformulate the supervised sparse patch coding framework as the ‘1 -norm optimization problem below,



a^ 01 ¼ arg min jja0 jj1 ; s:t: y0 ¼ A0 a0 : 0 a



ð15Þ
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Fig. 3. Exemplary illustration of the supervised sparse patch coding framework for uncovering how a face image can be robustly reconstructed from those gallery image patches. Note that the patches with broken lines shall be thrown away because they may bring in noises for those virtual patches.



This ﬁnal formulation is right a general ‘1 -norm minimization problem, and can thus be easily solved with ‘1 -norm optimization ^ 1 and c^1 shall be toolboxes. It is predictable that the derived a sparse if the system y0 ¼ A0 a0 is sufﬁciently under-determined. Fig. 3 illustrates an exemplary explanation of the entire supervised sparse patch coding framework. One interesting byproduct of this framework is its robustness against partial occlusion, although our main purpose is misalignment-robust face recognition. When partial occlusions occur in a gallery image, the strength of the occluded patches may be suppressed by that of the dominant good patches in collective patch reconstruction process, and the minimization of the kk1 shall naturally uncover the occluded area by the relatively large elements in the derived . 3.3. Related work discussion Yang et al. [20] proposed a solution to improve algorithmic robustness to image misalignments by ubiquitously supervised subspace learning. This method can deal with the cases where both probe and gallery images are misaligned. Our formulation in this work is different from [20] in several aspects: (1) the work [20] is based on global features, instead of local patch representations; (2) the work [20] cannot handle image occlusion issue; and (3) our proposed formulation is based on local patch representations, which are much less sensitive to spatial misalignments, and can be used under scenarios with both spatial misalignments and image occlusions. Wang et al. [16] provided a novel and efﬁcient algorithm for face recognition under scenarios with spatial misalignments by solving a constrained ‘1 -norm optimization problem, which minimizes the error between the misalignment-amended image and the image reconstructed from the given subspace along with its principal complementary subspace. This algorithm can deal with image occlusions, but it is still limited in the following aspects:



(1) similar to [20], it is based on global features, instead of local patch representations; and (2) the work [16] cannot handle the cases where both probe and gallery images are misaligned, while our algorithm is workable under these scenarios. Xu et al. [19] proposed a solution based on the so-called Spatially constrained Earth Mover’s Distance (SEMD), which is more robust against spatial misalignments than traditional distance measures (e.g., Euclidean distance). This algorithm is patch-based as our proposed algorithm, however, it is sensitive to image occlusions, and thus not robust as our proposed algorithm. As the main focus of this work is to strengthen traditional sparse coding algorithm for handling spatial misalignment issue, and the solutions in [20,16] are limited for subspace learning algorithms while [19] is sensitive to image occlusions, our experiments shall focus on the comparisons with traditional sparse coding algorithm and the intuitively reasonable and general solutions based on virtual samples [13]. 4. Experiments In this section, we systematically evaluate the superiority of our proposed supervised sparse patch coding (SSPC) framework over conventional sparse coding in term of robustness to spatial misalignments for face recognition task. Also the misalignment-robust counterparts with virtual misaligned samples for Principal Component Analysis (PCA) [8], Linear Discriminant Analysis (LDA) [4], Locality Preserving Projections (LPP) [7], and Neighborhood Preserving Embedding (NPE) [6] are evaluated to validate the effectiveness of our proposed SSPC framework. 4.1. Data sets Three popular face datasets, ORL [3], Yale [1], and Extended Yale-B [9], are used for performance evaluation. The ORL face database contains 10 different images of each of 40 distinct subjects. All
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Table 1 Face recognition error rates (%) for different algorithms on ORL dataset. Here only probe images are spatially misaligned. ORL #



PCA (o/w)



LPP (o/w)



NPE (o/w)



LDA (o/w)



Unsupervised sparse coding (o/w)



Supervised sparse coding (o/w)



SSPC N p ¼ 4  4



G2P8 G3P7 G4P6



54.69/32.46 36.90/21.83 31.76/15.97



63.37/29.72 56.98/19.36 50.92/12.22



42.26/27.19 35.87/18.86 28.43/14.12



33.28/16.53 19.34/8.93 16.87/5.93



34.27/20.03 24.84/13.84 19.72/8.33



33.53/19.61 24.31/13.41 19.43/8.01



12.95 6.27 3.93



Table 2 Face recognition error rates (%) for different algorithms on Yale dataset. Here only probe images are spatially misaligned. Yale #



PCA (o/w)



LPP (o/w)



NPE (o/w)



LDA (o/w)



Unsupervised sparse coding (o/w)



Supervised sparse coding (o/w)



SSPC N p ¼ 4  4



G3P8 G4P7 G5P6



52.50/39.07 50.16/35.87 52.35/34.56



60.18/31.84 56.08/24.98 54.25/22.14



51.57/37.96 48.36/29.31 47.64/28.15



38.81/29.72 34.18/22.96 30.86/19.26



45.00/29.98 40.11/25.33 38.51/22.06



44.56/29.44 38.68/24.97 37.12/21.48



18.61 13.01 9.62



Table 3 Face recognition error rates (%) for different algorithms on YaleB dataset. Here only probe images are spatially misaligned. YaleB #



PCA (o/w)



LPP (o/w)



NPE (o/w)



LDA (o/w)



Unsupervised sparse coding (o/w)



Supervised sparse coding (o/w)



SSPC N p ¼ 4  4



G10P40 G20P30 G30P20



39.84/28.60 37.06/21.36 31.02/16.02



38.82/17.62 32.51/14.61 30.06/11.64



37.23/17.53 32.28/13.65 29.36/11.45



33.99/14.83 30.22/7.32 29.04/6.02



30.97/22.81 17.86/11.39 16.17/9.07



30.11/22.66 17.03/11.31 15.91/8.95



6.30 4.25 1.86



Table 4 Face recognition error rates (%) for different algorithms on ORL dataset. Here both gallery and probe images are misaligned. Yale #



PCA



LPP



NPE



LDA



Unsupervised sparse coding



Supervised sparse coding



SSPC N p ¼ 4  4



G2P8 G3P7 G4P6



39.24 27.63 21.71



35.07 23.65 17.75



34.72 23.01 17.13



23.61 12.70 8.59



27.01 17.79 12.96



26.66 17.07 12.50



20.23 9.83 6.06



Table 5 Face recognition error rates (%) for different algorithms on YALE dataset. Here both gallery and probe images are misaligned. Yale # G3P8 G4P7 G5P6



PCA 43.33 37.88 34.20



LPP 32.96 26.14 24.07



NPE 39.91 32.59 29.26



LDA 31.94 23.39 22.22



Unsupervised sparse coding



Supervised sparse coding



SSPC N p ¼ 4  4



31.23 27.84 26.77



30.91 27.41 26.42



21.50 15.45 11.73



Table 6 Face recognition error rates (%) for different algorithms on YaleB dataset. Here both gallery and probe images are misaligned. YaleB #



PCA



LPP



NPE



LDA



Unsupervised sparse coding



Supervised sparse coding



SSPC N p ¼ 4  4



G10P40 G20P30 G30P20



37.35 29.41 25.44



31.54 21.85 19.39



29.41 21.35 17.97



17.13 8.12 7.18



24.82 12.59 11.14



24.53 12.45 10.87



7.89 6.82 4.21



the images were taken against a dark homogeneous background with the subjects in an upright and frontal position. The Yale face database contains 165 grayscale images of 15 individuals with 11images per subject, one per different facial expression or conﬁguration: center-light, with/without glasses, happy, left-light, normal, right-light, sad, sleepy, surprised, and wink. The images are also manually cropped. The Extended YALE-B database contains 38 individuals and around 64 near frontal images under different illuminations per individual. All the images were taken against a dark homogeneous background with the subjects in an upright and frontal position. Note that all the images in these three datasets are normalized to 28-by-28 pixels.



4.2. Experiment setups Face recognition experiments are conducted on above three benchmark face datasets under two scenarios with or without spatial misalignments. Three groups of experiments are designed under different misalignment setups for gallery and probe sets: 1. Face recognition on probe images with spatial misalignments, and gallery images without spatial alignments. 2. Face recognition on probe images with spatial misalignments, and gallery images also with spatial misalignments.
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Fig. 4. Exemplary face images with partial image occlusions. Original image are displayed in the ﬁrst row. An 8-by-8 occlusion area is randomly generated as shown in the second row, and the bottom row shows the occluded face images.



Table 7 Face recognition error rates (%) for different algorithms on ORL dataset. Here the probe images suffer from both misalignments and occlusions, and the gallery images are misaligned. Yale # G2P8 G3P7 G4P6



PCA



LPP



62.43 57.02 54.54



NPE



65.29 61.86 59.94



LDA



59.69 58.10 55.93



63.30 63.10 58.16



Unsupervised sparse coding



Supervised sparse coding



SSPC N p ¼ 4  4



62.13 58.06 54.56



61.46 57.73 54.17



24.17 13.57 9.26



Table 8 Face recognition error rates (%) for different algorithms on YALE dataset. Here the probe images suffer from both misalignments and occlusions, and the gallery images are misaligned. Yale #



PCA



LPP



NPE



LDA



MAR



Unsupervised sparse coding



Supervised sparse coding



SSPC N p ¼ 4  4



G3P8 G4P7 G5P6



48.98 45.71 47.40



47.96 44.65 43.82



50.37 44.44 42.09



43.70 44.66 43.21



36.14 32.03 31.68



39.45 36.07 35.69



39.26 35.66 35.16



23.24 22.54 17.90



Table 9 Face recognition error rates (%) for different algorithms on YaleB dataset. Here the probe images suffer from both misalignments and occlusions, and the gallery images are misaligned. YaleB #



PCA



LPP



NPE



LDA



MAR



Unsupervised sparse coding



Supervised sparse coding



SSPC N p ¼ 4  4



G10P40 G20P30 G30P20



57.52 46.83 45.32



57.23 46.55 39.08



56.05 44.18 38.95



55.26 37.12 33.77



33.59 28.33 25.07



45.18 30.43 25.86



44.89 30.21 25.58



19.36 8.38 5.16



3. Face recognition on probe images with spatial misalignments and occlusions, and gallery images with spatial misalignments. For each dataset, we conduct experiments with various conﬁgurations for gallery and probe sets for the sake of statistical importance, denoted as ‘GaPb’ for which a images of each subject are randomly selected for gallery set and the remaining b images of each subject are used for probe set. More speciﬁcally, for ORL dataset, we randomly select 2, 3, 4 images from each subject as gallery data. For the Yale database, we randomly select 3, 4, 5 images from each subject as gallery data. For YaleB database, we randomly select 10, 20, 30 gallery images for each subject. All the remaining data are used for probe set. Random artiﬁcial misalignments are added to the gallery and/or probe samples. As aforementioned, in our algorithm, to mitigate the affect of noises in extracting patches at misaligned positions and scales, we throw away those patches near the image borders for the gallery images. At the same time, if the patches are too small, their representative capability shall be greatly degraded, and thus in the following experiments, we set the number of patches to be 4-by-4 for each probe image.



The unsupervised sparse coding based on global features is implemented for comparison. For a more comprehensive evaluation, SSPC is compared with those popular subspace learning algorithms including PCA, LDA, LPP and NPE, implemented in two versions with and without virtual samples. The nearest neighbor approach is used for ﬁnal classiﬁcation after dimensionality reduction for these algorithms. All possible dimensions of the ﬁnal lowdimensional representation are evaluated and the best results are reported. Here we use the mixed spatial misalignments to simulate the misalignments brought by the automatic face alignment process. In the mixed spatial misalignment conﬁguration, a rotation R 2 ½5 ; þ5 , a scaling S 2 ½0:95; 1:05, a horizontal shift T x 2 ½1; þ1, and a vertical shift T y 2 ½1; þ1 are randomly added to the images, which are then assumed to be spatially misaligned. 4.3. Experiment results 4.3.1. Only probe images are misaligned In these experiments, we assume that gallery images are well aligned while the probe images are spatially misaligned. To better understand the effect of virtual samples [13], the experiment
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results from the original gallery set and the gallery set containing virtual samples are both reported, denoted as‘‘o/w’’ in the result tables. The detailed comparison experiment results are listed in Tables 1–3 for these three datasets, from which we can have the following observations: (1) the recognition results from SSPC framework are consistently much better than those from all the competing algorithms; (2) the results from supervised sparse coding are a little better than those from unsupervised sparse coding; (3) the results from the original gallery set show to be generally worse than the corresponding results from the gallery set with virtual samples, and thus for the consequent experiments, we only report the results from the gallery set with virtual samples; and (4) on the ORL and Yale datasets, the performances of unsupervised sparse coding are not very good because the numbers of gallery samples are very small for each subject, while on the YaleB dataset, the performances of unsupervised sparse coding improve greatly, and are generally better than those of LDA. This shows that the conventional sparse coding algorithm is good under scenarios with large-scale dataset.



5. Conclusions



4.3.2. Both gallery and probe images are misaligned In these experiments, we further consider the scenario where spatial misalignments exist in both gallery and probe sets. We simulate this scenario by adding random artiﬁcial misalignments to all the gallery and probe images. The gallery/probe split setups are the same as those for the former experiments. The detailed comparison experiment results are listed in Tables 4–6 for these three datasets, from which we can observe that our SSPC again signiﬁcantly outperforms all the other competing algorithms, when gallery and probe images are both contaminated by spatial misalignments.
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4.3.3. Both Gallery and probe images are misaligned, and probe images are with occlusions In these experiments, we show that the proposed SSPC is robust to partial occlusions as well as misalignments. The gallery images are misaligned while the probe images are not only misaligned, but also occluded. Here, an 8-by-8 artiﬁcial occlusion area is generated at a random position for each probe image. Fig. 4 shows the exemplary face images with partial occlusions. The detailed comparison experiment results are listed in Tables 7–9 for these three datasets. From the listed results, we can observe that the recognition results from our algorithm are slightly worse than those from gallery images without image occlusions, while the other algorithms all greatly suffer from the affection of image occlusions. Another observation is that sparse coding related algorithms are generally better than subspace related algorithms in this scenario, which validates the capability of general sparse coding in handling image occlusions. To further evaluate the competitiveness of the proposed method, we compare its results with the algorithm introduced in [16]. It is also evaluated under this scenario, denoted as MAR. The conﬁguration is similar to the case with spatial misalignments, except that an 8-by-8 artiﬁcial occlusion area is generated at a random position for each probe image. Tables 8 and 9 list the comparison results. The recognition results are generally boosted from our formulation, and the improvement is more dramatic when the gallery sample number is small.



In this paper, we developed the SSPC, supervised sparse patch coding, framework towards a robust solution to the challenging face recognition task with considerable spatial misalignments and possible image occlusions. In this framework, each image is represented as a set of local patches, and the classiﬁcation of a probe image is achieved with the collective sparse reconstructions of the patches of the probe image from the patches of all the gallery images with the consideration of both spatial misalignments and the extra sparse enforcement on subject conﬁdences. SSPC naturally integrates the patch-based representation, supervised learning and sparse coding, and thus is superior to most conventional algorithms in term of algorithmic robustness. Acknowledgment This work was partially supported by National Nature Science Foundation of China (61100142, 90820013), Beijing Jiaotong University Science Foundation (No. 2011JBM219).
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