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TCSOM: Clustering Transactions Using Self-Organizing Map ZENGYOU HE , XIAOFEI XU and SHENGCHUN DENG Department of Computer Science and Engineering, Harbin Institute of Technology, 92 West Dazhi Street, P.O. Box 315, Harbin 150001, P. R. China. e-mail: [email protected], {xiaofei, dsc}@hit.edu.cn Abstract. Self-Organizing Map (SOM) networks have been successfully applied as a clustering method to numeric datasets. However, it is not feasible to directly apply SOM for clustering transactional data. This paper proposes the Transactions Clustering using SOM (TCSOM) algorithm for clustering binary transactional data. In the TCSOM algorithm, a normalized Dot Product norm based dissimilarity measure is utilized for measuring the distance between input vector and output neuron. And a modiﬁed weight adaptation function is employed for adjusting weights of the winner and its neighbors. More importantly, TCSOM is a one-pass algorithm, which is extremely suitable for data mining applications. Experimental results on real datasets show that TCSOM algorithm is superior to those stateof-the-art transactional data clustering algorithms with respect to clustering accuracy. Key words. clustering, self-organizing map, transactions, categorical data, data mining



1.



Introduction



Clustering algorithms partition a data set into several disjoint groups such that points in the same group are similar to each other according to some similarity metric. Recently, more attention has been put on clustering categorical data [1–21], where records are made up of non-numerical attributes. Fast and accurate clustering of categorical data has many potential applications in customer relationship management, e-commerce intelligence, etc. This work focuses on clustering binary transactional datasets. Binary data sets are interesting and useful for a variety of reasons [22]. They are the simplest form of data available in a computer and they can be used to represent categorical data. From a clustering point of view, they offer several advantages. There is no concept of noise like that of quantitative data, they can be used to represent categorical data and can be efﬁciently stored, indexed and retrieved [22]. Since all dimensions have the same scale, there is no need to transform the dataset. The Self-Organizing Map (SOM) is a robust form of an unsupervised Neural Network (NN), which was ﬁrst introduced by Teuvo Kohonen [23]. The creation of a SOM requires two layers of processing nodes: the ﬁrst is an input layer containing processing nodes for each component in the input vector; the second is an output 
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layer of processing nodes that is associated with those of the input layer. The number of processing nodes in the output layer is determined by programmer, and is based on the envisaged shape and size of the map, and on the number of independent inputs. There are also algorithms that can automatically grow a map to an ‘optimal size’. In a SOM network there are no hidden layers or hidden processing nodes. The SOM is a competitive NN. Thus, when the input is presented to the network, each output unit competes to match the input pattern. The output that is closest to the input pattern is declared the winner. The weights of the winning unit are then adjusted, i.e., moved in the direction of the input pattern by a factor determined by the learning rate. This is the basic nature of typical competitive NNs. The SOM differs from other unsupervised algorithms in that it creates a topological map based on patterns of correlated similarity. This map is dynamic and continually adjusts itself not only according to the winner’s weights, but also the weights of the output nodes in the neighborhood of the winning node. Thus the output nodes that start with randomized weight values slowly align themselves with one another based on perceived patterns of similarity in the input data. When an input pattern is presented, a neighborhood of nodes responds to the input pattern to see if it can match it. SOM networks have been successfully applied as a clustering method to numeric datasets [24, 25]. However, it is not feasible to directly apply SOM to transactional data. This paper aims at investigating the feasibility of clustering binary transactional dataset using SOM. In particular, we propose the Transactions Clustering using SOM (TCSOM) algorithm, which utilizes normalized Dot Product norm for measuring the distance between input vector and output neuron. The algorithm also uses a modiﬁed weight adaptation function for adjusting the weights of the winner and its neighbors. More importantly, TCSOM is a one-pass algorithm, which is extremely suitable for data mining applications. The remainder of this paper is organized as follows. Section 2 presents a review on related work. Section 3 introduces basic concepts about SOM clustering. In Section 4, we present the TCSOM algorithm. Experimental results are given in Section 5 and Section 6 concludes the paper.



2.



Related Work



A few algorithms have been proposed in recent years for clustering categorical data [1–21]. In [1], the problem of clustering customer transactions in a market database is addressed. STIRR, an iterative algorithm based on non-linear dynamical systems is presented in [2]. The approach used in [2] can be mapped to a certain type of non-linear systems. If the dynamical system converges, the categorical databases can be clustered. Another recent research [3] shows that the known dynamical systems cannot guarantee convergence, and proposes a revised dynamical system in which convergence can be guaranteed. K-modes, an algorithm extending the k-means paradigm to categorical domain is introduced in [4–5]. New dissimilarity measures to deal with categorical data is
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conducted to replace means with modes, and a frequency based method is used to update modes in the clustering process to minimize the clustering cost function. Based on k-modes algorithm, Jollois and Nadif [6] proposes an adapted mixture model for categorical data, which gives a probabilistic interpretation of the criterion optimized by the k-modes algorithm. A fuzzy k-modes algorithm is presented in [7] and tabu search technique is applied in [8] to improve fuzzy k-modes algorithm. An iterative initial-points reﬁnement algorithm for categorical data is presented in [9]. The work in [19] can be considered as the extensions of k-modes algorithm to transaction domain. In [10], the authors introduce a novel formalization of a cluster for categorical data by generalizing a deﬁnition of cluster for numerical data. A fast summarization based algorithm, CACTUS, is presented. CACTUS consists of three phases: summarization, clustering, and validation. ROCK, an adaptation of an agglomerative hierarchical clustering algorithm, is introduced in [11]. This algorithm starts by assigning each tuple to a separated cluster, and then clusters are merged repeatedly according to the closeness between clusters. The closeness between clusters is deﬁned as the sum of the number of ‘links’ between all pairs of tuples, where the number of ‘links’ is computed as the number of common neighbors between two tuples. In [12], the authors propose the notion of large item. An item is large in a cluster of transactions if it is contained in a user speciﬁed fraction of transactions in that cluster. An allocation and reﬁnement strategy, which has been adopted in partitioning algorithms such as k-means, is used to cluster transactions by minimizing the criteria function deﬁned with the notion of large item. Following the large item method in [12], a new measurement, called the small-large ratio is proposed and utilized to perform the clustering [13]. In [14], the authors consider the item taxonomy in performing cluster analysis. While the work [15] proposes an algorithm based on ‘caucus’, which is ﬁne-partitioned demographic groups that is based the purchase features of customers. Squeezer, a one-pass algorithm is proposed in [16]. Squeezer repeatedly read tuples from dataset one by one. When the ﬁrst tuple arrives, it forms a cluster alone. The consequent tuples are either put into an existing cluster or rejected by all existing clusters to form a new cluster according to the given similarity function. COOLCAT, an entropy-based algorithm for categorical clustering, is proposed in [17]. Starting from a heuristic method of increasing the height-to-width ratio of the cluster histogram, the authors in [18] develop the CLOPE algorithm. Cristofer and Simovici [20] introduce a distance measure between partitions based on the notion of generalized conditional entropy and a genetic algorithm approach is utilized for discovering the median partition. In [21], the authors formally deﬁne the categorical data clustering problem as an optimization problem from the viewpoint of cluster ensemble, and apply cluster ensemble approach for clustering categorical data.
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Self-Organizing Map (SOM) Clustering



The SOM network typically has two layers of nodes, the input layer and the output layer (Kohonen layer). The input layer is fully connected to a two-dimensional output layer. The input nodes form a vector, which has the same length as the input vector. During the training process, input data are fed to the network through the processing nodes in the input layer. An input pattern x is denoted by a vector of length n as: x = (x1 , x2 , . . . , xn ), where xi is ith input signal in the input pattern and n is number of input signals in each input pattern. The output layer is usually a two-dimensional vector/array of M nodes (M = R × C). Since each node in the two-dimensional output layer could be uniquely determined by its position, we can transform the two-dimensional vector into a one-dimensional vector of length M. For the convenience of description, we use an only index to refer to an output node. An input pattern is simultaneously incident on the nodes of the two-dimensional output layer. Associated with each node j in the output layer, is a weight vector (its length is also n), denoted by wj = (w1j , w2j , . . . , wnj ), where wij is the weight value associated with node j corresponding to the ith signal of an input vector. Figure 1 presents an example of SOM network. The algorithm for the SOM has no difference to the standard neural network algorithm: initial weight assignment and iterative training. For initial weight assignment, three methods are frequently used: random initialization, which assigns random values to the weight vectors; (random) sample initialization, which randomly chooses sample vectors to assign to the weight vectors; and linear initialization, where the weight vectors are initialized in an orderly fashion along the linear subspace spanned by the two principle eigenvectors of the input data set. For iterative training, the winner (suppose node j is the winner) among output nodes for the input pattern is ﬁrst located. The winner is determined by a function over the weight vector and the input vector. The function often used is the



Figure 1. Self-organizing map (Image Source: http://www.cies.staffs.ac.uk/somview/som-vect.gif).
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Euclidean distance in traditional SOM. Then, the weight vectors of other nodes around this node j are updated by the following formula: wit+1 = wit + α(t) ∗ D(t, i, j ) ∗ (x t − wit )



(1)



In this formula, wit and wit+1 are the weight vectors of output node i at time t and t + 1. α(t) is called learning speed function. Generally it is a monotonous decreasing function of t (e.g. α(t) = A/(t + B)). D(t, i, j ) is the neighborhood function, where i and j are neurons in output layer. The reason that function D takes parameter t is that the radius of neighborhood usually is shrinking as time goes by. Two forms of neighborhood function are often used: the bubble function, which equals to 1 within the neighborhood of j and 0 elsewhere; and the Gaussian function, which is a little more accurate but involves a lot more computation (see below).   dist(i, j ) D(t, i, j ) = exp − (2) 2σ 2 (t) where dist(i, j ) is the topological distance between node i and node j , and σ (t)decreases monotonically with time t.



4.



The TCSOM Algorithm



The TCSOM algorithm is a scalable algorithm for clustering transactions with only one-pass over the dataset. For initial weight assignment, the TCSOM algorithm selects the ﬁrst Minput vectors (M is the number of output nodes) from the dataset to construct initial weight vector for each output node, i.e., initial weight vector is set to be the input vector initially assigned. In this way, they are input into distinct clusters. Moreover, we have a variable ck to represent the times of the output node k being identiﬁed as a winner so far. In this phase, ck is initialized by 1 for 1  k  M. For each consequent input pattern x = (x1 , x2 , . . . , xn ), its distance to an output node k (denoted by its weight vector wk = (w1k , w2k , . . . , wnk )) is computed using the following formula:   n  dist(x, wk ) = 1 − xi ∗ wik /(n ∗ ck ) (3) i=1



In formula (3), n is the number of dimensions of input vector and ck represents the times of the output node k being identiﬁed as a winner so far. The reason for formulating the dissimilarity function over the weight vector and the input vector as (3) is based on the following considerations: (1) In binary 0-1 data, ‘1’ indicates the existence of an item or a categorical attribute value. Hence, our attempt is to ﬁnd clusters with higher density of ‘1’.
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The weight value wik is proportional to the number of ‘1’ contained in data patterns’ ith component in the kth cluster (the weight updating rule will be discussed later). Thus, wik /ck approximately represents the density of ‘1’ on the ith component of the cluster. From this viewpoint, xi ∗ (wik /ck ) is the similarity between input vector x and weight vector wk on the ith component. Considering all comn n ponents simultaneously, we get i=1 (xi ∗ (wik /ck ))/n = ( i=1 xi ∗ wik )/(n ∗ ck ) to measure the similarity between x and wk . Hence, formula (3) is derived as the distance function. (2) Besides what we have mentioned in the above point (1), introducing ck in formula (3) can prevent putting all the input vectors into a single cluster. That is, without ck in formula (3), there will be a highly possibility to put remaining input vectors into a cluster with very large size. On the other hand, one may think that introducing ck in formula (3) will produce clusters with similar size. Empirical results in experimental section show that our algorithm can produce signiﬁcantly varied clusters with respect to the size of cluster. After computing the distances between x and all the weight vectors, we have to ﬁnd the best-matching output neuron. The winner node, denoted here by j , is the output node with weight vector closed to x: dist(x, wj ) =



min{dist(x, wk )} k



(4)



For winner training, the weight vectors of those nodes around node j are updated by the following formula: wit+1 = wit + α(t)∗ D(t, i, j )∗ x t



(5)



In formula (5), wit and wit+1 are the weight vectors of output node i at time t and t + 1. In our current implementation, from the viewpoint of efﬁciency, we let  1 if (i = j ) D(t, i, j ) = (6) 0 if (i = j ) and α(t) =



1 . t +1



(7)



The neighborhood function (6) used is a bubble function with radius of neighborhood equals to 0. More precisely, it means that only weight vector of the winner, node j , is updated. Since we use a single-pass over the dataset, hence t = 0. That is, α(t) = 1. Therefore, the weight adaptation function (5) could be re-formulated as: wjt+1 = wjt + x t



(8)



In formula (8), weight vector of the winner node j is updated by the sum of x t and wjt .
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Meanwhile, we output j as the cluster label of this input vector and increment cj by 1. Apparently, after one scan over the dataset, input patterns are distributed into corresponding clusters. Therefore, TCSOM algorithm is very efﬁcient in handling large transactional datasets. In the following, we present the time and space complexities of the TCSOM algorithm in detail. The time and space complexities of the TCSOM algorithm depend on the size of dataset (m), the number of dimensions (n) and the number of output nodes (M). For each input vector, computing its distances to all output nodes needs O (n*M) operations, hence, the algorithm has time complexity O (m ∗ n ∗ M). The algorithm only needs to store M weight vectors (i.e., n ∗ M weight values) and M variables (each variable is used for remembering the size of a single cluster) in main memory, so the space complexity of our algorithm is O (n ∗ M). From the above analysis, we can see that the TCSOM algorithm is especially qualiﬁed for clustering binary data streams [22]. In the data stream model, data points can only be accessed in the order of their arrivals and random access is not allowed. The space available to store data streams is often not enough because of the volume of unbounded streaming data points. To process high volume, openended data streams, an algorithm has to meet some stringent criteria. In [26], Domingos presents a series of designed criteria for such algorithm, which are summarized as follows: 1. The time needed by the algorithm to process each data record in the stream must be small and constant; otherwise, it is impossible for the algorithm to catch up the pace of the data. 2. Regardless of the number of records the algorithm has seen, the amount of main memory used must be ﬁxed. 3. It must be a one-pass algorithm, since in most applications, either the data is still not available, or there is no time to revisit old data. 4. It must have the ability to make a usable model available at any time, since we may never meet the end of the stream. 5. The model must be up-to-date at any point in time, that is to say, it must keep up with the changes of the data. From the description and analysis on TCSOM algorithm, it is easy to see that it achieves all the ﬁve criteria. Hence, it is also a qualiﬁed streaming clustering algorithm for binary data streams.



5.



Experimental Results



A performance study has been conducted to evaluate our method. In this section, we describe those experiments and the results. We ran our algorithm on real-life datasets obtained from the UCI Machine Learning Repository [27] to test its clustering performance against other algorithms.
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real life datasets and evaluation method



We experimented with two real-life datasets: the Congressional Votes dataset and the Mushroom dataset, which were obtained from the UCI Machine Learning Repository [27]. Now we will give a brief introduction about these datasets. • Congressional Votes Dataset: It is the United States Congressional Voting Records in 1984. Each record represents one Congressman’s votes on 16 issues. All attributes are Boolean with Yes (denoted as y) and No (denoted as n) values. A classiﬁcation label of Republican or Democrat is provided with each record. The dataset contains 435 records with 168 Republicans and 267 Democrats. • The Mushroom Dataset: It has 22 attributes and 8124 records. Each record represents physical characteristics of a single mushroom. A classiﬁcation label of poisonous or edible is provided with each record. The numbers of edible and poisonous mushrooms in the dataset are 4208 and 3916, respectively. Validating clustering results is a non-trivial task. In the presence of true labels, as in case of the data sets we used, the clustering accuracy for measuring the clustering results was computed as follows. Given the ﬁnal number of clusters, k, clus tering accuracy r was deﬁned as: r = ki=1 ai /n, where n is the number of records in the dataset, ai is the number of instances occurring in both cluster i and its corresponding class, which had the maximal value. In other words, ai is the number of records with the class label that dominates cluster i. Consequently, the clustering error is deﬁned as e = 1 − r. 5.2.



experiment design



We studied the clustering found by four algorithms, our TCSOM algorithm, the Squeezer algorithm introduced in [16], the GAClust algorithm proposed in [20] and ccdByEnsemble algorithm in [21]. Until now, there is no well-recognized standard methodology for categorical data clustering experiments. However, we observed that most clustering algorithms require the number of clusters as an input parameter, so in our experiments, we cluster each dataset into different number of clusters, varying from 2 to 9. For each ﬁxed number of clusters, the clustering errors of different algorithms were compared. In all the experiments, except for the number of clusters, all the parameters required by the ccdByEnsemble algorithm are set to be default as in [21]. The Squeezer algorithm requires only a similarity threshold as input parameter, so we set this parameter to a proper value to get the desired number of clusters. For the GAClust algorithm, we set the population size to be 50, and set other parameters to their default values1 . 1 The



source codes for GAClust are public available at: http://www.cs.umb.edu/∼dana/GAClust/index.html. The readers may refer to this site for details about other parameters.
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Figure 2. Clustering error versus different number of clusters (votes dataset).



Table I. Relative performance of different clustering algorithms (votes dataset). Ranking



1



2



3



4



Average clustering error



Squeezer



0



2



1



5



0.163



GAClust



0



3



2



3



0.136



ccdByEnsemble



0



4



4



0



0.115



TCSOM



8



0



0



0



0.079



Moreover, since the clustering results of TCSOM algorithm, ccdByEnsemble algorithm and Squeezer algorithm are ﬁxed for a particular dataset when the parameters are ﬁxed, only one run is used in the three algorithms. The GAClust algorithm is a genetic algorithm, so its outputs will differ in different runs. However, we observed in the experiments that the clustering error is very stable, so the clustering error of this algorithm is reported with its ﬁrst run. In summary, we use one run to get the clustering errors for all the four algorithms. 5.3.



clustering results on congressional voting (votes) data



Figure 2 shows the results on the votes dataset of different clustering algorithms. From Figure 2, we can summarize the relative performance of these algorithms as Table I. In Table I, the numbers in column labelled by k (k = 1, 2, 3 or 4) are the times that an algorithm has rank k among the four algorithms. For instance, in the eight experiments, Squeezer algorithm performed second best in two cases, that is, it is ranked 2 for two times. Compared to the other three algorithms, the TCSOM algorithm performed best in all cases. And the average clustering error of the TCSOM algorithm was signiﬁcantly smaller than that of other algorithms. Thus, the clustering performance of TCSOM on the votes dataset is superior to all other three algorithms. In Table II, a description with respect to cluster’s size on the clusters produced by TCSOM is given.
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Table II. The distribution of cluster’s size (votes dataset). Number of clusters 2 The distribution of cluster’s size



234,201



3



4



5



6



7



8



9



228,190



214,165



210,160



207,156



206,144



205,143



205,134



17



42,14



27,25



36,17



32,19



21,17



30,12



13



12,7



4,14



16,15



12,11



6



12,6



8,7,6



Some important observations from Table II are summarized as follows: (1) TCSOM algorithm can produce signiﬁcantly varied clusters with respect to the size of cluster. It emprically veriﬁed the fact that distance function used in TCSOM is not biased for producing clusters with similar size. Furthermore, it is very natural to conlude that TCSOM algorithm is also suitable for clustering datasets with unbalanced class distribution. (2) Another important observation is that, although the number of clusters is varied from two to nine, there are always two ‘bigger’ clusters in the clustering output of TCSOM. By examining these two ‘bigger’ clusters (the size of ﬁrst one is always larger than 200 and the the size of second one is ranged from 201 to 134), we found that the ﬁrst one is made up of Democrats in majority and the second one mainly is made up of Republicans. This observation reveals that TCSOM is robust to the input number of clusters in ﬁnding the true clustering structures from underlying dataset, which is very important when the true number of clusters is unknown or hard to determine. (3) By examining those data in extremely small clusters, it is found that most of them are outliers. Hence, as a by-product of cluster analysis, we can utilize TCSOM for detecting outliers by considering data objects in extremely small clusters as outliers. Related researches [28, 29] on outlier detection have empirically veriﬁed the effectiveness of such clustering-based outlier detection method. Since the TCSOM algorithm is a one-pass algorithm, we test the sensitivity of our algorithm to the order used to present the items to the network. To ﬁnd out how the input sequence of data affects the TCSOM algorithm, we produced ﬁve new datasets where each input vector is placed randomly. Thus, by executing TCSOM on these datasets, we can get the results with different input orders. In the experiments, the number of clusters is ranged from 2 to 5. Firstly, experiments were conducted to see the impact on the clustering accuracy. As Figure 3 shows, clustering errors with different input orders didn’t change
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Figure 3. Clustering error versus different input orders (votes dataset).



signiﬁcantly, which gives the evidence that the processing order of input vectors does not has a major impact on the clustering error. With a careful analysis of the clustering results with different processing order, it reveals the fact that two ‘bigger’ clusters (just as discussed before) are relatively stable, i.e., the clustering results are approximately same except for the movement of some data objects from one cluster to another. Hence, experimental results on this dataset provide us hints on the algorithm’s robustness with respect to input order.



5.4.



clustering results on mushroom data



The experimental results on the mushroom dataset are described in Figure 4, and the relative performance of those algorithms is summarized in Table III. As shown in Figure 4 and Table III, our algorithm beats all the other algorithms in average clustering error. Furthermore, although the TCSOM algorithm didn’t always perform best on this dataset, it performed best in ﬁve cases and never performed worst. That is, TCSOM algorithm performed the best in majority of the cases. Table IV presents the distribution of cluster’s size on the mushroom dataset. Apparently, on this dataset, TCSOM algorithm also produces clusters with signiﬁcantly varied size. In particular, combining two or more clusters in the clusterings with larger number of clusters will approximately result in a clusterings



Table III. Relative performance of different clustering algorithms (mushroom dataset). Ranking
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Table IV. The distribution of cluster’s size (mushroom dataset). Number of clusters 2
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Figure 4. Clustering error versus different number of clusters (mushroom dataset).



with smaller number of clusters. That is, TCSOM is robust to the input number of clusters in ﬁnding meaningful clustering results. Figure 5 describes the order sensitivity test on the mushroom dataset. As Figure 5 shows, on average, clustering errors with different input orders are relatively stable.
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Figure 5. Clustering error versus different input orders (mushroom dataset).
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summary



The above experimental results on the two datasets demonstrate the effectiveness of TCSOM algorithm. One may argue that the results cannot precisely reﬂect that our method has better performance. However, from those results, we are conﬁdent to claim that our method could provide at least the same level of performance as other popular methods.



6.



Conclusions



In this paper, we propose a SOM based clustering algorithm called TCSOM for binary transactional data. Empirical evidences show that our method is effective in practice. Furthermore, the TCSOM algorithm is especially suitable for cluster analysis in data stream applications. The executable program of TCSOM is available for free download at: http:// software.hit.edu.cn/home/zengyouhe/software/TCSOM.html
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