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Making things right: the true consequences of decision theory in epistemology Richard Pettigrew November 9, 2015 In his 1999 paper, ‘A Nonpragmatic Vindication of Probabilism’, James M. Joyce introduced a new style of argument by which he hopes to establish the principles of rationality that govern our credences (Joyce, 1998).1 In that paper, he used this new style of argument to offer a novel vindication of Probabilism, the principle that says that it is a requirement of rationality that an agent’s credence function — which takes each proposition about which she has an opinion and assigns to it her credence in that proposition — is a probability function.2 His argument might be reconstructed as follows: According to Joyce, there is just one epistemically relevant source of value for credences — it is their accuracy, where we say that a credence in a true proposition is more accurate the higher it is, while a credence in a false proposition is more accurate the lower it is. Following Alvin Goldman (1999), we might call this claim credal veritism. Joyce then characterizes the legitimate ways of measuring the accuracy of a credence function at a given world. And he proves a mathematical theorem that shows that, whichever of the legitimate ways of measuring accuracy we use, if a credence function violates Probabilism — that is, if it is not a probability function — then there is an alternative credence function that assigns credences to the same propositions and that is more accurate than the original credence function at every possible world. Joyce then appeals to the decision-theoretic principle of dominance, which says if one option has greater value than another at every possible world, then the latter option is irrational. In combination with the mathematical theorem and the monist claim about the epistemically relevant sources of value for credences, which we have called credal veritism, the dominance principle entails Probabilism. Thus, Joyce’s argument has two substantial components besides the mathematical theorem: (i) a precise account of the epistemically relevant value of credal states; (ii) a decision-theoretic principle. This suggests a general argument strategy: pair a mathematically-precise account of epistemically-relevant value for credences with a decision-theoretic principle and derive principles of credal rationality. Since that original paper, this argument strategy has been adapted to provide arguments for other principles, such as Conditionalization and the Reflection Principle (Greaves & Wallace, 2006; Easwaran, 2013; Huttegger, 2013), the Principal Principle (Pettigrew, 2012, 2013), and the Principle of Indifference (Pettigrew, 2014). For an overview, see Pettigrew (taa). In each case, the first premise — that is, the account of epistemically-relevant value for credences — remains unchanged, but the second premise — the decision-theoretic principle — changes. In this paper, I’d like to consider an objection to Joyce’s argument strategy that was raised originally by Hilary Greaves (2013).3 In section 1, I state Greaves’ objection; in section 2, I con1 An agent’s credence in a proposition is the strength of her belief in that proposition; it is her degree of belief or confidence in it. 2 A credence function is a probability function if (i) it assigns 0 to contradictions and 1 to tautologies, and (ii) the credence it assigns to a disjunction is the result of summing the credence it assigns to each disjunct and subtracting the credence it assigns to their conjunction. 3 It is related to an objection that Roderick Firth raised against Alvin Goldman’s reliabilism (Firth, 1998). That objection
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sider what I take to be the most promising existing response to it, given by Konek & Levinstein (ms), and conclude that it doesn’t work; in section 3, I offer my own response to the objection.
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Greaves’ objection to Joyce



There are essentially two stages to Greaves’ objection. The first stage claims that the scope of Joyce’s argument — and indeed, all arguments that use the same strategy — is much more limited than he takes it to be. One response to this might be simply to limit the ambitions of this style of argument so that their conclusions fit within the scope that Greaves delineates. The second stage of the objection seeks to remove the possibility of that response: it claims that the argument strategy itself fails; it shows this by giving other versions of the argument strategy that establish intuitively wrong conclusions about credal rationality. Let us begin with the first part of Greaves’ objection. Its target is the following decisiontheoretic principle, upon which Joyce’s argument for Probabilism turns. We state it in full generality: Naive Dominance Suppose O is a set of options, W is the set of possible worlds, and U is a utility function, which takes an option o from O and a world w from W and returns the utility U(o, w) of o at w. Now, suppose o, o 0 are options in O . Then, if U(o, w) < U(o 0 , w), for all w in W , then o is irrational. In standard practical decision theory, the options will be the actions that are available to the agent. For us, the options will be the possible credence functions. In other contexts, they might be scientific theories, for instance, as for Maher (1993). The framework is general enough to cover many different sorts of thing the rationality of which we would like to assess. Now, in practical decision theory — where the options are actions — it is well known that Naive Dominance is false. It holds only when the options in question do not influence the way the world is. Here’s an example to show why it needs to be restricted in this way: Driving Test My driving test is in a week’s time. I can choose now whether or not I will practise for it. Other things being equal, I prefer not to practice. But I also want to pass the test. Now, I know that I won’t pass if I don’t practise, and I will pass if I do. Here is my decision table: Practise Don’t Practise



Pass 10 15



Fail 2 7



According to Naive Dominance, it is irrational to practise, because whether I pass or fail, I will prefer not practising. But that’s clearly bad reasoning. And it is bad reasoning because the options themselves determine which world will end up holding, and each option determines that a different world will hold. Thus, instead of comparing the two options at each world, we should compare them at each world at which they are adopted. Thus, we should compare the utility of practising at a world at which I pass — that is, 10 utiles — with the utility of not practising at a world at which I fail — that is, 7 utiles. Since the former exceeds the latter, it is irrational not to practise. The point is that, in situations like this, the following decision-theoretic principle applies: Causal Dominance Suppose O is a set of options, W the set of worlds, and U the utility function, as before. Now, suppose o, o 0 are options in O . And suppose X and X 0 are the strongest propositions such that o ,→ X and o 0 ,→ X 0 .4 Then, if U(o, w) < U(o 0 , w0 ), for all worlds w in which X is true and w0 in which X 0 is true, then o is irrational for an agent who knows both of the subjunctive conditionals. has been refined and deployed against other positions by Jenkins (2007); Berker (2013b,a); Carr (ms); Elstein & Jenkins (ta). 4 Here, we write ‘A ,→ B’ to mean If A were the case, then B would be the case. That is, ‘,→’ is the subjunctive conditional.
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That is, an option is ruled irrational if there is another option that is guaranteed to bring about more utility. Now, the restricted version of Naive Dominance — the version on which we apply the principle only to options that do not influence the states of the world — follows from Causal Dominance. For in the cases to which the restricted version applies, the strongest proposition that o makes true is the tautology, and similarly for o 0 . Thus, Naive Dominance applies in that restricted situation. And, Greaves concludes, Joyce’s argument will thus also have this limited range of application. That is, it will establish Probabilism only for agents whose credences have no influence on the way the world is that is relevant to the truth values of the propositions to which they assign credences. Thus, the first part of Greaves’ objection is simply this: Joyce’s argument establishes Probabilism only in certain cases, namely, those in which the credal state of the agent does not influence the truth of the propositions on which her credences are defined. Now, if this were the full extent of the objection, we might be willing to bite the bullet. After all, in nearly all cases of interest, the condition is satisfied. Much Bayesian epistemology is carried out in the interests of understanding rational principles for reasoning in science; and there our credences have no impact upon the truth of the propositions to which we assign those credences. However, there is a second part to Greaves’ objection. Joyce’s strategy is to give an account of epistemically relevant value — it is accuracy and only accuracy — and then apply decisiontheoretic principles to establish principles of credal rationality. The second part of Greaves’ objection is that this strategy cannot establish any such principles because, when applied to certain situations — situations of the sort to which Causal Dominance applies, but Naive Dominance does not — it produces conclusions that are counterintuitive and therefore false. The idea is that a particular instance of an argument strategy cannot on its own establish a conclusion if other instances of that same argument strategy have conclusions that are false. It’s a proves-too-much objection. Compare: Naive utilitarianism entails that a wealthy European should give money to charity, but it does not establish this conclusion. Why? Because naive utilitarianism also entails that you should harvest the organs of a single innocent person to save the lives of some number of people, and you should not do that. Here’s the sort of example that Greaves has in mind — this particular case is adapted from an example given by Michael Caie. Basketball 1 Rachel has credences only in two propositions, B and its negation B, where B = There will be a basketball in the garage five minutes from now. But Rachel’s mischievous older sister Anna, who is in possession of the only basketball in the vicinity, is out to thwart her younger sister’s accuracy. Anna will put a basketball in the garage five minutes from now if, and only if, Rachel’s credence now that there will be a basketball in the garage five minutes from now is less than 0.5. That is, Anna will make it so that B is true iff Rachel’s credence in B is less than 0.5.5 And Rachel knows all of this. This example is an epistemic analogue of Driving Test. Suppose c and c0 are two possible credence functions, both defined on B and B, that Rachel might adopt. Then, just as we should not assess the utility of the possible actions Practise and Don’t Practise at both the Pass-world and the Fail-world and then ask whether one is better than the other at both, it seems that we also should not assess the accuracy of c and c0 at both the B-world and the B-world and ask whether one is more accurate than the other at both. After all, just as practising my driving rules out the Fail-world and not practising rules out the Pass-world, so Rachel having credence function c will rule out one of the worlds — it will rule out the B-world if c( B) ≥ 0.5, and it will rule out the B-world if c( B) < 0.5. And similarly for c0 . So, instead, we should compare the accuracy of c at the world it leaves open if adopted with the accuracy of c0 at the world it leaves open if adopted. Thus, we are not in one of the situations in which the restricted version of Naive Dominance applies; we should instead use Causal Dominance. Or so says Greaves’ objection. 5 Thus,



if c R is Rachel’s credence function, we have: (i) c R ( B) < 0.5 ,→ B; and (ii) c R ( B) ≥ 0.5 ,→ B.
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Now, it is easy to see that, in this case, Causal Dominance entails that all but the following credence function are irrational for Rachel: c† ( B) = 0.5, c† ( B) = 1. The reason is that the set up of the case ensures that, however Rachel picks her credence in B, she knows whether it is less that 0.5 or not, and so she can then set her credence in B in such a way as to make it perfectly accurate. So, to maximise the accuracy that her credence function will bring about, she need only find a way to pick her credence in B so that it will be as accurate as it can be. The set up of the case prevents her from having a credence in B that enjoys full accuracy, but setting her credence in B to 0.5 provides greatest accuracy amongst the options available to her — any higher and B would still be false, but her credence in it would be higher; any lower and B would then be true, but then the credence would be further from 1 than 0.5 is from 0.6 However, c† violates Probabilism: the credences it assigns to B and B sum to 1.5, whereas Probabilism demands that they sum to 1. So, by Joyce’s mathematical theorem, it is accuracy dominated: that is, there is an alternative credence function c∗ that is more accurate than c† whether or not there is a basketball is in the garage.7 However, just as the fact that not practising in Driving Test has greater utility than practising whether or not I pass does not render practising irrational, so the fact that c∗ is more accurate than c† whether or not there is a basketball in the garage does not render c† irrational. After all, any such accuracy-dominating credence function is less accurate at any world in which it is Rachel’s credence function than c† is at any world in which it is Rachel’s credence function. So the decision-theoretic principle that applies in this situation — namely, Causal Dominance — does not rule c† out as irrational, while it does in fact rule c∗ out as irrational, and similarly for all other credences functions besides c† . Now, according to Greaves, c† is intuitively rationally prohibited, while c∗ is intuitively rationally permitted. Thus, this particular application of Joyce’s argument strategy issues in a conclusion that is intuitively wrong. For this reason, Greaves concludes that, absent a principled distinction between this instance of Joyce’s argument strategy and the sort of instance to which Joyce appeals, no such instance of that strategy establishes its conclusions, including the instances mentioned in the introduction that purport to establish Probabilism, Conditionalization, the Reflection Principle, the Principal Principle, and the Principle of Indifference.8
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Konek and Levinstein’s response to Greaves



Konek & Levinstein (ms) offer a response to Greaves’ objection. According to them, whether we must restrict the Naive Dominance principle or not depends on the nature of the options whose rationality we are using it to assess. If those options are possible practical actions — such as the actions of practising or not practising, as in Driving Test — then, they say, we are right to restrict its application to those cases in which the options do not influence the way the world is. Indeed, in those cases, they say, it is correct to use Causal Dominance instead. If, on the other hand, the options whose rationality we are assessing are credal states, as in Basketball 1, then there is no need to restrict Naive Dominance — it applies, Konek and Levinstein contend, even when the credal states we are assessing influence the state of the world. Thus, they say that, in Basketball 1, c† is irrational, because, as Joyce’s mathematical theorem shows, there are credence functions — such as c∗ — that are more accurate than c† regardless of whether B is true or false. To justify their different treatment of practical actions, on the one hand, and credal states, on the other, Konek and Levinstein point to the well-known thesis that beliefs — indeed, doxastic states more generally — have a different “direction of fit” from desires — or, at least, actions as the mechanism by which we try to fulfil those desires. Beliefs, so this thesis goes, have a 6 This conclusion is based on very minimal assumptions about measures of accuracy: (i) only credence 1 in a truth or 0 in a falsehood have maximal accuracy; (ii) the accuracy of credence r in a truth is the same as the accuracy of credence 1 − r in a falsehood. 7 If we measure accuracy using the Brier score, then the credence function c∗ ( B ) = 0.25, c∗ ( B ) = 0.75 is one of the many that accuracy dominates c† . 8 The instances of the argument strategy that purport to establish these principles do not appeal to Naive Dominance; but they do appeal to other decision-theoretic principles that, like Naive Dominance, are only true in those cases in which the options involved do not influence the way the world is.
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mind-to-world direction of fit, whereas desires and the actions that seeks to fulfill them have a world-to-mind direction of fit (Anscombe, 1957). As it stands, this slogan is too metaphorical. Konek and Levinstein make it precise by giving it the sort of evaluative reading that Anscombe herself suggests. We evaluate actions according to their success at changing the world to bring it into line with the desires that they attempt to fulfil; but we evaluate beliefs according to their success at representing the world as it is. That is, we consider an action to have done better the closer it has brought the world in line with our desires; but we consider a belief to have done better the closer it has brought itself in line with the way the world is. Condensing Konek and Levinstein’s discussion a little, this claim is spelled out formally as follows. Suppose I have probability function p, and I am evaluating option o from that doxastic point of view. We know the value of o relative to a given possible world w — it is U(o, w). But what about its value relative to p? If o is an option, such as an action, that has world-to-mind direction of fit, Konek and Levinstein say that I should assign it value as follows: VpCDT (o ) :=



∑



p(w||o )U(o, w)



w∈W



where p(w||o ) is the probability of world w on the subjunctive supposition that o is chosen. The reason is that I value o for its ability to bring about good outcomes — that’s why I weight the utilities of o given the different ways the world might be by p(w||o ), which we might think of as the power of o to bring about w. Now, notice that this is the causal decision theorist’s account of the value of an option o relative to a probability function p, hence the ‘CDT’ in the subscript (Joyce, 1999). We will call this the CDT Account of Value (or CDT for short). Now, given an account of the value of options relative to probability functions — any such account, the casual decision theorist’s or some other — we have a basic principle of decision theory that relates those values to ascriptions of (ir)rationality: Value-Rationality Principle Suppose O is a set of options, W the set of worlds, and U the utility function, as before. And suppose p is a probability function. Now suppose o, o 0 are options in O . Then, if the value of o relative to p is less than the value of o 0 relative to p, then o is irrational for an agent with credence function p. Now, notice that the principle Causal Dominance that we introduced above is a consequence of Value-Rationality Principle + CDT. If our agent knows that o ,→ X, and X is false at w, then p(w||o ) = 0; so the utility of o at w makes no contribution to VpCDT (o ). Thus, if o has lower utility at all worlds that it doesn’t rule out than o 0 has at all worlds that it doesn’t rule out, then for any probability function p that reflects the known causal structure of the situation, VpCDT (o ) < VpCDT (o 0 ). So o is irrational for someone with credence function p. And thus o is irrational, regardless of credence function. This is Konek and Levinstein’s account of the value of an option relative to a probability function for options that have world-to-mind direction of fit. Here is Konek and Levinstein’s account of the value of an option for options that have mindto-world direction of fit. If o is such an option, and p is my probability function, I should assign it value as follows: VpNDT (o ) := ∑ p(w)U(o, w) w∈W



In this account of value, the ability of the option to bring about worlds is not taken into account. The reason is that, given their evaluative reading of the direction-of-fit considerations, option o is not valued for its ability to bring about better outcomes; it is valued for its ability to reflect the way the world is. This is the naive decision theorist’s account of the value of an option, which we call NDT Account of Value (or NDT for short). In this case, we note that unrestricted Naive Dominance is a consequence of Value-Rationality Principle + NDT. Thus, Konek and Levinstein’s claim that Naive Dominance need not be restricted when the options are credence functions or other doxastic states follows from their different accounts of how to value options with different directions of fit — namely NDT and CDT — together with their claim that doxastic states, such as credences, have mind-to-world direction of fit. If they are 5



right, both parts of Greaves’ objection are answered: we need not restrict the application of Naive Dominance in Joyce’s vindication of Probabilism, and thus we need not restrict the conclusion; and the apparently counterintuitive consequences of certain instances of Joyce’s argument strategy are not consequences of those instances after all, whether or not they are counterintuitive. Unfortunately, I don’t think Konek and Levinstein can be right. This is for two reasons. The first might be called the stoicism objection; the second the normative force objection. Let’s begin with the stoicism objection. According to Konek and Levinstein, actions have world-to-mind direction of fit: that is, an action is evaluated in accordance with its success at bringing the world into line with the agent’s desires. But, while this is a rough-and-ready rule, there are philosophers who take it to have exceptions. Consider, for instance, the Stoic. She thinks that, at least sometimes, we should evaluate acts in accordance with their success at bringing our desires into line with the world. That is, sometimes, we should aim to change our desires to fit the world, rather than trying to change the world to fit our desires. If I live in Bristol and have a strong desire for sun, I might move to a sunnier city, but I might equally change my desire so that I come to desire copious rain and relentless cloud cover. Similarly, even if I don’t currently desire the changes in my life that would result if I were to adopt a child, I might nonetheless adopt a child in the knowledge that, having done so, my desires will change in such a way that I will come to value those changes in my life that currently I do not desire (Paul, 2014). And indeed there will be cases in which changing my desires is the rational thing to do (Bykvist, 2006; Pettigrew, tab). If I consider my current desires and my potential future desires both to be within the realms of the permissible, and if I know that I will be better able to fulfil my potential future desires than I will be able to fulfil my current desires, then it seems that I might be rationally compelled to change my desires to the potential future desires. The upshot of these considerations is this: desires and the actions that attempt to bring them to fulfilment can sometimes have mind-to-world direction of fit, contrary to the slogan to which Konek and Levinstein appeal. But if that’s the case, what reason is there to think that, in cases such as Basketball 1, the credal states in question do not have world-to-mind direction of fit, and are thus appropriately evaluated using V CDT rather than V NDT ? If sometimes we should shape our desires in order to make them easier to satisfy in the world we inhabit, perhaps sometimes we should shape the world we inhabit in order to make it possible to represent it more accurately using our doxastic state. So much, then, for the stoicism objection. It claims that, at least sometimes, it is rationally required to have credal states that bend the world to our representation of it, just as it is sometimes rationally required to perform actions that bend our desires to the world’s ability to fulfil them. In those situations, it is rationally required to evaluate credal states using V CDT rather than V NDT . According to the second objection, which is an amalgamation of objections raised first by Jennifer Carr (ms) and Brian Talbot (2014), it is always rationally required to evaluate credal states using V CDT rather than V NDT . Here’s one way to state the objection, which draws on Jennifer Carr’s work. If we evaluate credal states using V NDT , and if we follow the Value-Rationality Principle, then our principles of rationality will violate the following plausible meta-normative principle: The Irrelevance of Impossible Utilities The rational status of an option — whether it is rationally permissible, prohibited, or mandated — does not depend upon its utility or the utilities of other options at worlds at which those options could not possibly be adopted. If, on the other hand, we evaluate credal states using V CDT , and if we follow the Value-Rationality Principle, then our principles of rationality will not violate The Irrelevance of Impossible Utilities. The problem with the account of rationality that grows out of Value-Rationality Principle + NDT is that, whichever credence function Rachel adopts in Basketball 1, its rational status will depend crucially on the accuracy that her credal state enjoys at worlds at which she could not possibly have that credal state. Suppose, for instance, she has credence function c† . (Recall: c† ( B) = 0.5; c† ( B) = 1.) Then, as noted above, according to Naive Dominance — which is a consequence of Value-Rationality Principle + NDT, and advocated by Konek and Levinstein — her credal state is accuracy dominated by c∗ . That is, c∗ is more accurate than c† if B is true and B is false; and 6



c∗ is more accurate than c† if B is false and B is true. But this fact depends on the particular accuracy of c† at a B-world, where it could not possibly be adopted, and the particular accuracy of c∗ at a B-world, where it could not possibly be adopted. Thus, if we conclude from this that c† is irrational, that conclusion depends on the utilities of c† and c∗ at worlds at which they could not possibly be adopted — it their utilities at those worlds were different, it may be that c∗ would not dominate c† . And that violates our meta-normative principle. Now, I think that there is a way of reading Konek and Levinstein’s account that avoids this objection. However, as we will see, the adaptation runs into a further problem. They draw a distinction between epistemic acts and epistemic states and they hold that these should be evaluated in different ways. Epistemic acts, such as Rachel’s act of adopting c† in Basketball 1, for instance, have world-to-mind direction of fit — as indeed do all acts — and thus should be evaluated using V CDT . On the other hand, epistemic states, such as the credal state c† , have mind-to-world direction of fit and should be evaluated using V NDT . Now, this can’t be quite right. After all, it is not the act of adopting a credal state c with c( B) < 0.5 that causes Anna to put the basketball in the garage, thereby making B true. It is simply Rachel being in that credal state, however she ended up like that, that has the causal effect. So, if simply being in the credal state has the causal power itself, then it should be evaluated using V CDT , in line with our meta-normative principle, The Irrelevance of Impossible Utilities. However, there is a further distinction to be drawn between the epistemic state as instantiated in a particular agent, such as Rachel, at a particular time, such as the time at which Anna reads her mind and determines whether or not to put the basketball in the garage, on the one hand, and the epistemic state itself, considered abstractly, perhaps as a property that might be possessed by any number of agents and is at the moment possessed by Rachel, on the other. Now, this latter entity — the abstract state itself, perhaps considered as a property, or perhaps considered in some other way — does not have any causal power: only its instances have causal power. Thus, it is in keeping with The Irrelevance of Impossible Utilities to evaluate it using V NDT . Indeed, since it has no causal powers, there is no difference between evaluating it using V NDT or using V CDT : if c is taken to be the abstract credal state, rather than an instance of it, then p(w||c) = p(w) for any world w. Thus, we might understand Konek and Levinstein’s account as follows, in line with The Irrelevance of Impossible Utilities. What we primarily evaluate for rationality is the abstract credal state. Since this is an abstract state, it does not on its own influence the way the world is. So it is appropriate to apply Naive Dominance. This tells us that the abstract state corresponding to c† is accuracy dominated by the abstract state corresponding to c∗ , and thus c† is irrational. Having evaluated the rationality of the abstract state corresponding to c† , we are now in a position to evaluate the rationality of one of its instances, namely, Rachel’s instantiation of that state in Basketball 1. To do this, we use a bridge principle, which says that it is irrational to instantiate an abstract credal state that is itself irrational. However, to borrow Brian Talbot’s terminology, the problem with such an account of rationality is that it lacks “normative force” (Talbot, 2014). While it might well issue in pronouncements on rationality that accord well with our intuitions — and Konek and Levinstein argue that their account does give the intuitive answer in each case that they consider — it is hard to see on this account why an agent should care about being rational in this sense. Suppose Rachel’s credence function is c† . Why should she care that there is another credence function c∗ such that the abstract state corresponding to c∗ is guaranteed to be more accurate than the abstract state corresponding to c† ? What she cares about is the accuracy of her own credal state, not the accuracy of the abstract credal of which it is a particular instance. Another way to make this point: we would never wish to give an analogous account of the rationality of an action. For any action I might perform, there is an abstract action — the property, perhaps, of performing the action. Suppose that I suggested that we assess the rationality of an agent’s action by first assessing the rationality of the abstract action that corresponds to it; and suppose that I suggested that we assess the rationality of that abstract correlate by comparing its utility to the utility of other abstract correlates of particular actions. You would recognise that this allows me to categorise particular actions by particular agents in particular situations as rational or not. But it would immediately drain the resulting notion of rationality of any normative force — why should I care about the utility of the abstract correlate of my action? This, then, is the normative 7



force objection against Konek and Levinstein’s proposal. What’s more, independent of considerations of normative force, the foregoing reveals a disanalogy between the epistemic case and the practical case that cannot be accounted for by appealing to considerations of direction of fit. Why, in the epistemic case, should we evaluate the rationality of an agent indirectly, by first evaluating the rationality of the abstract credal state she instantiates, while, in the practical case, we evaluate the rationality of an agent performing an action directly, via an evaluation of the abstract act of which her concrete action is an instance? Konek and Levinstein’s account must explain this asymmetry, and direction of fit considerations do not seem to speak to it.
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An error theory for our intuitions



Konek and Levinstein’s proposed response to Greaves’ objection to Joyce’s argument strategy is, I think, the best available. However, it fails. It is based on considerations of direction of fit that don’t seem compelling enough to support the conclusion — this is the stoicism objection. And, once adapted to avoid that objection, it issues in a notion of rationality about which we have little reason to care — this is the normative force objection. Thus, we must seek another response to Greaves’ objection. The second stage of Greaves’ objection has two parts: the first says that, in cases such as Basketball 1, Joyce’s argument strategy issues in certain conclusions; the second says that those conclusions are counterintuitive and therefore false. Konek and Levinstein’s response denies the first objection; my response denies the second. Now, I do not deny that the conclusions are counterintuitive; rather, I deny that we should infer from this that they are false. Since I wish to say that our intuitions are wrong in this case, I need to give an error theory. And that is what I will try to provide in this section.



3.1



The requirements of an error theory



An error theory for a class of intuitive judgments consists of two components: first, the claim that those judgments are mistaken; second, an explanation of why we make them all the same. A natural first reaction to my offer of an error theory for our intuitive judgements about the rational status of particular credal states in specific situations is to ask why the fact that those judgements are mistaken calls for explanation in the first place. After all, no one demands an explanation when I claim that our intuitive judgments about certain fundamental features of the physical universe are mistaken — our intuitive judgment that every event must have a cause, for instance, or that there is no action at a distance, or that, for every physical entity and every physical property, it is a determinate matter of fact whether the entity does or does not have that property. We simply accept that science is hard: it requires detailed and elaborate empirical investigation of the world, as well as ingenious formulation of hypotheses that explain the results of that investigation; no wonder intuitive judgments are sometimes wildly wrong! Surely the same is true of our intuitive judgments about the rationality of particular credal states in specific situations. Credal epistemology is hard: it requires extensive theorizing about what grounds facts about the rational status of certain states, and how to describe those grounds precisely enough that we might derive substantial conclusions from the description. This is certainly true. However, the intuitive judgments I am claiming to be mistaken do not concern the grounds of facts about rationality. They concern particular judgments concerning rationality in specific cases. And these sorts of intuitive judgment we should expect ourselves to get right, at least most of the time, just as we don’t expect ourselves to be able to intuit the fundamental features of the physical universe, but we do expect to be reliable in our intuitive judgments about what will happen in specific physical cases, such when I release a rubber ball at the top of an incline, or a cat pushes a glass of water off a table onto a concrete floor. The reason is that we take ourselves to be, on the whole, rational creatures; or, at least, we take ourselves to adopt the rational response to a situation with reasonable reliability, given sufficient time to consider it. If that is correct, then my claim that we 8



are mistaken in our intuitive ascriptions of rational status to the various possible credal states in Basketball 1 requires explanation. How can we reliably adopt rational responses to the situations we encounter whilst making incorrect judgments in cases such as Basketball 1? The error theory I will offer shares certain structural features with the error theories that are offered for our flawed intuitive judgments in the literature on cognitive fallacies and bias, such as implicit bias, base rate fallacy, etc (Kahneman & Tversky, 1972). In particular, I will claim that we employ a heuristic when we make intuitive judgments about the rational status of credal states in given situations. That is, instead of assessing the rationality of such a state by considering the true grounds for rationality and basing our judgment on the results of that consideration, we instead base our judgment on some other consideration that is not directly related to the true ground. However, if the heuristic is a good one, the judgments to which it gives rise track the correct judgments in a large proportion of the cases we encounter most often. And if positing the heuristic is going to help provide an error theory for the mistaken judgments, it will have to track our incorrect intuitive judgments in those cases as well. Thus, when we provide an error theory by positing a heuristic, we must do three things: (1) Establish that the heuristic gives the correct judgment in all the cases in which our intuitive judgments are correct. (2) Establish that the heuristic gives the same incorrect judgment that we give in all the cases in which our intuitive judgments are mistaken. (3) Establish that employing the heuristic has advantages over the strategy of simply basing our judgments on a consideration of the true grounds of rationality; and establish that those advantages outweigh the disadvantages of issuing mistaken judgments in the cases covered by (2).



3.2



The evidential heuristic



We begin by describing the heuristic, which I call the evidentialist heuristic. When we assess the rationality of an agent’s credal state in a given situation, we ask whether each credence she assigns matches the extent to which her evidence supports the proposition to which she assigns it. If it does, the credal state is rationally permissible; if not, it is prohibited. In some cases, the extent to which the evidence supports a proposition is vague, with a number of different acceptable precisifications: in these cases, any credal state whose credences match the degrees of evidential support encoded in one of those precisifications is rationally permissible. Thus, our heuristic posits something like the evidential or logical probabilities that have been championed in a tradition beginning with Keynes and leading through Carnap to Timothy Williamson and Patrick Maher (Keynes, 1921; Carnap, 1950; Williamson, 2000; Maher, 2006). These are thought to provide an objective measure of the degree to which one proposition or set of propositions supports another. For these authors and, I think, for the measure that undergirds the heuristic we use when we make assessments of rationality, the degree of evidential support is a function only of the body of evidence and the proposition whose support we are measuring — the degree does not depend on the agent whose body of evidence it is. The idea is that this notion of evidential probability or degree of evidential support is taken to be primitive; but there are a number of basic principles that, intuitively, we take to hold of this notion, and they guide us in our assessments of the rationality of an agent’s credal state in a given evidential situation. For instance, we think that, if evidence E supports X more strongly than it supports Y, then E supports Y more strongly than it supports X. And we think that, if E entails that the chance of X is r, and entails nothing more about X, then E supports X to degree r. And so on. Intuitively, we take these basic principles to support certain general principles of credal rationality, such as Probabilism, the Principal Principle, the Principle of Indifference, and so on. It seems natural to say that tautologies receive maximal evidential support from any body of evidence; and contradictions receive minimal evidential support; and it seems natural to say that the disjunction to two mutually exclusive propositions receives as evidential support the sum of the support that 9



each of its disjuncts receive. And this gives us Probabilism. And so on. None of these arguments is watertight, of course — but that is the nature of heuristics used for intuitive judgments. And in any case, the notion of evidential support to which they ascribe these properties is taken to be primitive; so it would not be possible to give a watertight argument from more basic principles. On this view, principles such as Probabilism, the Principal Principle, etc. are judged to be general principles of rationality because they hold regardless of the nature of the evidence that the agent has. Thus, any agent with any evidence whatsoever will be judged irrational by the lights of the evidentialist heuristic if she violates any one of these principles.



3.3



The evidential heuristic in the normal cases



Now, let’s turn to tasks (1), (2), and (3) from above. To complete (1), we need to explain why appeal to the evidentialist heuristic will give the correct verdicts in the normal cases, namely, those in which the agent’s credal state does not influence in the world in any way that affects the accuracy of that credal state. This is not obvious. Indeed, it might be seen as the conclusion of the past fifteen years of work on the consequences of Joyce’s argument strategy. As mentioned above, during that period, instances of Joyce’s argument strategy have been given in favour of various intuitively plausible principles of rationality, such as Probabilism, the Principal Principle, the Principle of Indifference, etc. What’s more, what is sometimes surprising about those results is that the principles in question seem to be those that are most naturally justified on the basis of evidentialist considerations, rather than the veritistic considerations deployed in the instances of Joyce’s argument strategy. Indeed, they are precisely the rules of thumb to which I said our evidentialist heuristic would appeal when assessing the rationality of a credal state. Now, of course, in line with the Value-Rationality Principle + CDT, which I take to provide the correct account of the rationality of an agent’s credal state, the instances of Joyce’s argument strategy establish Probabilism, the Principal Principle, etc. only in the normal cases, where the agent’s credal state does not influence the world. But those are exactly the cases we are considering under (1) here. Thus, we can see this string of results as showing that evidentialist considerations of the sort that our heuristic endorses match up with the consequences of credal veritism, at least in the normal cases. And this strongly supports (1).



3.4



The evidential heuristic in the pathological cases



What about (2)? Of course, it is difficult to establish that the heuristic described above agrees with our intuitive judgments in every case in which the credal state of the agent influences the way the world is. But I will consider three such cases in which it does return the correct answer. I take these to be representative. The first case is Basketball 1; the second and third are two sequels to Basketball 1. Here is the first sequel — it is analogous to Greaves’ Leap case (Greaves, 2013, 916): Basketball 2 It is two hours later. Rachel now has credences only in one proposition: B = There will be a basketball in the garage five minutes from now. She has lost interest in its negation. Rachel’s younger brother Josh, today less mischievously disposed than their sister Anna, is now in possession of the basketball in question. He is keen to help his sister’s accuracy. Josh is more likely to put the basketball in the garage five minutes from now the more strongly Rachel believes that it will be in the garage at that time. More precisely, for any 0 ≤ r ≤ 1, the chance of B is r iff Rachel’s credence in B is r. Rachel knows all of this. Our intuitive reaction to Basketball 2 is this: any credence 0 ≤ r ≤ 1 in B is rationally permissible for Rachel. However, the verdict of credal veritism together with Value-Rationality Principle + CDT is that all but credence 0 and 1 are rationally prohibited for her. After all, by having credence 0 in B, she thereby makes the chance that it is true 0, so she is guaranteed to be maximally accurate. And similarly, if she has credence 1 in B, she thereby makes the chance that it is true
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1, so again she is guaranteed to be maximally accurate. On the other hand, if she has credence 0 < r < 1 in B, then she guarantees that her credence is not maximally accurate. In this case, it is clear that our evidentialist heuristic agrees with our intuitions and not with the consequences of credal veritism here. In the case in question, and indeed in all cases in which the agent’s credences influence the way the world is, the agent’s credal state itself creates some of the agent’s evidence. By adopting credence r in B, she creates the evidence that the chance of B is r. But recall that she thereby guarantees that her credence in B matches the strength of support given to B by her newly-created evidence, in line with the Principal Principle. Thus, if all that matters is that an agent have credences that match the degree of support provided by her evidence, then picking any credence 0 ≤ r ≤ 1 will be rationally permissible. Here is the second sequel to Basketball — it is analogous to Greaves’ Imps case (Greaves, 2013, 918): Basketball 3 It is now four hours later. Josh is standing in front of Rachel. Rachel has credences in five propositions: J = Josh is standing in front of me; Bg = There will be a basketball in the garage; Bb = There will be a basketball in the bedroom; Bd = There will be a basketball in the dining room; Bl = There will be a basketball in the lounge. Anna is being mischievous again and this time she has four basketballs. If Rachel has credence greater than 0 in J, then Anna will flip a fair coin for each of the basketball propositions about which Rachel has an opinion, and she will use this coin toss to decide whether or not to make that proposition true by placing a basketball in the room in question. On the other hand, if Rachel has credence 0 in J, then Anna will ensure that all four propositions about the basketballs are true by placing a basketball in each room. Our intuitive reaction to Basketball 3 is this: we should have some high credence in J, and then credence 0.5 in each of the propositions concerning the basketballs. However, given many of the standard measures of accuracy, credal veritism, together with the Value-Rationality Principle + CDT, entails that the credences recommended by our intuition are in fact irrational, because there are other credences Rachel might have that are guaranteed to be more accurate. They are these: she assigns credence 0 to J and 1 to each of the basketball propositions. Now, while her credence of 0 in J will be maximally inaccurate, since Josh is indeed standing in front of her, her credences in each of the basketball propositions will be maximally accurate. On the other hand, if she follows our intuitive judgment and assigns high credence to J, then that will be very accurate, but then her credences of 0.5 in each basketball proposition will not be maximally accurate, and on many of the popular measures of accuracy, this will result in less overall accuracy than the alternative suggested above. Again, it is clear that our evidentialist heuristic agrees with our intuitions and not with the causal decision theorist. After all, Rachel’s perceptual evidence of Josh standing in front of her strongly supports J; so, if she assigns credence 0 to J, her credence will not match the degree of support given by her evidence to that proposition. So, in the two sequels to Basketball 1, our intuitions match those that would be given by the heuristic that I claim guides them. Let’s now consider Basketball 1. Here, I think our intuitions are a little more tentative. Basketball 2 and 3 are unusual sorts of cases — we don’t encounter them very often in our epistemic life. But Basketball 1 is of an extremely rare kind. So I think we’re less sure of our judgments in that case. But my feeling is that our intuitions are as follows: every credence function in that case is irrational for Rachel. However, credal veritism together with the Value-Rationality Principle + CDT disagrees: it claims that credence function c† is permissible. Again, it is clear that our intuitions agree with the verdict of the evidentialist heuristic. Here’s why: given the set up of the case, Rachel’s choice of credence in B creates evidence about the propositions B and B. The problem is that, whichever credence she adopts for B will create evidence such that that very credence cannot then match the support that this evidence gives to B. If she adopts a credence in B of less than 0.5, that creates conclusive evidence in favour of B; if she adopts a credence in B of at least 0.5, that creates conclusive evidence against B. Thus, in the way that Rachel’s credences in Basketball 2 create evidence that they thereby respect, her 11



credences in Basketball 1 create evidence that they thereby do not respect. So the evidentialist heuristic agrees with our intuitions that there is no rationally permissible credal state that Rachel might adopt in Basketball 1. The conclusion of the preceding paragraphs is that the evidentialist heuristic that I posit agrees with our intuitions and not with the credal veritist in three kinds of cases: a case of selfdefeating credences (Basketball 1), a case of self-supporting credences (Basketball 2), and a case in which we are offered the opportunity to trade off our match with the evidence in order to obtain greater accuracy (Basketball 3). These three cases are representative of many of the sorts of case that arise when an agent’s credal state influences the way the world is. That our evidential heuristic agrees with our intuitions in those three sorts of case goes a long way to establishing that it does so in all such cases, and this is what is required by (2).



3.5



The advantages of our heuristic



Finally, we turn to (3). Clearly, the posited heuristic has a major disadvantage when compared with the alternative process of simply calculating which credal state will produce the most accuracy, which is what the credal veritist claims is required by rationality: the disadvantage is that it produces the wrong verdicts in the sorts of cases considered under (2) above, whereas the alternative does not. Thus, to establish (3), we must describe an advantage that this heuristic has over the alternative that explains why we have adopted the heuristic instead of the alternative as the basis of our intuitive judgments of rationality. One advantage that this heuristic had over the alternative until recently is simply that it was available! While it has long been acknowledged and intuitively accepted that accuracy is a virtue of credences, it is not until Joyce’s work that this has been made precise enough that it could be used to establish specific principles of credal rationality, such as Probabilism or the Principal Principle. And of course even now and for many years to come, this will not be part of the commonly accepted folklore of rationality in a way that will allow it to form the basis of many people’s intuitive judgments. In the absence of a precise understanding of this central source of value for credences, our intuitive judgments about the rationality of credal states had to be based on other considerations. The evidential heuristic provides such alternative considerations. Another advantage of the evidential heuristic is the limited and clearly defined range of considerations that it needs to take into account, and its resulting ease of use. It takes the agent’s total evidence and it takes the propositions to which she assigns credences and it discerns facts about the degree of support provided for the latter by the former in accordance with certain rules of thumb, such as Probabilism, the Principal Principle, etc. In contrast, like all consequentialist methods of assessment, the alternative — which considers the different amounts of accuracy that different credal states might bring about and rules irrational those for which there is another that is expected to bring about more accuracy — must taken into account not only the agent’s evidence, which helps to fix the subjunctive probabilities p(w||o ) by which we assign value to the different options, but also all of the accuracy-related consequences of those options. As Selim Berker puts it — though he endorses the verdicts of our intuitive judgments, whereas I do not — the evidentialist considerations are only backward and sideways looking, whereas the assessments required by credal veritism must also look forward to the consequences of adopting those credences (Berker, 2013b, 377). And of course weighing all of those consequences is a difficult and costly task. Indeed, in ethics, the demand by consequentialism that we do this when choosing which action to perform in a particular situation in order to ensure that it is, morally speaking, permissible is sometimes thought to count against that moral theory (Lenman, 2000; Burch-Brown, 2014). The sorts of cases in which the heuristic gives a mistaken verdict is small — on the whole, when we assess the rationality of our credal states or those of others, we are concerned with states that have no influence on the way the world is that will affect their own accuracy. Thus, the disadvantage of giving incorrect verdicts in those cases is likewise small. It seems to me that it is easily outweighed by the advantage of an available heuristic that is more efficient because
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it takes into account fewer factors. The evidentialist heuristic provides that. This completes task (3) from above. With this, we complete our error theory for our intuitive judgments of the rational status of particular credal states in certain situations in which the credal state influences the world in a way that affects its own accuracy. Those intuitive judgments are produced by the evidentialist heuristic: the outputs of this heuristic match our correct intuitions in those cases in which our credences do not influence the world; and they also match our incorrect intuitions in those cases in which our credences do influence the world.



4



Conclusion



Hilary Greaves worries that Joyce’s argument for Probabilism cannot be correct because the argument strategy to which it belongs has instances whose conclusions are counterintuitive and thus false. As we have seen, contra Konek and Levinstein, those instances of the argument strategy really do have those consequences, at least if we are concerned with a notion of rationality about which an agent has some reason to care. However, as we have also seen, while these conclusions are counterintuitive, they are not false. Rather, it is the intuitions that are false. The intuitions are based on a heuristic that, while very reliable in the normal cases in which we usually assess agents for rationality, tends to fail in the sorts of cases that Greaves considers. I conclude, then, that Joyce’s argument for Probabilism does indeed establish its conclusion, at least in those cases in which the agent’s credences do not influence the way the world is. And similarly for the related arguments for Conditionalization, the Reflection Principle, the Principal Principle, and the Principle of Indifference.
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