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Automatic Web Content Extraction by Combination of Learning and Grouping Shanchan Wu, Jerry Liu, Jian Fan HP Labs {shanchan.wu, jerry.liu, jian.fan}@hp.com



Motivation • Web pages contains not only informative content, but also other elements such as branding banners, navigational elements, advertisements, copyright etc. • Identifying the informative content, or clipping web pages, has many applications, such as high quality web printing, e-reading on mobile devices and data mining.
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Related Work • Most prior works are based on templates, heuristic rules, and usually can only work on some specific types of web pages, like news or article pages. • Some related works.
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Our Solution • We formulate the problem of identifying informative content as a DOM tree node selection problem. • We develop multiple features by utilizing the DOM tree node properties to train a machine learning model. Then select candidate nodes based on this model. • We further develop a grouping technique to get rid of noisy data and pick up missing data.
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Observation of DOM tree • Text and IMG are stored in the leaf nodes. • The non-leaf nodes can define the visual style of the content in their descendant leaf nodes. • The depth first traverse of the DOM tree normally matches the same sequence of the nodes appearing in the webpage.
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Problem Formulation • To simplify the expression, we use a DOM tree node to represent the a block of content of this node and all of its descendant nodes. • The task of extracting the informative content is formulated as a problem of node selection from its DOM tree of the web page.



6



WWW 2015



Features For Learning • For a node 𝑣𝑖 , its feature is recursively set to be the union of the features of all its children:



F vi   • Selected Features. –



Positions and Area



–



Font color and font size



–



Text, Tag and Link



   F v  x



v x children vi



• Feature normalization
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–



The absolute value is the real value of this feature.



–



The relative value is the value that is the normalized value of this feature, used to train the learning model.
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Position and Area Features • Positions –



Left position feature values: (BEST_LEFT computed from ground truth data)



–



Similarly we can calculate the feature values POS_RIGHT, POS_TOP, POS_BOTTOM, POS_CENTERX, and POS_CENTERY.



–



Position distance feature POS_DIST: capture the distance between the center of a node to the “perfect” center position.



• Area



8



–



AREA_SIZE: normalized area size of a node.



–



AREA_DIST: capture the difference of the logarithm value of the relative area size value (normalized) and the logarithm value of the “perfect” area size(normalized).
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Font Features • Font color –



We calculate:



c1 : j k1 , c2 : j k 2 ,..., ci : j ki ,...



where ci is the color ID and –



jki is the percentage of characters with color ci in node k.



node r represent the distribution of character colors of the whole c1 : j r1 , c2 : j r 2 ,..., ci :ofjroot ri ,... page.



–



Font color popularity value of node k :



FONT _ COLOR _ POPULARITYk   j kij ri i



• Font size –



We calculate:



z1 : r k1 , z2 : r k 2 ,..., z,i where : r ki ,... zi is the font size and rki is the percentage of



characters with the font size in node. –



Font size Feature:



FONT _ SIZEk   i



–



Font size popularity feature:



r ki zi  z min 



zmax  zmin 



FONT _ SIZE _ POPULARITYk   r ki r ri i
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Zmin and Zmax is the minimum and maximum font size of the web page



Text, Tag and Link Features • Text –



VISIBLE_CHAR: the number of visible characters of a node, divided by the total number of visible characters in the page



–



Text ratio:



TEXT _ RATO 



Atext



Atext  Aimage  1



where Atext is the text area size of a node and Aimage is the image area size of a node



• Tag –



Tag density



TAG _ DENSITY 



numTags numChars  1



• Link –
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Link Density



LINK _ DENSITY 



numLinks numTags  1



WWW 2015



Learning • Consideration in selecting a learning model –



a model producing probability-like scores, rather than a binary classification.



–



These scores will be used in the next steps for further selection and filtering for the final output. In this case, continuous scores are much more useful.



• Logistic Regression –



We choose the Logistic Regression model in the learning step



–



The Logistic Regression model can output scores resemble probabilities



pv  
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Candidate Node Selection • We select the initial candidate nodes with scores greater than a threshold. • We compact the candidate node set by removing those nodes with any of its ancestors being included in the original candidate node set.
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Grouping • To further remove the noisy nodes and pick up the missing nodes • Observation –



People usually put the informative content, advertisements and navigation bars in different spatial locations, rather than mixing them together.



• Idea –
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Separate the candidate nodes into different groups, put the nodes with close spatial adjacency into the same group, and then select a group.
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How to Group • Sort the candidate nodes by their positions in the depth-first search of the DOM tree. –



We note that the depth first traverse of the DOM tree generally matches the same sequence of the nodes appearing in the webpage.



• Identify break points to separate the nodes into different groups.
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How to Group (Cont.) • To find the breaking points, we consider the overlap of the neighborhood nodes in the ordered sequence, in the horizontal and vertical projected positions. • Projection overlap ratio (POR)



 l l   h h   POR1, 2  max min , , min ,    l1 l2   h1 h2   
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Group Selection • Intuition –



As the candidate nodes are generated from a learning approach, the majority area covered by the candidate nodes should belong to the informative content.



–



For the scores assigned by the learning approach, from the statistical point of view, the nodes that are more likely to be parts of informative contents should have higher scores



• Best Group –
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Select the best Group by the largest value 𝑃 ⋅ 𝑆, where 𝑃 is the average score of the nodes, and S is the covered area size.
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Refining • The “Best Group” might not be perfect. • If the area size of the “Best Group” is either too small or too big –



Too small or too big determined using some parameters



–



Search and replacement of nodes



–



(for details, see paper)



• Add title if title is missing.
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Evaluation Data Set • We use the log data from the real product HP SmartPrint for evaluation. –



Downloaded and parsed the webpages using the webkit rendering engine.



–



Chose the clip data that have been manually selected by users. As the web pages may have been changed since the clip data is recorded, we excluded the data with any of clip paths not matching any of the paths in the web page.



–



The ground truth data was further manually examined to remove errors



• Data Statistics



Total number of pages



2000



Number of training pages



1335



Number of testing pages



665



Number of web sites (domains)



805



Anyone want to use the dataset please send email to the 1 st author 18
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Comparison with the Baseline Methods •Baseline Methods –



LR-A:



Use logistic regression learning model, select one best node



–



SVM-A: Use SVM learning method, select one best node



–



LR: Use logistic regression learning model, select a set of nodes by threshold.



–



SVM: Use SVM learning method, select a set of nodes by threshold.



–



MSS: Applies the Maximum Subsequence Segmentation algorithm proposed by J. Pasternack et al. in WWW 2009, implementation by Jian et al. in KDD 2011.



•Our Method: –
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CLG: Combination of Learning and Grouping.
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Results
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Example Results
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Parameter Sensitivity Analysis • Precision and recall values for CLG with respect to different logistic regression thresholds.
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Parameter Sensitivity Analysis • F1 values for LR and CLG with respect to different logistic regression thresholds..
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Conclusions • We propose an effective approach by combination of a learning model and a grouping technique to identify informative content from diversed web pages. • We generate multiple features by utilizing DOM tree node properties to train a machine learning model and select candidate nodes based on the learning model. • Based on the observation that the informative content is usually located in spatially adjacent blocks, we develop a grouping technique to remove out noisy data and add in missing data.



• We show the effectiveness of our solution in a diversed dataset collected from real users.
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Thank You!
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