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Efficient Loop Filter Design in FPGAs for Phase Lock Loops in High-Datarate Wireless Receivers – Theory and Case Study Yair Linn University of British Columbia 6335 Thunderbird Crescent, Box 341, Vancouver, BC, Canada, V6T-2G9 e-mail: [email protected] Abstract In most contemporary Phase Lock Loops (PLLs) used in high-datarate wireless receivers, some or all of the PLL’s components are implemented digitally, in particular the PLL’s loop filter. In this paper we develop the theory behind new efficient structures for the implementation of loop filters within FPGAs (Field Programmable Gate Arrays) using fixed-point arithmetic. The theory is then investigated via a case study, in which we present FPGA hardware mapping results which show that employing the proposed method results in a decrease of more than 70% in the logic gate count needed as compared to the conventional implementation.



1. Introduction Receivers in modern communications systems often contain several Phase Lock Loops (PLLs). For example, in a coherent wireless communications system the receiver contains at least two PLLs, namely one that performs carrier synchronization and another that is tasked with symbol timing recovery. In most modern systems, some or all of the PLL’s components are implemented digitally, in particular the loop filter. In this paper we develop efficient structures for the implementation of loop filters within FPGAs (Field Programmable Gate Arrays). We start by deriving equations that mathematically describe the loop filter’s characteristics as a function of the PLL’s performance requirements. We then discuss some digital filter topologies that are suitable for efficiently implementing the loop filter in FPGAs using fixed-point arithmetic. For the case of highspeed communications (i.e. with data rates of at least 1 MegaSymbols/Second), it is found that the Direct______________________________________________________
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Form II topology can be exploited to yield an ultracompact implementation. This is done by exploiting the fact that often the symbol rate of high-datarate systems is much higher (by several orders of magnitude) than the PLL’s natural frequency. This attribute of the PLL allows us to substantially lower the clock rate at which the loop filter operates by using a decimator placed between the PLL’s phase detector and the loop filter. The reduction in the loop filter’s operating clock rate allows us to avoid direct implementation of the multiplication operations in the loop filter. Rather, each multiplication is implemented by a state machine that iteratively sums and shifts the partial products encountered during the multiplication process. An additional improvement (in terms of implementational efficiency) is achieved by modifying the Direct-Form II filter structure by introducing a pipeline register between certain filter elements. We present FPGA hardware mapping results conducted using the Xilinx Virtex XCV600-4HQ240 chip, which show that employing the proposed method results in a decrease of more than 70% in the logic gate count needed as compared to the conventional implementation.



2. Receiver Model The overwhelming majority of PLLs are of 2ndorder ([1],[2],[3],[4]). This is because 2nd-order PLLs are unconditionally stable [3 Sec. 2.4.2]. This is indeed the PLL type treated in this paper. The linear-model transfer function of the 2nd-order PLL in the Laplace domain is [5 Chap. 2]



H (s) 



θo (s) 2ζωn s + ωn 2 = 2 θi ( s ) s + 2ζωn s + ωn 2



(1)



where θ i is the input oscillator phase and θ o is the PLL's local oscillator phase. From (1) it is clear that the 2nd-order PLL is completely defined by its natural (radian) frequency ωn and its damping factor ζ.



In Fig. 1 we see an example receiver structure to which the derivations of this paper apply. It is stressed that though in Fig. 1 a hybrid carrier PLL is shown as an example, the derivations of this paper are actually applicable to any hybrid or digital PLL for which the phase detector sample rate is much higher than the PLL’s natural frequency. We write this condition as follows: f p >> f n (2) where fp=1/Tp is the phase detector sample rate and f n (= ωn / 2π ) is the PLL’s natural frequency. In carrier PLLs and in symbol timing recovery loops the PLL phase detector sample rate is the same order of magnitude as the symbol rate ([1],[2]), that is we have 1/Tp ~1/T where 1/T is the symbol rate and "~" denotes equal orders of magnitude. Conversely, the natural frequency of the PLL is the same order of magnitude as the significant bandwidth of the received carrier phase noise (for carrier PLLs) or as the symbol clock phase noise (for symbol timing recovery PLLs). These often are of the order of magnitude as several KHz [6]. Thus, for many practical cases we have that (2) holds. PLL analysis is customarily done using the equivalent linear baseband model, as shown in Fig. 2. This is a general model that is applicable to both hybrid and digital PLLs. In [6] a methodical approach for the design of hybrid PLLs was developed, and the loop filter design methodology outlined there is also applicable to the all-digital PLL. There, it was shown that due to (2) we can decimate the output of the phase detector before it enters the loop filter, and then implement the loop filter at a lower rate. That lower rate was called fu=1/Tu Hz, and in [6] it is shown that we have: f p ≥ fu >> f n (3) An equivalent baseband model of the PLL including this decimation is shown in Fig. 3. If we assume that the decimation process is ideal (a subject that is investigated in [6]), then for loop-filter analysis purposes we can simplify Fig. 3 to Fig. 4. Note that, unlike Fig. 2, in Fig. 4 the sample rate is fu=1/Tu.



3. Loop Filter Calculation and Basic Topology To design the loop filter in Fig. 4, we must design a digital filter that operates at rate fu and for which the closed-loop 2nd-order PLL response has natural frequency ωn and its damping factor ζ. This issue was discussed in depth in [6], [7], and [8], where it was shown that the loop filter can be expressed as
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Fig. 1 - General structure of a hybrid carrier PLL for digital wireless communications. The parts within the dashed line are implemented digitally, while the rest are analog components (the samplers and the DDS are mixed-signal components). 1/TS is the sample rate. fIF is the IF (Intermediate Frequency) and ∆ω is the frequency difference between the local and input oscillators ( ∆ω = 0 when the PLL is locked).



 1 + β 1 z −1  B(z) = γ ⋅  −1   1 + α1 z 



(4)



where: − 1 < β1 < 0 , − 1 < α 1 < 0 , γ > 0 (5) Moreover, it was shown that there exists a Direct-Form II implementation [9 Chap. 6] of B(z), as shown in Fig. 5. For an in-depth discussion of the values of β 1 , α 1 , and γ , the reader is referred to [6], [7], and [8]. Other filter topologies, such as the Direct-Form I topology [9 Chap. 6] are also possible, but it is easily seen that they are less efficient since they require more registers.



4. Improvement of Topology through Pipelining When implementing any structure inside FPGAs, an omnipresent desire is to design the structure with the shortest and simplest critical path as possible. Our loop filter needs to operate at rate fu, and it is easily seen in Fig. 5 that critical path for the chosen topology is from the output of Register1, through Multiplier1, Adder1, Adder2, and Multiplier3. The major problem with this critical path is the fact that it contains two multipliers. An improvement is therefore possible by adding a pipelining register, named Register2, between Adder2 and Multiplier3. This is shown in Fig. 6. As seen there, the critical path is now from the output of Register1, through Multiplier1, Adder1, Adder2, to the input of Register2. This critical path now contains only a single multiplier. Multipliers in current FPGAs, while much slower than adders, can generally operate quite fast and it



might seem that reducing the critical path to contain only one multiplier has little practical advantage. However, later (in Secs. 5 to 7) we shall see that this does indeed have great practical significance when we implement the multipliers as state machines. One detrimental but generally minor side effect of the addition of the pipeline register in Fig. 6 is that it adds a delay element to the PLL whose delay is Tu =1/fu (see [6 Fig. 22]). Such delays must be taken into account in PLL design insofar as they affect the PLL’s phase margin (see [6 Sec. 10]).



5. Exact Implementational Parameters – a Case Study In much of the literature digital filters are treated as mathematically abstract topologies where quantization and other implementation details are alluded to but rarely presented. Here we shall attempt to avoid this omission by discussing a case study of a specific loop filter structure that was implemented and tested by the author in the implementation of a 90 Mbps BPSK (Binary Phase Shift Keying) receiver. In that receiver the digital part was implemented in an FPGA using fixed-point arithmetic. Though a case study, the parameters and design choices discussed here may very well be applicable to many other systems with little modifications, due primarily to the fact that the overwhelming majority of PLLs are 2nd-order.



5.1. Binary Format The binary representation is chosen as fixed-point signed two’s complement format. Regarding the represented quantities, the presence or absence of a binary point is an arbitrary decision and does not affect the analysis (so long as such assumptions are made consistently). The chosen representations are: (a) the filter coefficients β 1 , α 1 are fractional (i.e. they have one sign bit and the rest of the bits represent a fraction); (b) the input and output of the filter, x(n) and y(n) respectively, are whole numbers; and (c) the coefficient γ has both whole and fractional parts (see Sec. 5.5).



5.2. Coefficient Quantization B(z) is an IIR filter, and exact quantization analysis of such filters is in general complicated [9 Sec. 6.7.2]. However, because this filter has only one pole and one zero, it can be thought of as an extremely simple 1stage cascade filter [9 Fig. 6.14]. Then, the data in [9 Sec. 6.8, Fig. 6.47] suggests that quantization of the coefficients to 16 bits is sufficient. Hence, this is the chosen quantization.
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Fig. 2 – PLL equivalent linearized baseband model. Kd is the phase detector gain. DDS = Direct Digital Synthesizer (in hybrid PLLs). NCO = Numerically Controlled Oscillator (for completely digital PLLs). Sample Rate = 1/ Tp Decimation Filter
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Fig. 3 –PLL model with decimation before loop filter.
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Fig. 5 – Direct-Form II topology for B(z).
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Fig. 6 – Pipelined Direct-Form II topology for B(z).



5.3. Input Quantization The input quantization is chosen as 8 bits (i.e. 256 levels from -128 to +127). This is justified as follows. The input quantization to the loop filter is equivalent to the output quantization of the phase detector. In the studied case (BPSK receiver) the phase detector is simply the decision-directed detector [1 Chap. 5, 6] Q ( n ) ⋅ sign ( I ( n )) (where the sampling rate is 1 sample/symbol). Now, the precision of this phase detector is obviously that of the Q ( n ) value, as sampled by the samplers. The number of bits of the



sampler is thus a reasonable choice for the phase detector's output quantization. In the example x( n ) system considered here, the samplers are 8-bit samplers (a common design choice), and hence the choice of 8-bit input quantization for the loop filter.



5.4. Overflow Considerations
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The most problematic node in Fig. 7 – Equivalent filter model suitable for overflow analysis. Adder1 Adder2 terms of overflow analysis is x(n) Sign Extend Adder1. To see this, it is 8=1s7w to 32 bits 32=1s23w8f 32=1s23w8f advantageous to use the filter Register1 32=1s23w8f model shown in Fig. 7. This filter 32=1s23w8f 32 Bit Register model is easily seen to be Discard 15 LSBs and Discard 15 LSBs and 1 sign extension bit 1 sign extension bit equivalent to Fig. 6. In Fig. 7, we s w f 32=1 23 8 see that B(z) can be analyzed as a Multiplier Multiplier simple 1-stage IIR filter followed 32x16 32x16 48=1s1e23w23f 48=1s1e23w23f by an FIR filter. Now, if bus and Multiplier1 Multiplier2 register widths are properly 16=1s15f 16=1s15f chosen, then FIR filters will never 32=1s23w8f overflow [9 Chap. 7]. On the other −α1 β1 hand, the accumulator register (Register1) in the IIR filter will 32=1s23w8f y(n) 32 Bit 48=1s1e31w15f Discard 15 LSBs contain values that theoretically Multiplier Register and 1 sign 32x16 extension bit depend on a weighted sum of all of 32=1s31w Register2 the previous values of x(n). Indeed, Multiplier3 it is easily seen that for a PLL’s 16=1s8w7f loop filter we will have that γ 0 < −α 1 < 1 and, in fact, we will Fig. 8 - Detailed filter implementation showing bus widths. have that −α 1 will be very close to max( x ( n )) 1, i.e. the IIR filter in Fig. 7 will be very close to an cmax = (8) 1 − max( −α 1 ) ideal integrator. Thus, an overflow may theoretically occur at the output of Adder1 if we are not careful (in Similarly, the limiting case if x(n) is constant any true (i.e. with cmin = min( x ( n )) /(1 − max( −α 1 )) (9) −α 1 = 1 ) integrator will, over time, overflow). If we design Register1 so that it contains enough Fortunately, since 0 < −α 1 < 1 , it is easy to avoid bits to represent both cmax and cmin, then we shall be assured that overflow never occurs. This will happen overflow by the following method. In Fig. 7 we have if: that c ( n ) = x ( n ) − α c ( n − 1) . Assume that we can 1



design the filter so that the maximal value of c ( k ) (for any k ) is cmax . It follows that: c(n) = x(n) − α1c(n − 1) ≤ max( x(n)) + max(−α1 ) ⋅ cmax (6) Now, assume a worst case scenario where and x ( n ) = max( x ( n )) , −α 1 = max( −α 1 ) , c ( n − 1) = cmax . In that case (6) will be an equality, i.e. c ( n ) = max( x ( n )) + max( −α 1 ) ⋅ cmax



Eq. (7) is the worst case scenario, so for cmax we must have that c ( n ) = cmax , and from (7):



(7) to exist



(



q =  log 2 max ( cmin , cmax 



) ) + 1



(10)



where q is the number of bits in Register1, • is "round up to the nearest integer", and the addition of 1 is due to the necessity for a sign bit. The maximal value of −α 1 in the signed two'scomplement 16 bit coefficient quantization will be max( −α 1 ) = (215 − 1) / 215 = 32767 / 32768 = 0.99997 . The input x ( n ) is whole and quantized to 8 bits, so max( x ( n )) = 127 and min( x ( n )) = −128 . Then, from (8), (9) and (10) we find that we need at least q=23 bits



(including sign bit) that represent a whole number in Register1. To minimize effects due to quantization (and because it doesn’t cost us much) we over-engineer Register1 to be a 32-bit register that represents a two’s complement binary number composed of 1 sign bit, 23 whole bits, and 8 fractional bits. The extra bit added to the whole bit representation assures us that there is no overflow at the output of Adder2, since we have β1 < 1 so the absolute value of the output of Adder2 is



(



at most 2 max ( cmin , cmax



) ) , and so adding another



bit to the representation increases the dynamic range by a factor of 2 and assures that there is no overflow there.



5.5. Detailed implementational diagram A diagram of the filter implementation that shows the bus widths is shown in Fig. 8. In that figure, we adopt the following notations: s=sign bit, w=bits that are part of the representation of the whole part of the number, f=bits that are part of the representation of the fractional part of the number, and e=sign extension bits (i.e. bits that mathematically will always be equal to the sign bit).



6. Improvement of Logic Resource Utilization via Innovative Multiplier Implementation In Fig. 8 the multipliers are by far the costliest elements in terms of logic resource requirements. In this section we show that it is possible to achieve extraordinary savings in logic resource requirements through an innovative implementation of these multipliers.



6.1. The Basic Idea To initiate this discussion, we first discuss how multipliers are implemented. Consider the multiplication of two numbers, say 83 and 57. Multiplication is done1 by shifting and adding the partial products, as shown in Fig. 9. The conventional multiplier implementation is oriented towards achieving minimal latency and as such computes all the partial products in parallel. However, in the case discussed in this paper we can use (3) to make the following observation. If the loop filter clock rate is made slow enough, then we can use a state machine to compute the partial products in sequence rather than in parallel. By iteratively shifting and adding these partial products we will thus arrive at the desired result. From an efficiency standpoint, it is
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Fig. 9 – Multiplication of the numbers 83 and 57.



advantageous to start with the partial product of the MSB (Most Significant Bit) and then consecutively shift left by 1 bit and add the partial products of each lower bit until the LSB (Least Significant Bit). Now, each partial product in binary is basically1 either multiplication by 1 (simply the other number) or by 0 (which is 0). Therefore, the state machine itself will not need any multipliers. Hence, there is potential here for great savings in logic resources.



6.2. State Machine Algorithm and Implementation To implement a state machine that multiplies a 32bit number by a 16-bit number (as is needed in Fig. 8) then to reduce the number of state machine clock cycles needed to compute the multiplication it is advantageous to implement a machine that sums fifteen 31-bit partial products rather than one which sums thirty-one 15-bit partial products (the sign bits are excluded from partial product computations1). 6.2.1. State machine algorithm for the multiplier



A simplified flowchart of the state machine's algorithm is shown in Fig. 10 (note that this is a conceptual flowchart and the boxes do not necessarily each correspond to a state). In Fig. 10 we assumed that the first multiplicand A is a 16-bit number and the second multiplicand B is a 32-bit number. The result is given in the variable RESULT which is a 48-bit number. For the meaning of START and CLR_SM_TRIGGER, see Sec. 6.4 and Fig. 11. As can be seen in Fig. 10, we solve the issues posed by signed data by first multiplying the unsigned data and then adjusting the result according to the correct sign. This is best explained in its decimal analogy. To multiply 83 by (-57), we can multiply 83 by 57 ______________________________________________________



1 Here for simplicity we are multiplying two positive numbers. When one or more of the numbers is negative then tricky sign and signextension issues are present. These issues are quite easy and straightforward to resolve, and this subject is treated in Sec. 6.2.1.



(achieving 4731) and then negate the result (thus arriving at the correct result of -4731). However, the sharp-eye reader will have noticed that the multiplication algorithm shown in Fig. 10 has some mathematical flaws. The problem in Fig. 10 is that in two's complement arithmetic, bitwise negation does not correspond to the negative of the number. Rather, in two's complement arithmetic the negative of a number is achieved by bitwise negation followed by addition of 1. Therefore whenever in Fig. 10 it is written "~x" it should be written "(~x)+1". There are two questions that deserve an answer: (a) Why is the state machine implemented as in Fig. 10, and why is this implementation actually preferable to the mathematically correct implementation? and (b) Why are such mathematical inaccuracies permissible in our system? The answer to question (a) lies in a quirk of two'scomplement arithmetic, which is that is that its negative and positive ranges are unequal. For example, in 16-bit two's arithmetic we can represent numbers to from −32768 (= 800016 ) 32767 (= 7FFF16 ) . Therefore, if were to accurately negate −32768 , we would have to represent 32768 , which is impossible to do in a 16-bit two's complement number. Thus, by eliminating the "+1" stage of the negation, we eliminate the very serious problem of potential overflow. Obviously, we also achieve a reduction in logic resources by not implementing the addition. The answer to question (b) is slightly more thoughtprovoking. In the previous paragraph we have shown that our non-standard method of negating numbers results in an inaccuracy in the order of magnitude of the LSB of the result of the negation. On their own, these errors are small and negligible2. But can't these errors accumulate? The answer is no. This is because we must remember that the multipliers operate within a PLL, i.e. a closed-loop feedback system. The small mathematical errors in the loop-filter's output will thus be corrected by the PLL's normal feedback operation. See also [10 Sec. IV-A] for discussion of a similar situation. Thus, the small sacrifice in mathematical correctness is irrelevant for the current application, but the chosen imprecise implementation affords logic savings and the inherent avoidance of overflow problems. The reader is advised, however, to apply ______________________________________________________
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The fact that we have over-engineered the filter by adding 8 more LSB bits to the datapath to represent the fractional part of the results of operations (see Fig. 8, Sec. 5.4) also helps since this reduces the error magnitude of an LSB error by 256, i.e. more than 2 orders of magnitude.



Fig. 10 – Simplified flow chart of multiplier state machine algorithm. The multiplier multiplies A[15:0] by B[31:0] and outputs RESULT[47:0]. All quantities are in two's-complement notation. Some notations used are: "~" is bit-wise negation; "sgn(x)" means the sign of x, i.e. the MSB (Most Significant Bit) of x; "shl" means shift left by 1 bit. The syntax "y 


extreme caution when thinking of using the algorithm Fig. 10 in other settings, especially in an open-loop system. 6.2.2. Calculation of the required state machine



clock rate Assume (as was indeed the case in the example receiver under discussion) that we have designed the multiplier state machine so that it takes 2 clock cycles per partial product, as follows: ƒ



(1st clock cycle): Shift the accumulated sum of previous partial products by 1 bit to the left;



ƒ



(2nd clock cycle): Sum to this accumulated sum the partial product corresponding to the current bit;



then it will take 15×2 = 30 clock cycles to shift and sum 15 partial products (each 31 bits long (note, again, that sign bits are excluded from this process since we operate on the unsigned data, see Sec. 6.2)). If we allow for an additional 5 clock cycles for the state machine to start and finish and other overhead, we arrive at 35 clock cycles. Obviously, the engineer must also allow time for the adders in the loop filter to process the results of the multiplier before the next fu clock edge (the critical path being from the output of Multiplier1 through Adder1 and Adder2), as well as allow time for the setup times of the registers to be complied with. However, those latencies are usually small and are easily modeled by FPGA design software, so their inclusion in the calculations is easy. Another source of latency is caused by the necessity to synchronize the start strobe of the state machine (see Sec. 6.4). For the purposes of the example in this paper, we round the figure 35 clock cycles to 40 clock cycle for good measure (in order to achieve extra "engineering robustness" and to take into account the aforementioned additional latencies). This means that if the rate fu is 40 times slower than the state machine clock, then we can compute the multiplications using the state machine and the results will propagate through the loop filter's combinational logic paths before the next loop filter clock edge arrives. Determination of fu is a subject that is studied in depth in [6], [7], and [8]. To give an example, if we want to design a PLL with fn=2000 Hz, then good results can be obtained if fu=700,000 Hz. Thus, to implement the multipliers as state machines, for this case we will need a state machine clock of at least 40fu=28 MHz, which is quite a reasonable state machine clock.



6.3. The importance of the pipeline register Now is a good time to make a note of the importance of the pipeline register Register2. When the multipliers were implemented as fast modules where the partial products were computed and summed in parallel, then Register2 afforded little to no advantage. However, now that we are using a state machine, the fact that the critical path contains only one multiplier (instead of two) allows us to use a slow state-machine clock. For example, without Register2 the critical path in the example of the previous subsection would contain Multiplier1 and Multiplier3, and both would be required to finish their computation – in series – within Tu seconds (and also allow time for other latencies as mentioned in Sec. 6.2). This would result in a required state machine clock rate that is about twice as fast, i.e. about 80fu = 56 MHz.



Table 1 – Hardware mapping comparison using the Xilinx Virtex XCV600-4HQ240 chip. The results are for the entire loop filter (not just the multipliers).



Multiplier Implementation "Conventional" State Machine Resource Savings



Total Equivalent Gate Count 22,085 6,408 71%



# of Occupied Slices 855 206 76%



Fig. 11 – Generation of start strobe to the multiplier state machines. LF_CLK is the loop filter clock. SM_CLK is the state machine clock. VDD is the logical "1" voltage.



6.4. Triggering of the State Machine Since the loop filter clock with rate fu is in general not synchronized to the state machine clock, it is necessary to find a way in which to trigger the state machine’s operation. This is done using the structure shown in Fig. 11. As seen there, the rising edge of the loop filter clock will cause a "1" to propagate through two registers which are clocked by the state machine clock. The resulting signal (denoted as START) can serve as the start input to the state machine and is synchronized to the state machine clock. The two registers are necessary in order to avoid metastable effects [11 Sec. 10.3.3] during synchronization of the start strobe, and the delay incurred as a result (worst case: 3 SM_CLK clock cycles) must be taken into account when computing the required state machine clock (see Sec. 6.2). After the multiplication is completed, the state machine sends a clear signal (denoted as CLR_SM_TRIGGER in Fig. 11) to the registers which readies them for the triggering of the next multiplication.



7. Quantitative Logic Resource Savings Results In order to quantitatively evaluate the benefits of the proposed implementation, hardware mapping of two loop filter implementations was done on a Xilinx Virtex XCV600-4HQ240 chip [12]. The design software used was Xilinx ISE 8.2.03i. The first loop filter implementation contains "conventional" multipliers implemented using the



Xilinx Core Generator, which results in extremely logic-efficient implementation. These multipliers used the Xilinx's multiplier version 8.0 core and used the most resource-efficient implementation, that is a nonpipelined implementation (i.e. combinatorial logic only). The second loop filter implementation contains multipliers implemented as state machines, as outlined in Sec. 6. The results of the comparison are shown in Table 1. There are various ways to measure resource utilization in FPGAs. In Table 1 we present two metrics: the total equivalent gate count and the number of occupied FPGA slices. The results show that the proposed implementation method results in a logic resource savings of between 71% and 76%.



8. Conclusions In this paper we discussed the design of digital loop filters for Phase Lock Loops in high-speed wireless receivers. It was found that (if certain conditions regarding the phase detector sample rate and the PLL's natural frequency are fulfilled) then significant savings in resource utilization (between 71% and 76% in the example presented) can be achieved. The reduction in resource usage was accomplished by implementing the multipliers as state machines which compute and sum the partial products iteratively, rather than via a conventional multiplier that computes and sums the partial products in parallel. It was further found that a modified Direct-Form II structure in which a strategically placed pipeline register is inserted is a suitable filter structure for this type of multiplier implementation. The method proposed in this paper has been used by the author in the implementation of a 90 Mbps BPSK receiver where the digital portion of the receiver was implemented in a Xilinx Virtex XCV1000-6BG560C chip, and the parameters of the carrier synchronization PLL of that system were investigated as a case study in this paper. Moreover, it shall be commented that in that receiver, loop filters for various PLLs and control loops were implemented using the proposed technique, including loop filters for the carrier PLL, the symbol timing synchronization PLL, and two AGC (Automatic Gain Control) loops. Indeed, in the aforementioned system, the implementation of the loop filters using the efficient method presented here was crucial in order to allow



the entire receiver design to fit in one single FPGA. Thus, the proposed design method has been proven in practice and can be a valuable tool for the implementation of contemporary receivers.
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