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Efficient Speaker Recognition Using Approximated Cross Entropy (ACE) Hagai Aronowitz and David Burshtein, Senior Member, IEEE



Abstract—Techniques for efficient speaker recognition are presented. These techniques are based on approximating Gaussian mixture modeling (GMM) likelihood scoring using approximated cross entropy (ACE). Gaussian mixture modeling is used for representing both training and test sessions and is shown to perform speaker recognition and retrieval extremely efficiently without any notable degradation in accuracy compared to classic GMM-based recognition. In addition, a GMM compression algorithm is presented. This algorithm decreases considerably the storage needed for speaker retrieval. Index Terms—Speaker identification, speaker indexing, speaker recognition, speaker retrieval, speaker verification.



I. INTRODUCTION TATE-OF-THE-ART text-independent speaker recognition algorithms often use Gaussian mixture models (GMMs) [1] for acoustic modeling. Introduced in the 1990s [2]–[4], GMMbased speaker recognition has been the state of the art for more than a decade. A GMM-based system computes the log-likelihood of a test utterance given a target speaker by fitting a parametric model (a GMM) to the target training data and computing the average log-likelihood of the test-utterance feature vectors assuming frame independence. Recently, other novel approaches for speaker recognition [5]–[9] have been developed and applied successfully. Nevertheless, GMM modeling is still a major tool in speaker recognition, used by improved algorithms such as [10]–[14]. Furthermore, GMMs are also a standard tool for language identification [15], and channel detection [1]. Lately, accuracy of automatic speaker recognition systems has improved dramatically thanks to channel compensation and intraspeaker variability modeling [10]–[14]. Therefore, other aspects, such as complexity, gain importance. Speaker recognition technology may be used in various scenarios, including speaker verification, speaker identification, and speaker retrieval. Speaker verification, i.e., deciding whether a target speaker is the speaker of a given audio file usually requires using normalization techniques such as Z-norm [1], T-norm [16], or a combination of both, which necessitates
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computation of a GMM score between many pairs of speaker models and audio files. Speaker identification, i.e., searching for the identity of a speaker of an audio file within a possibly large open-set (where the unknown speaker may not exist in the set) of speakers may also require many computations of GMM scores. Retrieval in large audio archives has emerged recently [17], [18] as an important research topic as large audio archives now exist. Speaker retrieval is an essential component of a speech retrieval system. The goal of a speaker retrieval system is to be able to efficiently retrieve occurrences of a given speaker in an audio archive. This can be achieved by dividing the speaker recognition process into two stages. The first one is an indexing phase which is usually done online as audio is recorded and archived. In this stage, there is no knowledge about the target speakers. The goal of the indexing stage is to execute all possible precalculations in order to make the search as efficient as possible when a query is presented. The second stage is activated when a target speaker query is presented. At this point, the precalculations of the first stage are used. The bottleneck in terms of time complexity of the GMMbased speaker recognition algorithm is the calculation of the log-likelihood of an utterance given a speaker model. A first step towards improving the time complexity is to speed up the likelihood calculation by exploiting redundancy in the time domain (frame decimation) or in the GMM domain (top- decoding) [19]. A different approach which is more suitable for speaker retrieval is anchor modeling [20]–[23]. Under the anchor modeling framework, each utterance, both training and test utterances, is projected into an anchor space defined by a set of anchor models which are nontarget speaker models. Each utterance is represented in the anchor space by a vector of distances between the utterance and each anchor model. A distance between two utterances is defined as the distance (not necessarily Euclidean) in anchor space. Anchor modeling is highly suitable for speaker retrieval due to the fact that most of the computation burden for comparing two utterances is in the process of projecting them into anchor space, a projection that can be done in an indexing stage for the utterances in the audio archive, and only the query must be projected during the query stage. The disadvantage of anchor modeling is that some speaker information is lost by the projection into anchor space. Indeed, the accuracy reported in [20] and [21] for the anchor models framework is degraded compared to conventional GMM scoring. In [23], the performance of anchor-modeling-based speaker recognition was improved using probabilistic modeling in anchor space. However, more accurate recognition can be achieved by applying similar probabilistic modeling directly to
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the GMM framework [10], [12], [13]. Furthermore, the anchor modeling approach by itself performs a considerable amount of GMM score calculations, which preferably should be done efficiently. Our suggested approach for efficient speaker recognition is based on the assumption that a GMM extracts the entire speaker information from an utterance, i.e., the GMM parameters comprise a sufficient statistic for estimating the identity of the speaker. Our novelty is to exploit the same modeling assumption for test utterances in order to derive a computationally efficient score instead of the standard GMM score. We began to explore this approach in [24]–[26]. In this paper, we report a complete description and experimental analysis. Parameterization of both training and test utterances in a symmetric framework was done in [27], where both target speakers and test utterances were treated symmetrically by being modeled by a covariance matrix. The distance between a target speaker and a test utterance was defined as a symmetric function of the target model and the test utterance model. Unfortunately, a covariance matrix lacks the modeling power of a GMM, which results in low accuracy. In [28], cross likelihood ratio was calculated between the GMM representing a target speaker and a GMM representing a test utterance. This was done by switching the roles of the training and test utterances and averaging the likelihood of the test utterance given the GMM parameterization of the training utterance with the likelihood of the training utterance given the GMM parameterization of the test utterance, but the inherent asymmetry of the GMM scoring remained. Parameterization of a test utterance by a GMM may be beneficial for improving complexity but may also improve robustness by estimating a GMM parameterization for a test utterance using maximum a posteriori (MAP) adaptation with a universal background model (UBM) as a prior. According to our suggested approach, a GMM is fitted for a test utterance, and the likelihood is calculated by using only the GMM of the target speaker and the GMM of the test utterance. This paper is organized as follows. The proposed speaker recognition algorithm is presented in Section II. Section III describes how to improve the time complexity of the proposed algorithm. Section IV presents an algorithm for fast GMM decoding and fast GMM MAP adaptation. Section V describes the experimental setup and results. In Section VI, we analyze the time complexity of the proposed system for identification of a large population of speakers and for speaker retrieval in large audio archives. Section VII describes a GMM compression algorithm used for compressing the index of our speaker retrieval system. Finally, Section VIII concludes the paper.



describe methods for estimating the cross entropy given an estimated GMM for the test utterance. In Sections II-D and II-E we analyze the special cases of using speaker-independent diagonal covariance matrices and global diagonal covariance matrices. A. Approximating the Likelihood of a Test Utterance The average log-likelihood of a test utterance according to some GMM denoted by (which represents some target speaker) is defined as (1) of the test utterance are acoustic obserThe vectors vation vectors generated by a stochastic process. Let us assume is a that the true model that generated the vectors GMM denoted by . The average log-likelihood of an utterof asymptotically infinite length drawn from ance model , is



(2) where is the cross entropy between GMMs and . Equation (2) follows by an assumed ergodicity of the speech frame sequence and the law of large numbers. According to (2), the log-likelihood of a test utterance given GMM is a random variable that asymptotically converges to the negative cross entropy of and . Therefore, by calculating the log-likelihood of a test utterance given GMM , one is actually trying to estimate the negative cross entropy between and . A different approach would be to estimate the negative cross entropy between and directly using a MAP estimation of as in (3)



(3) or to estimate the expected negative cross entropy as follows: (4) where



II. SPEAKER RECOGNITION USING APPROXIMATED CROSS ENTROPY (ACE) In this section, we describe our proposed speaker recognition algorithm. Our goal is to approximate the calculation of a GMM score without using the test utterance raw data. Instead, a GMM fitted to the test utterance is used. We first show in Section II-A that the average log-likelihood of a test utterance can be approximated by the negative cross entropy of the target GMM and the true model for the test utterance. In Sections II-B and II-C, we



is an expectation under the distribution



.



B. Approximating GMMs



and



are defined as



(5)
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where , , , , and are the weights, means, and covariance matrices of the th Gaussian of GMMs and , respectively, , and are the GMM orders of and , respectively, and is the probability density function (pdf) of given a normal distribution with mean and covariance . Exploiting the linearity of the integral and the mixture model, we get



(6) As no closed-form expression for (6) exists, an approximation must be used. A review of several such approximations can be found in [29]. Note that
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denotes the dimension of the feature space. The inwhere equality in (7) holds for every Gaussian ; therefore, we have closed-form lower bounds. The tightest lower bound is achieved by setting to (8), as shown at the bottom of the page. The tightest lower bound is used to approximate the integral . The final approximais therefore shown tion for in (9) at the bottom of the page. Note that for the case as an exact representation of test utterwhere we define ance , our approximation for the negative cross entropy coincides with the exact expression for the average log-likelihood with the exception of using for each frame the most instead of a summation over all probable Gaussian in Gaussians. More precisely, in this case, GMM is defined as , and the negative cross entropy is shown in (10) at the bottom of the page. C. Estimating the Cross Entropy Knowing GMM , the cross entropy between and could be approximated using the technique described in the previous subsection. However, is unknown. Our first approach, MAPACE, is to estimate from the test utterance, as is estimated from the training data of the target speaker, i.e., by estimating a GMM using MAP adaptation from a UBM, though the order of the model may be tuned to the length of the test utterance. Our second approach, expected ACE (E-ACE), is to calculate the expected negative cross entropy conditioned on the observed test data as follows:



(7)



(8)



(9)



(10)
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(11) A reasonable assumption would be that the covariance matrices , the correof are known (fixed for all utterances as sponding covariance matrices in the UBM) and that the weights of are estimated accurately from the test utterance. The mean vector is assumed to be drawn from a normal distribution taken from the UBM and covariance with known mean , where is the relevance factor used for MAP matrix is therefore adaptation. The posterior pdf of (12) where denotes the maximum-likelihood (ML) estimated from the test utterance, weight of Gaussian of GMM denotes the corresponding ML estimated mean. The and expected negative cross entropy in (11) using the posterior derived in (12) can be calculated as follows: distribution of



(13)



where is the convolution of the posterior pdf of and GMM which turns out to also be a GMM



(



)



(14) The expected negative cross entropy can therefore be approximated by (15), shown at the bottom of the page, and with . D. Special Case #1: Fixed Diagonal Covariance GMMs In speaker recognition, it is customary to use fixed diagonal covariance matrices GMMs, i.e., diagonal covariance matrices which are trained for the UBM and are not retrained for each speaker. Using fixed diagonal covariance GMMs has the advantages of lower time and memory complexity and also improves robustness. Applying the fixed diagonal covariance assumption results in simpler approximations for the negative cross entropy. The MAP-estimation of the negative cross entropy is shown in is estimated through (16) at the bottom of the page, where MAP-adaptation and is equal to (using the definitions from previous subsection), and is the diagonal covariance matrix for Gaussian . The expected negative cross entropy is shown in (17) at the bottom of the page.



(15)



(16)



(17)
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E. Special Case #2: Global Diagonal Covariance GMMs Global diagonal covariance GMMs share a single diagonal covariance matrix among all Gaussians and among all speakers. Using global diagonal covariance GMMs has the advantages of lower time and memory complexity and also may improve robustness when training data are sparse. The reduced modeling power of using a global variance can be compensated by moderately increasing the number of Gaussians. Robustness may be especially important when modeling short test utterances. Applying the Global diagonal covariance assumption results in simple approximations for the negative cross entropy. The MAP-estimation of the negative cross entropy is



(18)
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and are the GMM order of and , regeneral case ( spectively, is the dimension of the feature space). For the special cases of diagonal covariance matrices [(16)–(18), (20)], the . We use the following techtime complexity is niques to improve the time complexity of the proposed ACE methods. A. Top-



Pruning



Top- pruning exploits the property that both GMM and and , respectively, and GMM are adapted from UBMs therefore prior knowledge on the parameters of and exis very ists. Furthermore, if the mean of the th Gaussian of , then the th distant from the mean of the th Gaussian of Gaussian of and the th Gaussian of are most probably distant. This property can be used by creating a Gaussian short-list [a list which specifies the subset of the Gaussians which are most . The Gaussian likely to maximize (8)] for every Gaussian in points to the top- closets short-list of the th Gaussian of (in the sense of function ) Gaussians in . Given GMMs and , (21) can be approximated by



where and are mean vectors normalized by corresponding global standard deviations: (19) and is estimated through MAP-adaptation. The expected negative cross entropy is



(22) is the Gaussian short-list of the th Gaussian of . where The time complexity of the approximation using the top- technique is , where is the time complexity of function , which is for the general case and for diagonal covariance matrices. Note that similar principles are used for GMM frame-based top- scoring [19]. B. Gaussian Pruning



(20) with places



and ).



defined similar to (19) (except that



re-



Equation (21) may be viewed as approximating the negative cross entropy by an empirical expectation of function with respect to a sample of Gaussians (the components of ). In order to obtain a quick approximation to the negative cross entropy, a subset of the components of can be used to calculate an empirical expectation. The optimal subset would be the set of Gaussians with the highest weights



III. REDUCING TIME COMPLEXITY OF APPROXIMATED CROSS ENTROPY-BASED SPEAKER RECOGNITION In order to approximate the log-likelihood of a test utterance given a target speaker using ACE, GMMs must be estimated for both the training data and the test utterance. This stage may become a bottleneck and is addressed in Section IV. All the variants presented in Section II for ACE can be generalized as



(23) for some appropriate value of



(21) where and are the th Gaussian of and the th Gaussian of , respectively. The difference between the various variants which measures lies in the definition of function and . the similarity between The time complexity of approximating the cross entropy befor the tween two pretrained GMMs [(9), (15)] is



.



C. Two-Phase Recognition Excessive Gaussian pruning may degrade recognition accuracy. This degradation may be mended by a second phase of verification which is performed by rescoring (without Gaussian pruning) a small subset of the test sessions which pass the first phase with a relatively high score. For example, if we are interested in a false acceptance rate of 1%, we can set the false
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acceptance rate of the first phase to a somewhat higher rate and reduce it using a rescoring phase. IV. FAST GMM–UBM DECODING AND FAST GMM–UBM MAP ADAPTATION In this section, we describe a technique for accelerating the procedure of finding the top- best scoring Gaussians for a given frame. This technique is used by both classic GMM scoring [19] and by MAP-adaptation of a GMM which is used by the ACE algorithm. The goal of the top- best scoring technique, given a UBM and a frame, is to find the top- scoring Gaussians. Note that a small fraction of errors may be tolerated. Finding the top- best scoring Gaussians is usually done by scoring all Gaussians in the UBM and then finding the maximal scores. Our technique introduces an indexing phase in which the Gaussians of the UBM are examined and associated with clusters defined by a vector-quantizer. During recognition, every frame is first associated with a single cluster, and then only the Gaussians mapped to that cluster are scored. Note that a Gaussian is usually mapped to many clusters. In order to be able to locate the cluster quickly, we design the vector-quantizer to be structured as a tree (VQ-tree). A similar approach which does not exploit a tree structure was investigated in [30] and in [31]. Hierarchical GMM approaches [32] do exploit a tree structure and achieve considerable complexity reduction. However, using a VQ-tree enables extremely fast decoding and can be tuned to achieve any desired level of accuracy. A. VQ-Tree Training Following is a description of the VQ-tree training procedure. 1) Initialize the tree by inserting all the development set vectors into a single leaf (the root). 2) Until the number of leaves reaches a requested threshold: Split the most distorted leaf by performing the following steps. a) Initialize a -means VQ by picking randomly two . training vectors b) Train the -means VQ using the Mahalanobis distance with the covariance matrix of the whole training dataset. c) Partition the training vectors according to the VQ into two leaves. The distortion of a leaf is defined as the sum of the squared Mahalanobis distances between every vector in the leaf and the center of the leaf. B. Mapping Gaussians to Clusters The goal of this stage is to create for each cluster defined as of Gaussians



a short-list



(24) where is a feature vector. Equation (24) assigns a Gaussian to the short-list of cluster if the probability for a random feature vector associated to cluster to have Gaussian in its top- Gaussians exceeds a predefined threshold .



The following is a description of the algorithm for mapping Gaussians to clusters. 1) For every feature vector in development dataset: a) compute the top- scoring Gaussians; b) locate the matching leaf in VQ-tree; c) accumulate the top- scoring Gaussians in the statistics of the matching leaf. 2) Create for every leaf a Gaussian short-list according to the accumulated statistics and (24). C. Finding Top-



Gaussians for a Feature Vector



Following is a description of the top- decoding procedure. . 1) Given a feature vector , find its cluster in VQ-tree 2) Score all the Gaussians in the Gaussian short-list of cluster . 3) Find the top- scoring Gaussians. D. Time and Memory Complexity Given a UBM of order and a VQ-tree with leaves, the expected leaf depth in the tree denoted by is . Let denote the expected size of a Gaussian short-list, and let denote the dimension of the feature space. The time complexity . The time complexity of the VQ-tree of the baseline is based algorithm is . The speedup factor achieved . Experiments in Section V indicate that is therefore a speedup factor of about 40 can be achieved compared to a standard baseline. The amount of memory required for storing of the index is for storing the VQ-tree and for storing the Gaussian short-lists. E. Accuracy The expected miss probability of the VQ-tree algorithm for a Gaussian in the top- list is guaranteed to be not greater than (24). Therefore, the algorithm can be tuned to have a requested level of accuracy. V. EXPERIMENTS A. Datasets and Protocol The development dataset consists of a subset of the switchboard-2 corpus [33] and a subset of the NIST-2003-SRE dataset [34]. Development dataset was used to train the UBM, the VQ-tree, and for T/Z/ZT-norm modeling. The core set of the NIST-2004-SRE dataset [35] was used for evaluation, but contrary to the NIST protocol, all male target models were scored against all available male test files, and all female target models were scored against all available female test files. This was done in order to increase the number of trials. The data set consists of 616 one-sided single conversations for training 616 target models, and 1174 one-sided test conversations, resulting in 127 968 male trials (of which 1066 are the same speaker trials) and 242 144 female trials (of which 1314 are the same speaker trials). All conversations are about five minutes long and originate from various channels, handset types, and languages. Most of the experiments were conducted using only male models and test sessions. Selected results were validated on the female dataset as well.
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In order to validate the success of the proposed techniques for scoring short test sessions, three additional testing conditions of 30-, 10-, and 3-s utterances (after silence removal) were defined. We report two performance measures. The first one is equal error rate (EER) and the second one is min-DCF [35] which is the minimal value of the detection cost function (DCF) defined as False acceptance (25) For selected experiments, we present DET curves [36], which represent the tradeoff between speaker misdetection probability and false-acceptance probability. For the male subset, assuming all trials are independent, the 95% confidence interval for the EER measure is approximately 5% relative for the relevant range of EER values (10%–20%). The corresponding confidence interval for min-DCF is experiment-dependent, but in practice is on the order of 5% as well. For all systems, the evaluated raw scores are normalized by applying Z-norm followed by T-norm (ZT-norm), which proved to be superior to T-norm, Z-norm, and TZ-norm. The gender of the normalization models/sessions is matched to the gender of the test utterances. 250 normalization sessions per gender were chosen from the development data and used for both Z-norm and T-norm.
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TABLE I EER AND MIN-DCF FOR VARIOUS CONFIGURATIONS OF THE BASELINE GMM SYSTEM FOR FULL, 30-, 10-, AND 3-s-LONG TEST SESSIONS (ON THE MALE SUBSET NIST-2004-SRE). BOLDFACE FONT IS USED TO HIGHLIGHT PERFORMANCE OF CHOSEN BASELINES



Misdetection



B. Baseline GMM System The baseline GMM system was inspired by the GMM-UBM system described in [1] and [37]. The front-end of the recognizer consists of calculation of Mel-frequency cepstrum coefficients (MFCCs) according to the ETSI standard [38]. An energy-based voice activity detector is used to locate and remove nonspeech segments, and the cepstral mean of the speech segments is calculated and subtracted. The final feature set is 13 cepstral coefficients 13 delta cepstral coefficients extracted every 10 ms using a 25-ms window. Feature warping with a 300 frame window is applied as described in [39]. A gender-independent (GI) UBM and two gender-dependent (GD) UBMs (adapted from the GI UBM) were trained using the first 20 s of 500 sessions from the development data. The GI-UBM is used as a prior for GMM adaptation, and the GD-UBMs are used for score normalization. The order of the GMMs used for all experiments is 2048. Both fixed diagonal covariance matrix GMMs and global diagonal covariance matrix GMMs were evaluated, with and without weight adaptafast scoring was used for GMM scoring tion. Top[19]. Note that the performance using top-5 was worse than using top-10. In the scoring stage, the log likelihood of each conversation side given a target speaker was normalized by the GD-UBM score and divided by the length of the conversation before ZT-normalization. Table I shows a comparison of various configurations tested on the male subset of the evaluation dataset. The EER (10.68%) and min-DCF (0.0412) achieved for full session testing with fixed covariance matrices and Gaussian mean adaptation are competitive to comparable results published such as in [40]. Overall it can be concluded that fixed (Gaussian-dependent)



covariance matrices slightly outperform global covariance matrices for long (full one-side, 30-s) test sessions, whereas the opposite is true for short (ten-sided, 3-s) test utterances. A similar phenomenon was observed for weight adaptation as it degrades performance for all but the shortest (3-s) test sessions for which it slightly improved performance. Under the classic GMM framework, the optimal GMM configuration may be also a function of the test session duration. Using top-1 approximation, where only the most likely Gaussian is considered, the likelihood of a session given a GMM consists of two components. The first component is a function of the Gaussian weights, and the second component is a function of the Gaussian means and covariance matrices. It is possible that the weight-related component degrades accuracy for long test sessions and improves accuracy for short test sessions, probably because for scoring short test sessions the information encapsulated in the Gaussian weights is relatively more important than for longer test sessions. GMMs with global covariance matrices are more suitable for scoring short sessions probably because their reduced modeling capability is compensated by their excess smoothness, which is important when scoring short sessions. Taking into account that most of the differences in accuracy are statistically insignificant and considering efficiency, global covariance matrices without weight adaptation was chosen as the configuration for the GMM baseline for the three longest test conditions (full and 30 and 10 s) and global covariance matrices with weight adaptation was chosen as the configuration for the GMM baseline for the 3-s test condition. C. ACE Compared to the GMM Baseline A first set of experiments was carried out in order to assess the validity of the concept of ACE as an approximation for the frame-based likelihood scoring. Table II compares the accuracy of the baseline GMM system with a system based on a Monte-Carlo approximation of the cross entropy. The MonteCarlo based algorithm approximates the cross entropy between GMMS and by averaging the log-likelihood conditioned on of random vectors drawn from model . is estimated by MAP adaptation of a UBM as is estimated for the target speaker. The Monte Carlo approximation was found impractical as the number of random vectors per cross entropy calculation
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TABLE II EER AND MIN-DCF FOR THE BASELINE GMM SYSTEM COMPARED TO MONTE CARLO-BASED ACE FOR FULL ONE-SIDE TEST SESSIONS (ON THE MALE SUBSET NIST-2004-SRE)



TABLE III EER AND MIN-DCF FOR MAP-BASED ACE COMPARED TO THE BASELINE GMM SYSTEM FOR FULL, 30-, 10-, AND 3-s-LONG TEST SESSIONS (ON THE MALE SUBSET NIST-2004-SRE)



Fig. 1. GMM baseline compared to the ACE system on the NIST-2004 corpus for one-side and 10- and 3-s test utterances. Results for 30-s test utterances are close to those of one-side test utterances and therefore were omitted for the sake of clarity. No significant difference in accuracy is observed for any test condition.



required to get a good approximation was found to be high. Note that although the accuracy of the Monte Carlo-based approximation converges closely to the accuracy of the baseline, the correlation coefficient between the log-likelihoods produced by both systems was measured to be only 0.54. However, the correlation coefficient between the like log-likelihood ratios (after normalization with likelihood of UBM) was measured as 0.986. Next, MAP-based estimation of the approximated cross (MAP-ACE) entropy as derived in (9) was used and compared to the GMM baseline. Table III compares the accuracy of the baseline GMM system with MAP-based ACE using top-1 pruning. Overall, no statistically significant degradation was found compared to the optimized GMM baseline. The corresponding DET curve is presented in Fig. 1. The same experiments were done for the female subset of NIST-2004-SRE. The results are listed in Table IV and indicate no overall degradation. For both subsets, no significant improvement was found when using top- pruning with greater than 1. E-ACE was tested on the male subset and compared to MAPACE. The results are also listed in Table III and indicate an improvement compared to MAP-ACE.



TABLE IV EER AND MIN-DCF FOR MAP-BASED ACE COMPARED TO THE BASELINE GMM SYSTEM FOR FULL, 30-, 10-, AND 3-s-LONG TEST SESSIONS (ON THE FEMALE SUBSET NIST-2004-SRE)



TABLE V EER AND MIN-DCF FOR THE MAP-ACE GMM SYSTEM WITH VARIOUS LEVELS OF GAUSSIAN PRUNING FOR ONE-SIDE SESSIONS (ON THE MALE SUBSET NIST-2004-SRE)



D. Gaussian Pruning



E. Two-Phase Scoring



Experiments with Gaussian Pruning were conducted on the male subset of NIST-2004-SRE. The results are summarized in Table V. It was found that a speedup factor of 3 can be achieved with a statistically insignificant degradation in accuracy. Larger speedup factors can be achieved with a significant degradation that can be partly recovered using a second rescoring phase.



A two-phase scoring system was developed based on the ACE algorithm with top-1 pruning. The first phase includes Gaussian , and the second phase does not include pruning with Gaussian Pruning. A threshold of 1.0 on the ZT-normalized scores was set in order to pass only a small percentage (14%) of test sessions to the second scoring phase. The results for the
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TABLE VI TIME COMPLEXITY ANALYSIS: ACE SYSTEMS COMPARED TO BASELINE GMM



Fig. 2. GMM baseline compared to a two-phase ACE-based system with = 3 on the NIST-2004 corpus for one-side, Gaussian pruning factor of test utterances. No significant difference in accuracy is observed for false acceptance probability lower than 7%



K



two-phase scoring system are presented in Fig. 2. A speedup factor of 5 was achieved without any degradation for false acceptance of 7% and lower. F. Fast Top-



Decoding Using VQ-Tree



A VQ-tree with 10 000 leaves was trained on the SPIDRE corpus (a subset of switchboard I). was set to 0.0001. For a UBM-GMM of 2048 Gaussians, the average size of a Gaussian short-list was 40. The expected depth of a leaf in the VQ-tree is 17. The effective speedup factor is therefore 37. The amount of memory required is 1 MB for the VQ-tree and 800 kB for the Gaussian short-list. On the NIST-2004-SRE, no degradation in accuracy was observed when using the VQ-tree either for GMM adaptation or when it was used to accelerate the baseline GMM for both MAPadaptation and scoring. VI. TIME COMPLEXITY ANALYSIS In this section, two tasks are considered. The first task is speaker identification where multiple speakers may be hypothesized, and the second one is speaker retrieval. For both tasks, denotes the average number of test frames after silence removal (12 000 on average for one-side sessions), denotes the GMM order (2048), and denotes the dimension of the feature space (26). The GMM baseline is assumed to use topdecoding with . Other speedup techniques, reviewed in Sections I and IV, were not used by the baseline because typically these techniques (e.g., frame decimation and Gaussian clustering) have tradeoffs between accuracy and efficiency and are not standard. For the ACE-based systems, we use VQ-treebased GMM-UBM adaptation with a speedup factor denoted by (37). We analyze both an ACE system with top- pruning



and a two-phase scoring system described in Section V with a speedup factor of (5). For speaker identification, we assume a speaker population of size . The front-end processing time and training time is excluded from the analysis. For speaker retrieval, we assume only a single speaker is retrieved, and we assume that for both the baseline GMM and the ACE systems, T-norm parameters for the sessions in the archive are already precomputed in the indexing phase and therefore are not part of the retrieval complexity. The training time for the target speaker is excluded from the analysis. The time complexity is computed per single session in the archive. The time complexity analysis is presented in Table VI. The second column in Table VI lists the time complexity of the various systems as a function of the system parameters, and the third column lists the time complexity using typical parameter values. For example, a two-phase ACE-based speaker identifioperations for parameterization of cation system requires operations for approxtest utterance with a GMM, and imating the log-likelihoods of a test utterance given target models. For the typical values of the parameters listed above this will result in 17 million operations for GMM parameterization and 10 000 operations for log-likelihood approximations. VII. GMM COMPRESSION Our proposed algorithm for speaker retrieval requires storing a GMM for every audio file in the archive. In order to reduce the size of the index, the GMMs must be compressed. In [41] a GMM compression algorithm was introduced. The main idea is to exploit the fact that all GMMs are adapted from the same UBM. For a given GMM, the parameters that are significantly different from the UBM are quantized using the UBM as a reference. The quantization is done independently for every mean coefficient, variance coefficient, and every weight. In this paper, we propose a different way to compress GMMs. We optimize our compression algorithm with respect to the speaker retrieval task and the ACE algorithm. We need only to compress the weights and the mean vectors. The weights are compressed by similar techniques as in [40]. The means however are compressed by using vector quantization. We compute GMMs for all the sessions in a development set and then subtract from each mean vector the corresponding UBM mean vector. We cluster the resulting vectors into 60 000 (in order to represent cluster indices with 2 B) clusters. In order to compress a GMM, we just replace every mean vector by its cluster index. This compression algorithm results in a 1:50
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compression rate but with some degradation in accuracy. In order to eliminate the degradation in accuracy, we first locate badly quantized Gaussians (10% in average). These Gaussians are located by calculating for every mean vector the product of its weight and its quantization error. Badly quantized Gaussians are characterized by a high product. The badly quantized Gaussians are compressed by quantization of every coefficient independently into 4 bits. The compression factor of the described algorithm is 1:30 (7 kB per GMM) without any notable degradation. VIII. CONCLUSION In this paper, we have presented an algorithm for efficient and accurate speaker recognition. The algorithm is based on ACE and is useful for both identification of a large population of speakers and for speaker retrieval. For example, we get a speedup factor of 52 for identification of 100 speakers (target and T-norm) and a speedup factor of 135 for 1000 speakers. For the speaker retrieval task we get a speedup factor of 64 000. We verified that our techniques are also suitable when testing on short test sessions. Finally, we presented an algorithm for GMM compression which is used to compress the index built by our speaker retrieval algorithm. More generally, the ACE framework may be used to replace other GMM-based algorithms. Lately, the ACE method has been successfully used for efficient language identification [15], and efficient speaker diarization [42]. This paper shows that a GMM trained for a test utterance is approximately a sufficient statistic for the classic GMM-based log-likelihood. This result is a theoretical justification for the GMM-supervector [10]–[15] framework where sessions (both training and test) are projected into a high-dimensional space using the parameters of the GMMs trained for the sessions, and modeling is done in the high-dimensional space named the GMM-supervector space. Note that when using the GMM-supervector approach, kernel-based methods can also be incorporated [14]. In addition to establishing a theoretical basis for the GMM-supervector approach, the speedup techniques presented in this paper (Gaussian pruning and fast GMM-UBM MAP-adaptation) can be used to reduce the time complexity of GMM-supervector-based approaches. Furthermore, current GMM-supervector-based approaches which usually model only the GMM means are probably suboptimal as the information encapsulated in the GMM weights has been shown to be important for speaker recognition [44]. Moreover, current GMM-supervector-based approaches are not very successful in coping with short sessions [13], probably because GMM weights are important in that case. The ACE framework gives a theoretically-based method for combining GMM means and weights and may be a good starting point for a development of an improved GMM-supervector approach. REFERENCES [1] D. A. Reynolds, T. F. Quatieri, and R. B. Dunn, “Speaker verification using adapted Gaussian mixture models,” Digital Signal Process., vol. 10, no. 1-3, pp. 19–41, 2000.
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