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Model



Let observation j of speaker i be mij and let it be modeled as: mij = Vyi + Uxij + zij



(1)



where yi ∼ N (0, I) xij ∼ N (0, I) zij ∼ N (0, D−1 )



(2) (3) (4)



where the dimensions of x and y may be smaller than that of m and where D is a diagonal precision matrix. The model parameter that we want to estimate via the EM algorithm is λ = (V, U, D); and the hidden variables are represented by all the yi and xij . Note that zij is not also hidden, because if mij , yi and xij are given, then zij is determined.



1.1



Data



We are given N observations of the form mij , for K speakers, so that i = 1 · · · K. There are ni observations per speaker, so that j =1 · · · ni . We denote the matrix of all the observations for speaker i as Mi = mi1 · · · mini . The zero-order PK statistic for speaker i is ni and the global zero-order statsistic is N = i=1 ni . The first-order statistic for speaker i is: fi =



ni X



mij



(5)



j=1



and the global second-order statistic is: X S= mij m0ij . ij
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(6)



1.2



Prior



The joint prior for the hidden variables for a speaker i is:   1 0 1 0 p(yi , Xi ) = p(yi )p(Xi ) ∝ exp − yi yi − tr(Xi Xi ) , 2 2   where Xi = xi1 · · · xini .



1.3



(7)



Likelihood



The complete-data log-likelihood, for speaker i is: p(Mi |yi , Xi , λ) =



ni Y



N (mij |Vyi + Uxij , D−1 )



(8)



j=1



! ni 1X ∝ exp − (mij − Vyi − Uxij )0 D(mij − Vyi − Uxij ) 2 j=1 ∝ exp



ni  X j=1



1 − m0ij Dmij + m0ij DVyi + m0ij DUxij 2



(9)



(10)



 1 1 − yi0 V0 DVyi − yi0 V0 DUxij − x0ij U0 DUxij 2 2



1.4



Joint p(Mi , yi , Xi |λ)



(11) n



∝ exp



i X 1 1 − yi0 Li yi + − m0ij Dmij + m0ij DVyi + m0ij DUxij 2 2 j=1 ! 1 0 0 − xij Jyi − xij Kxij 2



(12)



where J = U0 DV K = U0 DU + I Li = ni V0 DV + I



(13) (14) (15)
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1.5



Posterior



We assemble the joint posterior from two factors: p(yi , Xi |Mi λ) = p(Xi |yi , Mi , λ)p(yi |Mi λ),



(16)



which we find below: 1.5.1



Outer posterior



The conditional posterior for Xi is: p(Xi |Mi , yi , λ) ∝ p(Xi , Mi , yi |λ) ! ni X 1 ∝ exp x0ij (U0 Dmij − Jyi ) − x0ij Kxij 2 j=1 ! ni X 1 x0ij (K˜ ∝ exp xij − Jyi ) − x0ij Kxij 2 j=1 ! ni X 1 x0ij Kˆ ∝ exp xij − x0ij Kxij 2 j=1 Y ∝ N (xij |ˆ xij , K−1 ),



(17) (18)



(19)



(20) (21)



j



where K˜ xij = U0 Dmij , Kˆ xij = K˜ xij − Jyi , 1.5.2



˜ ij = K−1 U0 Dmij , x ˆ ij = x ˜ ij − K−1 Jyi . x



(22) (23)



Inner posterior p(yi , Xi , Mi |λ) p(yi |Mi , λ) ∝ p(yi , Mi |λ) = p(Xi |yi , Mi , λ) Xi =0   P exp − 12 yi0 Li yi + j m0ij DVyi   ∝ P 0 1 ˆ ij Kˆ exp − 2 j x xij



(24)



(25)



Now expand: 1X 0 1X 0 ˆ ij Kˆ xij − Jyi ) x xij = (˜ xij − yi0 J0 K−1 )(K˜ 2 j 2 j ni ˜ i + const. = + yi0 J0 K−1 Jyi − yi0 J0 x 2 3



(26) (27)



where ˜i = x



X



˜ ij . x



(28)



j



Now use this in (25):  1 0 p(yi |Mi , λ) ∝ exp − yi P i y i 2 ∝ N (yi |ˆ yi , P−1 ), i 



ˆi yi0 Pi y



(29) (30)



where Pi = ni (V0 DV − J0 K−1 J) + I, ˆ i = V0 Dfi − J0 x ˜i Pi y



1.6



(31) (32)



Marginal (EM Objective) p(Mi |Xi , yi , λ)p(Xi )p(yi ) p(Mi |λ) = p(Xi |yi , Mi , λ)p(yi |Mi , λ) yi =0,Xi =0
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(33)



EM algorithm



In this section we derive formulas for an EM algorithm (with minimumdivergence) for the model described in the previous section. The EM algorithm finds a maximum-likelihood (ML) estimate for the parameter λ of the model. We devote subsections to the E-step, the M-step and the (minimdivergence) MD-step.



2.1



EM auxiliary



˜= Q



* X



+ log p(Mi |yi , Xi , λ) + const



(34)



i



=



* X1 ij



=



+



* X1 ij



=



1 log |D| − (mij − Wzij )0 D(mij − Wzij ) 2 2



1 1 log |D| − m0ij Dmij − z0ij W0 DWzij + m0ij DWzij 2 2 2



N 1 1 log |D| − tr(SD) − tr(RW0 DW) + tr(TDW) 2 2 2 4



(35) + (36) (37)



where 







 xij zij = , yi X



 R= zij z0ij ,







W= U V , X S= mij m0ij ij



T=



(39)



ij



X



hzij i m0ij ,



N=



ij



2.2



(38)



X



ni .



(40)



i



M-step



Differentiating w.r.t W and setting to zero gives (independently of D): W0 = R−1 T.



(41)



Differentiating w.r.t. D, setting to zero and solving gives: 1 (S + WRW0 − 2WT) N 1 = (S − WT), N



D−1 =



(42) (43)



where we used (41) for simplification. We can zero the off-diagonals, to make D diagonal1 . If we want to further constrain D, to be isotropic, so that D = dI, then we find: 1 1 = tr(S + WRW0 − 2WT) d ND 1 = tr(S − WT), ND



(44) (45)



where D is the dimensionality.



2.3



Expectations



To complete the M-step, we need to express T and R in terms of the posteriors that we found in section 1.5:   X xij  X Tx 0 0 T= hzij i mij = mij = , (46) yi Ty ij



1



ij



See Tom Minka’s Matrix Calculus tutorial.
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and where Ty =



X



Tx =



X



ˆ i m0ij = y



X



ij



ˆ i fi0 , y



(47)



i



hˆ xij (y)i m0ij =



ij



X



K−1 (U0 Dmij − Jˆ yi )m0ij



(48)



ij



= K−1 U0 D



X



mij m0ij − K−1 J



X



ij −1



ˆ i fi0 y



(49)



i



0



= K (U DS − JTy ).



(50)



Finally:    X xij    Rxx Rxy 0 0 xij yi = R= , R0xy Ryy yi



(51)



ij



where Ryy =



X



hyi yi0 i =



X



ij



X



(52)



i



hxij yi0 i =



X 



K−1 (U0 Dmij − Jyi )yi0







(53)



 =K U − JRyy , X



X  = xij x0ij = N K−1 + hˆ xij (y)ˆ xij (y)0 i



(54)



Rxy =



ij



ij



−1



Rxx



ˆiy ˆ i0 ), ni (P−1 i +y



0



DT0y



ij



where X



(55)



ij



hˆ xij (y)ˆ xij (y)0 i



(56)



ij



=



X 



K−1 (U0 Dmij − Jyi )(m0ij DU − yi0 J0 )K−1







(57)



ij



= K−1



X 



 U0 Dmij m0ij DU − U0 Dmij yi0 J0 − Jyi m0ij DU + Jyi yi0 J0 K−1



ij



(58) −1



0



0



= K (U DSDU − U



2.4



DT0y J0



0



−1



− JTy DU + JRyy J )K



(59)



MD-step



Here we temporarily allow a more general prior for the hidden variables: p(yi ) = N (yi |0, Y), p(xij |yi ) = N (x|Gyi , X ) 6



(60) (61)



and then maximize the following complementary auxiliary w.r.t. to the new prior parameters: * + X X ˘= Q log N (yi |0, Y) + log N (xij |Gy, X ) (62) i



=



X



j



hlog N (yi |0, Y)i +



XX



i



i



hlog N (xij |Gyi , X )i



(63)



j



This maximization gives: Y=



K 1 X −1 ˆiy ˆ i0 , P +y K i=1



0 G0 = R−1 yy Rxy , 1 X = (Rxx − GR0xy ). N



(64) (65) (66)



These non-standard priors can now be transformed back to standard form, by absorbing their effects into U and V: U → U chol(X )0 , V → V chol(Y)0 + UG,



(67) (68)



where U on the RHS of (68) is the new value and where chol(X ) chol(X )0 = X denotes Cholesky decomposition.
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