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From the Samuelson Volatility Effect to a Samuelson Correlation Effect: An Analysis of Crude Oil Calendar Spread Options Lorenz SCHNEIDERa,∗, Bertrand TAVINa a EMLYON



Business School, Ecully, France



Abstract Our first aim in this paper is to introduce a futures-based model able of capturing the main features displayed by Crude Oil futures and options contracts, such as the Samuelson volatility effect and the volatility smile. We calculate the joint characteristic function of two futures contracts in the model in analytic form and use it to price calendar spread options. In an empirical application we show that the model, in contrast to simpler nested models, can be successfully calibrated to market prices of vanilla and calendar spread options. Our second aim is to use this model to analyze the dependence structure of Crude Oil futures contracts. To this end, we propose analytical expressions giving the copula and copula density directly in terms of the joint characteristic function. These tools allow us to perform an in-depth analysis for pairs of futures, and we observe a phenomenon we call the Samuelson correlation effect. Keywords: Multi-factor stochastic volatility, Futures curve modelling, Option pricing, Calendar spread options, Crude oil, Fourier inversion methods JEL: C02, G13



1. Introduction Crude oil is by far the world’s most actively traded commodity. It is usually traded on exchanges in the form of futures contracts. The two most important benchmark crudes are West Texas Intermediate (WTI), traded on the NYMEX, and Brent, traded on the ICE. In the S&P Goldman Sachs Commodity Index, WTI has a weight of 23.04% and Brent a weight of 20.43%, for a combined total of almost half the index. Another widely quoted index, Jim Rogers’ RICI, has weights of 16% for WTI and 13% for Brent. The crude oil derivatives market is also the most liquid commodity derivatives market. Popular products are European, American, Asian, and calendar spread options on futures contracts. Calendar spread options are frequently relied upon by commodity traders operating storage facilities. An important empirical feature of crude oil markets is stochastic volatility of futures contracts, which is clearly reflected in the oil volatility index (OVX), or “Oil VIX”, introduced on the CBOE in July 2008. A second feature is known as the Samuelson effect (Samuelson, 1965), i.e. the empirical observation that ∗ Corresponding author: EMLYON Business School, 23 Avenue Guy de Collongue, 69130 Ecully, France. (0)478337991 Fax: +33 (0)478336169. Email addresses: [email protected] (Lorenz SCHNEIDER), [email protected] (Bertrand TAVIN)
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a given futures contract increases in volatility as it approaches its maturity date 1 . Thirdly, European and American options on futures tend to show a more or less strongly pronounced volatility smile, the shape of which depends on the options’ maturity. Fourthly, futures with different maturities are not perfectly correlated; furthermore, the way prices of two given futures contracts move together can change randomly over time, a feature often described as stochastic correlation. Finally, we note the absence of seasonality in crude oil markets, which is in marked contrast to, say, agricultural commodities markets. The first question we address in this paper is the following: Is there is a model that can simultaneously reproduce all of these features? This question is clearly of practical interest, since such a model would allow to value and hedge a book of trading positions in a consistent way. To address this question, we propose a multi-factor stochastic volatility model for a crude oil futures curve. Like the popular Clewlow and Strickland (1999b,a) models, the model is futures-based, not spotbased, which means it can exactly match any given futures curve by accordingly specifying the futures’ initial values without “using up” any of the other model parameters. The variance processes are based on the Cox et al. (1985) and Heston (1993) stochastic variance process. However, in order to capture the Samuelson effect, we add expiry dependent exponential damping factors. As in the Heston (1993) model, futures returns and variances are correlated, so that volatility smiles of European and American options observed in the market can be closely matched. The instantaneous correlation of the returns of two futures contracts is also stochastic in our multi-factor model, since it is calculated from the stochastic variances. In order to value calendar spread options, we need to find the joint characteristic function of the logreturns of two futures contracts. Our results given in Propositions 1 and 2 show how to calculate this function in analytic form. Calendar spread option prices can then be obtained via 1-dimensional Fourier integration as shown by Caldana and Fusai (2013) or the 2-dimensional Fast Fourier Transform (FFT) algorithm of Hurd and Zhou (2010). The fast speed of both algorithms is of great importance when calibrating the model to these products. In an empirical section, we use these technical tools to calibrate the one- and two-factor versions of our model to market data from different dates, and compare them to the corresponding nested ClewlowStrickland and Heston models. Regarding European and American option prices, we show that the best results are obtained with our two-factor model. We then add calendar spread options to the set of market instruments in order to perform joint calibrations. Here we see that our two-factor model can fit market prices for vanilla and calendar spread options simultaneously, while the Clewlow-Strickland and Heston models fall short in this respect. To the best of our knowledge, this paper is the first to succeed in undertaking such a joint calibration. Now that we have a model calibrated to correlation-sensitive derivatives such as calendar spread options, 1



Quotation from Samuelson (1965): It is a well-known rule of thumb that nearness to expiration date involves greater



variability or riskiness per hour or per day or per month than does farness. [...] However, the present theory can contribute an elegant explanation of why we should expect far-distant futures to move more sluggishly than near ones.
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we can ask the second question we want to address in this paper: What does the model reveal about the dependence structure of crude oil futures contracts? Again, to properly answer this question, we need some technical results. In many studies, the measure chosen to describe dependence is Pearson’s correlation. However, this measure depends on the marginal distributions and is well-known to have its pitfalls, as described in Embrechts et al. (2002). Therefore, we use copulas in our study to obtain rigorous results and insulate our analysis from the influence of the marginals. The copula encodes all information about the dependence structure, and dependence and concordance measures such as Spearman’s rho and Kendall’s tau are straightforward to compute. In Proposition 5, we show how to obtain the copula from the joint characteristic function of two futures in the model. Then, continuing the empirical analysis, we analyze the copula obtained from the two-factor model previously calibrated to vanilla and calendar spread options. We observe that, for a fixed time-horizon, the returns of two futures become less dependent as the maturity of the second underlying futures contract increases and moves away from that of the first underlying contract. In analogy to the classic Samuelson volatility effect, we call this effect the Samuelson correlation effect. This observation is in agreement with the intuition one probably already has a priori. The documentation of this effect is robust, since we use four different measures to quantify it. We also use the calibrated models to calculate implied correlations of calendar spread options with increasing time-spreads between the underlying futures. The graphs of the implied correlation term-structure show the same pattern of decreasing dependence, thereby revealing the Samuelson correlation effect under a different light. We conclude this introduction with a survey of previous literature. Detailed expositions of commodity markets and models are given by Clark (2014) and Roncoroni et al. (2015). Bessembinder et al. (1996), Mu (2007), and Brooks (2012) analyze the reasons underpinning the Samuelson volatility effect and give further literature reviews. One of the most important and still widely used models is the Black (1976) futures model, which is set in the Black-Scholes-Merton framework. Contracts with different maturities can have different volatilities in this model, but for each contract the volatility is constant. Therefore, Black’s model doesn’t capture the Samuelson effect. Also, all contracts are perfectly correlated in this model, since they are driven by the same Brownian motion. Clewlow and Strickland (1999b,a) propose one-factor and multi-factor models of the entire futures curve with deterministic time-dependent volatility functions. A popular specification for these functions is with exponential damping factors. Since this specification still leads to log-normally distributed futures prices, there is no volatility smile or skew in this model. In the one-factor model, the instantaneous returns of contracts with different maturities are perfectly correlated; in the multi-factor model, however, these returns are not perfectly, but deterministically correlated. Kjaer and Ronn (Kjaer, 2006) and Ronn (2009) investigate the effect of specifying and estimating functional forms of the correlation matrix in such models. Stochastic volatility models have been proposed by Scott (1987, 1997), Hull and White (1987), Heston (1993), Bakshi et al. (1997) and Schoebel and Zhu (1999) among others. Christoffersen et al. (2009) study
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the stochastic correlation between the stock return and variance in a multi-factor version of the Heston (1993) model. Duffie et al. (2000) define a general class of jump-diffusions, into which the model presented in this paper falls. Trolle and Schwartz (2009) introduce a two-factor spot based model, with, in addition, two stochastic volatility factors as well as two stochastic factors for the forward cost-of-carry. The main focus of their study is on unspanned stochastic volatility of single-underlying options on futures contracts. Chiarella et al. (2013) introduce a multi-factor futures-based model that allows for humped-shaped stochastic volatility, and investigate its hedging performance for single-underlying options. They also verify that the chosen form of the volatility functions admits finite-dimensional realisations of the model. Spread options have been well studied in a two-factor Black-Scholes-Merton framework. Margrabe (1978) gives an exact formula when the strike K equals zero, and Kirk (1995), Carmona and Durrleman (2003), Bjerksund and Stensland (2011) and Venkatramanan and Alexander (2011) give approximation formulas for any K. Caldana and Fusai (2013) have recently proposed a very fast one-dimensional Fourier method that extends the approximation given by Bjerksund and Stensland (2011) to any model for which the joint characteristic function is known. The rest of the paper proceeds as follows. In Section 2 we define the model and provide the associated joint characteristic function. Section 3 describes calendar spread options and their pricing, derives the dependence structure produced by the model from the joint characteristic function, and defines a measure of implied correlation for calendar spread options. Section 4 presents the calibration of our model to vanilla and calendar spread options in an empirical analysis and compares its performance to that of other models. In Section 5 we compute the term structure of dependence corresponding to the studied market situations, we provide evidence of the Samuelson correlation effect, and we illustrate the strike- and term-structure of implied correlations. Section 6 concludes.



2. A Model with Stochastic Volatility for Crude Oil Futures In this section, we propose a stochastic volatility model designed to capture the features of crude oil futures and derivatives markets. We then calculate the joint characteristic function of two futures contracts in closed form, show how European options on futures contracts can be priced, and demonstrate that in the multi-factor version of the model the returns of two futures contracts are stochastically correlated. 2.1. The Financial Framework and the Model We begin by giving a mathematical description of our model under the risk-neutral measure Q. Let n ≥ 1 be an integer, and let B1 , ..., B2n be Brownian motions under Q. Let Tm be the maturity of a given futures contract. The futures price F (t, Tm ) at time t, 0 ≤ t ≤ Tm , is assumed to follow the stochastic differential equation (SDE) dF (t, Tm ) = F (t, Tm )



n X j=1



e−λj (Tm −t)



q
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vj (t)dBj (t), F (0, Tm ) = Fm,0 > 0.



(1)



The processes vj , j = 1, ..., n, are CIR/Heston square-root stochastic variance processes assumed to follow the SDE dvj (t) = κj (θj − vj (t)) dt + σj For the correlations, we assume



q



vj (t)dBn+j (t), vj (0) = vj,0 > 0.



hdBj (t), dBn+j (t)i = ρj dt, −1 < ρj < 1, j = 1, ..., n,



(2)



(3)



and that otherwise the Brownian motions Bj , Bk , k 6= j, j + n, are independent of each other. As we will see, this assumption has the consequence that the characteristic function factors into n separate expectations. For fixed Tm , the futures log-price ln F (t, Tm ) follows the SDE d ln F (t, Tm ) =



n  X



e



−λj (Tm −t)



j=1



 q 1 −2λj (Tm −t) vj (t)dt , ln F (0, Tm ) = ln Fm,0 . vj (t)dBj (t) − e 2



(4)



Integrating (4) from time 0 up to a time T, T ≤ Tm , gives ln F (T, Tm ) − ln F (0, Tm ) =



n Z X j=1



T



e−λj (Tm −t) 0



q



n



vj (t)dBj (t) −



1X 2 j=1



Z



T



e−2λj (Tm −t) vj (t)dt.



(5)



0



We define the log-return between times 0 and T of a futures contract with maturity Tm as   F (T, Tm ) Xm (T ) := ln . F (0, Tm ) In the following, the joint characteristic function φ of two log-returns X1 (T ), X2 (T ) will play an important role. For u = (u1 , u2 ) ∈ C2 , φ is given by φ(u) = φ(u; T, T1 , T2 ) = E



Q



"



exp i



2 X



k=1



uk Xk (T )



!#



.



The joint characteristic function Φ of the futures log-prices ln F (T, T1 ), ln F (T, T2 ) is then given by ! 2 X uk ln F (0, Tk ) · φ(u). Φ(u) = exp i



(6)



(7)



k=1



Note that futures prices in our model are not mean-reverting, and that the log-price ln F (t, Tm ) at time t and the log-return ln F (T, Tm ) − ln F (t, Tm ) are independent random variables. In the following proposition, we show how the joint characteristic function φ is given by a system of two ordinary differential equations (ODE). Proposition 1. The joint characteristic function φ at time T ≤ T1 , T2 for the log-returns X1 (T ), X2 (T ) of two futures contracts with maturities T1 , T2 is given by φ(u) = φ(u; T, T1 , T2 )    n Y ρj κj θj (fj,1 (u, 0) − fj,1 (u, T )) − fj,1 (u, 0)vj (0) exp (Aj (0, T )vj (0) + Bj (0, T )) , exp i = σj λj j=1 5



where fj,1 (u, t) =



2 X



uk e−λj (Tk −t) ,



fj,2 (u, t) =



2 X



uk e−2λj (Tk −t) ,



k=1



k=1



1 1 κj − λ j 2 fj,1 (u, t) − (1 − ρ2j )fj,1 (u, t) − ifj,2 (u, t), qj (u, t) = iρj σj 2 2 and the functions Aj : (t, T ) 7→ Aj (t, T ) and Bj : (t, T ) 7→ Bj (t, T ) satisfy the two differential equations 1 ∂Aj − κj Aj + σj2 A2j + qj = 0, ∂t 2 ∂Bj + κj θj Aj = 0, ∂t ρ



with Aj (T, T ) = i σjj fj,1 (u, T ), Bj (T, T ) = 0. The single characteristic function φ1 at time T ≤ T1 for the log-return X1 (T ) of a futures contract with maturity T1 is given by setting u2 = 0 in the joint characteristic function. The statement regarding the single characteristic function immediately follows from the definition of the joint characteristic function. The joint characteristic function is calculated in Appendix A. In the next proposition, we show how this ODE system can be solved analytically. A closed form expression for Aj is found thanks to the computer algebra software Maple, and Bj is seen to be proportional to the integral of Aj on [0, T ]. Proposition 2. Dropping the references to j, the function A : (t, T ) 7→ A(t, T ) is given in closed form as   √ 1 (κ + λ + C4 )M − (t)XU + 2λU − (t)XM A(t, T ) = 2 κ − λ − C4 + 2σizeλt + , σ M + (t)XU − U + (t)XM √ with z = C2 + iC3 and C1 , C2 , C3 , C4 constants with respect to t, defined as !2 √ 2 2 2 X X p 1 1X 2 uk e−λTk , C2 = − (1−ρ2 ) ρ(κ−λ) , C3 = − uk e−2λTk , C4 = C1 / C2 + iC3 , uk e−λTk C1 = 2 2 2 k=1



k=1



k=1



XU = 2Y U + (T ) + 4zλU − (T ), XM = 2Y M + (T ) − 2 (z(λ + κ) + C1 ) M − (T ), √ Y = C1 + 2σeλT (C3 − iC2 ) − z (κ − λ − iρf1 (T )σ) , ! √ 1 κ σ κ − C 2 4 ± , + 1, izeλ t , M ± (t) = M 2λ 2 λ λ ! √ κ − C4 1 κ σ 2 λt ± U (t) = U ± , + 1, ize . 2λ 2 λ λ The functions M and U are the confluent hypergeometric functions.
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A description of M and U functions as well as useful properties for their implementation can be found in Appendix B. The proposed model, as specified by equations (1), (2), and (3), encompasses the Heston and ClewlowStrickland models as nested models. When λj = 0 for j = 1, . . . , n the model reduces to what we call a multi-factor Heston model for the futures curve dynamics. Following Heston (1993), this model has been introduced in Christoffersen et al. (2009) for spot processes, and it is straightforward to adapt it to futures processes. As we will see in Subsection 2.3, setting the λ’s to zero implies that the returns of all futures contracts are perfectly correlated. Our empirical analysis in Section 4 will confirm that this kind of model therefore fails to fit prices of correlation-dependent derivatives such as calendar spread options. The models of Clewlow and Strickland (1999b,a) are useful benchmarks, so we give a description of them and calculate their joint characteristic function. In the risk-neutral measure Q, the futures price F (t, Tm ) is modelled with deterministic time-dependent volatility functions σ ˆj (t, Tm ): dF (t, Tm ) = F (t, Tm )



n X



σ ˆj (t, Tm )dBj (t),



(8)



j=1



where B1 , ..., Bn are independent Brownian motions. A popular specification for the volatility functions is σ ˆj (t, Tm ) := e−λj (Tm −t) σj



(9)



for fixed parameters σj , λj ≥ 0, so that the volatility of a contract a long time away from its maturity is damped by the exponential factor(s). Proposition 3. In the Clewlow and Strickland model defined by (8) and (9), the joint characteristic function φ at time T ≤ T1 , T2 for the log-returns X1 (T ), X2 (T ) of two futures contracts with maturities T1 , T2 is given by φ(u) = φ(u; T, T1 , T2 ) !  σj2 2λj T −λj T2 2 −λj T1 −2λj T2 −2λj T1 exp − = . ) + u2 e ) + (u1 e + u2 e (e − 1) i(u1 e 4λj j=1 n Y



The single characteristic function φ1 at time T ≤ T1 for the log-return of a futures contract with maturity T1 is given by setting u2 = 0 in the joint characteristic function. We prove this result in Appendix A. This result can also be used to add non-stochastic volatility factors to the model by multiplying the joint characteristic function of Proposition 1 with one or more factors from Proposition 3. Since each “ClewlowStrickland” factor depends on only two parameters λj and σj , it does not add a significant burden to the calibration to market data, while allowing for increased flexibility when fitting the model to the observed volatility term structure.
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2.2. Pricing Vanilla Options European options on futures contracts can be priced using the Fourier inversion technique as described in Heston (1993) and Bakshi and Madan (2000), or the FFT algorithm of Carr and Madan (1999). Alternatively, they can be priced by Monte Carlo simulation using discretizations of equation (1) (Euler scheme) or equation (4) (Log-Euler scheme) and of equation (2). Let K denote the strike and T the maturity of a European call option on a futures contract F with maturity Tm ≥ T , and let the single characteristic function Φ1 of the futures log-price ln F (T, Tm ) be given by Φ1 (u) = eiu ln F (0,Tm ) φ1 (u). In the general formulation of Bakshi and Madan (2000), the numbers   −iu ln K Z 1 1 ∞ e Φ1 (u − i) du, Π1 := + ℜ 2 π 0 iuΦ1 (−i)  Z ∞  −iu ln K 1 e Φ1 (u) 1 Π2 := + ℜ du, 2 π 0 iu



(10) (11)



represent the probabilities of F finishing in-the-money at time T in case the futures F itself or a riskfree bond is used as num´eraire, respectively. The price C of a European call option is then obtained with the formula C = e−rT (F (0, T1 )Π1 − KΠ2 ) . European put options can be priced via put-call parity C − P = e−rT (F (0, T1 ) − K).



American call and put options can be evaluated via Monte-Carlo simulation using the method of Longstaff and Schwartz (2001). Alternatively, the early exercise premium can be approximated with the formula of Barone-Adesi and Whaley (1987). Trolle and Schwartz (2009) address the issue of estimating European prices from American prices. A typical WTI volatility surface displays high implied volatilities at the short end and low implied volatilities at the long end. This is in line with the Samuelson effect. Furthermore, there is usually a strongly pronounced smile at the short end, and a weak smile at the long end. 2.3. Stochastic Correlation in the Multi-Factor Model We will show in this section that if we specify our model with two or more volatility factors, then the returns of two given futures contracts are stochastically correlated - a realistic and important feature. Define Vij (t) := h



dF (t, Ti ) dF (t, Tj ) , i/dt. F (t, Ti ) F (t, Tj )



(12)



Then the instantaneous correlation ρ(t) at time t is given by: ρ(t) = p



V12 (t) p . V22 (t)



V11 (t)



(13)



Let us begin with an examination of the 1-factor model, in which futures returns follow the SDE p dF (t, Tm ) = e−λ1 (Tm −t) v1 (t)dB1 (t) F (t, Tm )



(14)



and the variance process follows the SDE



dv1 (t) = κ1 (θ1 − v1 (t)) dt + σ1 8



p



v1 (t)dB2 (t).



(15)



The correlation is given by hdB1 (t), dB2 (t)i = ρ1 dt. Inserting (14) into (12) gives for the instantaneous covariance V12 (t) = e−λ1 (T1 +T2 −2t) v1 (t).



(16)



Cox et al. (1985) show that the random variable v1 (t) follows a non-central χ2 -distribution. It is easy to see that the instantaneous correlation (13) is always equal to one in the 1-factor model: ρ(t) = p



e−λ1 (T1 +T2 −2t) v1 (t) p = 1. e−2λ1 (T1 −t) v1 (t) e−2λ1 (T2 −t) v1 (t)



(17)



Finally, the terminal covariance is given by Z T Z T dF (t, T1 ) dF (t, T2 ) e−λ1 (T1 +T2 −2t) v1 (t)dt. h , i= F (t, T ) F (t, T ) 1 2 0 0 What can we say about its distribution? Albanese and Lawi (2005) consider the Laplace transform of such integrals (see also Hurd and Kuznetsov (2008)) in general, and in particular for the CIR/Heston-process: i h RT LT −t (Xt , ϑ) = E P e−ϑ t φ(Xs )ds q(XT )|Ft where t ≤ T, ϑ ∈ C and ϑ, q : R → R are two Borel functions. However, they come to the conclusion in Corollary 3, eq. (50), that the Laplace transform of the integral in our case, which includes an exponential factor, is not computable in closed form. Next, we examine the 2-factor model, in which futures returns follow the SDE p p dF (t, Tm ) = e−λ1 (Tm −t) v1 (t)dB1 (t) + e−λ2 (Tm −t) v2 (t)dB2 (t). F (t, Tm )



(18)



and the two variance processes follow the SDEs



dv1 (t) = κ1 (θ1 − v1 (t)) dt + σ1 dv2 (t) = κ2 (θ2 − v2 (t)) dt + σ2



p



p



v1 (t)dB3 (t),



(19)



v2 (t)dB4 (t).



(20)



The correlations are given by hdB1 (t), dB3 (t)i = ρ1 dt, hdB2 (t), dB4 (t)i = ρ2 dt, and all other correlations are zero. Inserting (18) into (12) gives for the instantaneous covariance V12 (t) = e−λ1 (T1 +T2 −2t) v1 (t) + e−λ2 (T1 +T2 −2t) v2 (t).



(21)



Note that if λ1 = λ2 = 0, then ρ(t) = 1 for all t ≤ min(T1 , T2 ). This means that any two futures contracts are perfectly correlated in the multi-factor Heston model, and there is no freedom in the model to calibrate to correlation-dependent options such as calendar spread options. However, if λ1 , λ2 > 0, then (also in contrast to the 1-factor model) the instantaneous correlation ρ(t) in the 2-factor model is stochastic. The same holds of course for the general multi-factor model with n ≥ 2. 9



What can we say about the distribution of ρ(t)? It follows from the definition (13) that 0 < ρ(t) ≤ 1, so that the returns of the two futures contracts are always positively correlated. To get some more insight, we consider the 2-factor model in a numerical example. The parameters of the model have been chosen for illustrative purposes and are given in Table 1: the first factor is more volatile than the second one, and it also decays more slowly.



κ1



κ2



θ1



θ2



ρ1



ρ2



σ1



σ2



v1 (0)



v2 (0)



λ1



λ2



1.00



1.00



0.16



0.09



0.00



0.00



0.25



0.20



0.16



0.09



0.10



2.00



Table 1: Model parameters used to illustrate the distribution of instantaneous correlation in Section 2.3 and the dependence structure between two futures in Section 3.2.



For two contracts with maturities T1 = 1 and T2 = 2 years, respectively, we plot the empirical density function of ρ(t) in Figure 1.
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Correlation Figure 1: Empirical probabilities of the instantaneous correlation ρ(1; 1, 2)



These plotted empirical probabilities were obtained by sampling (13) one million times in a Monte Carlo simulation. The empirical mean is ρ = 0.8575. In case both stochastic volatilities are made deterministic 10



by setting σ1 = σ2 = 0 in equations (19) and (20), the empirical mean is ρ0 = 0.8619, which is in excellent agreement with the deterministic instantaneous correlation of a corresponding 2-factor Clewlow-Strickland √ model with volatility functions σj (t, Tm ) = e−λj (Tm −t) σ ˆj , j = 1, 2, with λ1 = 0.10, λ2 = 2.00, σ ˆ 1 = θ1 = √ 0.40, σ ˆ2 = θ2 = 0.30.



3. Calendar Spread Options and Analysis of Dependence In this section we review the definition of calendar spread options and various methods for pricing them. We then show how the copula function and its density can be obtained from the joint characteristic function in analytic form. Finally, we give a definition of the implied correlation of a calendar spread option in terms of the bivariate Gaussian copula. 3.1. Calendar Spread Options written on WTI futures Calendar spread options (CSO) are popular options in commodities markets. There are two types of these options: calendar spread calls (CSC) and calendar spread puts (CSP). Like spread options in equities derivatives markets, their payoff depends on the price difference of two underlying assets. A call spread option on two equity shares S1 and S2 gives the holder, at time T , the payoff max (S1 (T ) − S2 (T ) − K, 0) , and a put the payoff max (K − (S1 (T ) − S2 (T )) , 0) . In the case of calendar spread options, the two underlyings are two futures contracts on the same commodity, but with different maturities T1 and T2 . Examples of CSOs are the NYMEX calendar spread options on WTI crude oil. A WTI CSC (CSP) represents an option to assume a long (short) position in the first expiring futures contract in the spread and a short (long) position in the second contract. There are also so-called financial CSOs traded on the NYMEX, which are cash settled. For pricing purposes we will not distinguish between these two settlement types in this paper. There is usually good liquidity on 1-month spreads (for which T2 − T1 = 1 month), whereas options on 2, 3, 6 and 12-month spreads are less liquid. Let two futures maturities T1 , T2 , an option maturity T , and a strike K (which is allowed to be negative) be fixed. Then the payoffs of calendar spread call and put options, CSC and CSP , are respectively given by +



CSC(T ) = (F (T, T1 ) − F (T, T2 ) − K) , +



CSP (T ) = (K − (F (T, T1 ) − F (T, T2 ))) .



(22) (23)



To evaluate such options with a pricing model, the discounted expectation of the payoff must be calculated in the risk-neutral measure. Assuming a continuously-compounded risk-free interest rate r, we have at time t0 = 0: h i + CSC(0) = CSC(0, T, T1 , T2 , K) = e−rT E0 (F (T, T1 ) − F (T, T2 ) − K) , h i + CSP (0) = CSP (0, T, T1 , T2 , K) = e−rT E0 (K − (F (T, T1 ) − F (T, T2 ))) . 11



(24) (25)



Note that there is a model-independent put-call parity for calendar spread options: CSC(0) − CSP (0) = e−rT (F (0, T1 ) − F (0, T2 ) − K) .



(26)



Apart from Monte-Carlo simulation (where simulation of the CIR/Heston process is well-understood), we are aware of three efficient methods to price spread options. The first two are suitable when the joint characteristic function is available. The third one is more direct but needs the marginals and joint distribution function of the underlying futures. The formula of Bjerksund and Stensland (2011) for a joint Black-Scholes-Merton model is generalized by Caldana and Fusai (2013) to models for which the joint characteristic function is known. Strictly speaking, these methods give a lower bound for the spread option price. However, our tests lead us to agree with the above authors that this lower bound is very close to the actual price (typically the first three digits after the comma are the same), and we therefore regard this lower bound as the spread option’s price itself. Furthermore, in case K = 0 the formula is exact (exchange option case). This method relies on a one-dimensional Fourier inversion and appears to be the most suitable to our model and setup. We give additional details on its implementation in Appendix C. An alternative method that also works with the joint characteristic function of the log-returns has been proposed by Hurd and Zhou (2010). In their paper, the transform of the calendar spread payoff function with a strike of K = 1 is calculated analytically, and the price of the corresponding option is then deduced from this result. This method needs a double integral to be evaluated numerically using the two-dimensional Fast Fourier Transform (2d FFT). Methods working with distribution functions instead of characteristic functions are also available to price calendar spread options. The most direct approach is to evaluate a double integral of the payoff function times the joint density of the two underlying futures contracts. However, we can write calendar spread option prices as single integrals over the marginal and joint distribution functions. The calendar spread call and put option prices are given, at t = 0 and for K ≥ 0, by Z +∞ (G2 (x, T, T2 ) − G(x, x + K, T, T1 , T2 )) dx, CSC(0, T, T1 , T2 , K) = 0 Z +∞ (G1 (x + K, T, T1 ) − G(x, x + K, T, T1 , T2 )) dx, CSP (0, T, T1 , T2 , K) =



(27) (28)



0



where G1 and G2 are the marginal distribution functions of X1 and X2 , respectively, and G is their joint distribution function. The case K < 0 is treated as a calendar spread option written on the reverse spread F (T, T2 ) − F (T, T1 ) with the opposite strike −K. In our model, the distribution functions involved in (27) and (28) are not readily available. However, it is possible to calculate G1 and G2 from the joint characteristic function φ of (X1 , X2 ) using direct inversion
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formulas given by G1 (x, T, T1 ) = G2 (x, T, T2 ) =



eax 2π



+∞



Z



e−iux



−∞ ax Z +∞



e 2π



e−iux



−∞



φ(u + ia, 0, T, T1 , T2 ) du, a − iu φ(0, u + ia, T, T1 , T2 ) du, a − iu



(29) (30)



with a proper choice of the smoothing parameter a > 0. A detailed proof of these inversion results can be found in Le Courtois and Walter (2015). The joint distribution function G can be recovered in a similar way using a direct two-dimensional inversion formula. Lemma 4. G(x1 , x2 , T, T1 , T2 ) =



ea1 x1 +a2 x2 4π 2



Z



+∞ −∞



Z



+∞



e−i(u1 x1 +u2 x2 ) −∞



φ(u1 + ia1 , u2 + ia2 , T, T1 , T2 ) du1 du2 . (a1 − iu1 )(a2 − iu2 )



(31)



The proof of this expression follows along the same lines as the one for the univariate case given by Le Courtois and Walter (2015). It is given in Appendix A. Inversion formulas (29),(30) and (31) are suitable for the use of FFT methods in one and two dimensions. We refer to Appendix E and Appendix F for more details about the implementation of these formulas. For completeness, we note that the joint density g(., T, T1 , T2 ) of X(T ) = (X1 (T ), X2 (T )) is given by Z +∞ Z +∞ 1 g(x1 , x2 , T, T1 , T2 ) = e−i(u1 x1 +u2 x2 ) φ(u1 , u2 , T, T1 , T2 )du1 du2 . (32) 4π 2 −∞ −∞ The marginal densities g1 (., T, T1 ) and g2 (., T, T2 ) of X1 (T ) and X2 (T ), respectively, are recovered as Z   1 +∞ (33) Re e−iux1 φ(u, 0, T, T1 , T2 ) du, g1 (x1 , T, T1 ) = π 0 Z   1 +∞ (34) Re e−iux2 φ(0, u, T, T1 , T2 ) du. g2 (x2 , T, T2 ) = π 0 3.2. Analysis of the Dependence Structure Between two Futures We now turn to an analysis of the dependence between futures prices at a future time horizon in our model. As we have seen, it is possible to recover the marginal and joint density and distribution functions from the joint characteristic function. Here we show how to obtain the copula function and its density. Let C(., T ) denote the copula function between the log-returns X1 (T ) and X2 (T ) of two futures contracts. Note that, expressed as a copula (or a copula density), the dependence between the log-returns is the same as the dependence between the prices themselves. For readability, we drop the explicit reference to T1 and T2 in the expressions in the remainder of the section. Proposition 5. The copula function C describing the dependence between X1 (T ) and X2 (T ) and the cor-
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responding copula density c can be recovered, for (v1 , v2 ) ∈ [0, 1]2 , as e a 1 G1



−1



C(v1 , v2 , T ) =



(v1 ,T )+a2 G−1 2 (v2 ,T )



4π 2 +∞



+∞



e−i(u1 G1



−1



(v1 ,T )+u2 G−1 2 (v2 ,T ))



φ(u1 + ia1 , u2 + ia2 , T ) du1 du2 , (a − iu )(a 1 1 2 − iu2 ) −∞ −∞ R +∞ R +∞ −i(u1 G−1 (v1 ,T )+u2 G−1 (v2 ,T )) 1 2 e φ(u1 , u2 , T )du1 du2 −∞ −∞ c(v1 , v2 , T ) = R +∞ , R −1 −1 +∞ −iuG (v ,T ) −iuG 1 1 2 (v2 ,T ) φ(0, u, T )du e φ(u, 0, T )du −∞ e −∞ ·



Z



Z



(35) (36)



−1 where G−1 1 and G2 are the inverse cumulative distribution functions of X1 (T ) and X2 (T ).



We prove this result in Appendix A. The dependence structure created by the model between X1 (T ) and X2 (T ) is entirely described by the copula function C(., T ). This copula function depends on the chosen time horizon T , and we therefore have a term-structure of dependence that can be obtained from φ. The indexing by T of the copula C should be understood as a time-horizon, since it describes, seen from t = 0, the distribution of the random vector (G1 (X1 (T ), T ), G2 (X2 (T ), T )). The chosen model produces a term-structure of dependence (i.e. a term-structure of copulas) which should not be confused with a time dependent copula. Figure 2 plots the copula function and copula density between two futures prices obtained with the twofactor model and parameters as given in Table 1. The chosen futures respective maturities are T1 = 0.25 years and T2 = 0.75 years, and the chosen time horizon is T = 0.25 years. 0.9 0.9 0.8



1 0.8



0.7 0.7



0.6



0.6



u2



0.8



0.4



0.2



0.6



0.5



0.5



0.4



0.4



0.3



0.3



0 1 0.8



0.2



1 0.6



0.2



0.8 0.6



0.4



0.1



0.4 0.2



0.1



0.2 0



u



0.1



0



0.2



0.3



0.4



u



2



1



0.5 u1



0.6



0.7



0.8



0.9



30 0.9



35 0.8 25



30 0.7



25 20



0.6



20 u2



15



0.5 15



10 0.4



5 0.3



10



0 1 0.8



0.2



1 0.6



0.8



5



0.6



0.4



0.1



0.4 0.2 u2



Figure 2:



0.2 0



0.1



0 u1



0.2



0.3



0.4



0.5 u



0.6



0.7



0.8



0.9



1



Copula function and copula density representing the dependence structure between F (T, T1 ) and F (T, T2 ), for



T = T1 = 0.25 years and T2 = 0.75 years, obtained with the two-factor model and parameters as given in Table 1.
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To assess the dependence between X1 (T ) and X2 (T ) with a single number instead of a function one can rely on concordance and dependence measures. Two well-known concordance measures are Kendall’s tau and Spearman’s rho. For (X1 (T ), X2 (T )) these measures are denoted by τK (X1 , X2 , T ) and ̺S (X1 , X2 , T ), respectively. Two well-known dependence measures are Schweizer-Wolf’s sigma and Hoeffding’s phi. For (X1 (T ), X2 (T )) these measures are denoted by σSW (X1 , X2 , T ) and ΦH (X1 , X2 , T ), respectively. Concordance and dependence measures can be expressed as double integrals on the unit square [0, 1]2 of the copula of (X1 (T ), X2 (T )) and its density. We refer to Nelsen (2006) for statements of these expressions and properties of these measures. 3.3. Implied Correlation for Calendar Spread Options We now discuss an application of copula functions to calendar spread options that will be useful to us later on. Given the price of a CSO, it is possible to extract an implied correlation reflecting the level of dependence embedded in the given price. This implied correlation can be defined as the parameter of the bivariate Gaussian copula that reproduces the observed price. It exists whenever the observed price is free of arbitrage. This copula-based definition has the advantage that it disentangles the impact of the marginals on the price of a CSO from the dependence structure. For ρ ∈ [−1, 1], we denote by CρG the bivariate Gaussian copula with parameter ρ. Special cases are



G G (u1 , u2 ) = C − (u1 , u2 ), for (u1 , u2 ) ∈ [0, 1]2 , where C + and C − (u1 , u2 ) = C + (u1 , u2 ) and Cρ=−1 Cρ=+1



are the usual upper and lower Fr´echet-Hoeffding bounds. For definitions and general theory about copula functions we refer to Nelsen (2006) and Mai and Scherer (2012). When the chosen dependence structure is given by a Gaussian copula with correlation parameter ρ, and its marginals are G1 and G2 , the price of the strike K calendar spread call option is denoted by CSC G and is given by, for ρ ∈] − 1, 1[, CSC G (0, T, T1 , T2 , K, ρ) = e−rT



Z



+∞ 0



and, for ρ = ±1



 G1 (x, T ) − CρG (G1 (x, T ), G2 (x + K, T )) dx,



CSC G (0, T, T1 , T2 , K, ρ = +1) = CSC0+ (K) = e−rT CSC G (0, T, T1 , T2 , K, ρ = −1) = CSC0− (K) = e−rT



Z



1 −1 G−1 2 (u, T ) − G1 (u, T ) − K



0



Z



1 0



+



(37)



du,



−1 G−1 2 (u, T ) − G1 (1 − u, T ) − K



+



du,



where CSC + and CSC − denote the prices obtained for the calendar spread option when the chosen dependence structures are respectively C + and C − . The implied correlation ρ∗ is now defined as the value of the correlation parameter in (37) that reproduces the observed market price. For a CSP, it is defined via put-call parity (26). One can easily show that for any arbitrage-free price, ρ∗ exists and is unique. Note that implied correlation depends on both the strike and the maturity of the CSO. By analogy with implied volatility, these phenomena are referred to as implied correlation smile (or frown) and implied correlation term-structure. 15



4. Calibration to Market Data In this section we consider empirical data for WTI. We calibrate the one- and two-factor versions of our model and of two simpler nested models on different dates corresponding to different market situations. First, we only calibrate these models to vanilla options and compare and discuss the results. Then we jointly calibrate to vanilla and calendar spread options, again compare the results, and conclude that only the two-factor version of our stochastic volatility model provides a good fit to all products simultaneously. 4.1. Data We use three sets of WTI market data. Each data-set corresponds to a cross-section of futures and options closing prices on a given date. We have chosen three dates as representatives of different market situations. The first date is December 10, 2008; it reflects the financial crisis, as it was just months after the default of Lehman Brothers. Implied volatilities of short-maturity WTI vanilla options were above 80% and the OVX index rose above 90%. The second date is March 9, 2011 and corresponds to a market that is recovering from the deepest states of the crisis. The third date is April 9, 2014 that can be seen as a “back to normal ” situation, at least from the standpoint of market prices. Interest rates data and closing prices for futures as well as vanilla options were obtained from Bloomberg and Datastream. The 2011 and 2014 data-sets also include closing prices for 1-month calendar spread options obtained from Bloomberg. 4.2. Calibration to Vanilla Options We consider six models in our empirical analysis: the one- and two-factor versions of the ClewlowStrickland model (hereafter referred to as CS1F and CS2F, respectively), the one- and two-factor versions of the futures based Heston model (referred to as Heston1F and Heston2F, respectively), and the one- and two-factor versions of the stochastic volatility model introduced in Section 2 (referred to as SV1F and SV2F, respectively). As explained in Section 2, the SV models combine the features of the CS and Heston models, which in turn can be seen as nested models. The models can be fitted to a cross-section of observed option prices. For each data-set, we calibrate the models by minimizing the sum of squared errors between model and observed prices. For a given data-set, the calibrated model parameter set θ1∗ is obtained as θ1∗ = arg min θ∈Θ



NK NT X X i=1 j=1



2 O(Kj , Ti , Ti ; θ) − OObs (Kj , Ti , Ti ) ,



where Θ is the set of feasible model parameters, NT the number of maturities in the options set, NK the number of strikes for each maturity (without loss of generality we consider the same number of strikes to be available for each maturity). O(.; θ) denotes the option price obtained using the chosen model with parameter θ and OObs (.) denotes the corresponding observed price. In the considered data-sets we work with five maturities, ranging from two months to four years (hence NT = 5), and seven strikes for each maturity, that are specified in terms of moneyness with respect to the corresponding futures price. Specifically, these strikes are 60%, 80%, 90%, 100%, 110%, 120% and 150% (hence NK = 7). 16



Once the minimization programs have been solved, the quality of the obtained calibration can be measured as mean absolute error (MAE) or root mean squared error (RMSE) on prices, which are calculated as M AE =



NK NT X X O(Kj , Ti ; θ∗ ) − OObs (Kj , Ti ) NK N T



i=1 j=1



,



v u NT NK uX X (O(Kj , Ti ; θ∗ ) − OObs (Kj , Ti ))2 RM SE = t . NK NT i=1 j=1



Table 2 presents, for each data-set, the error measures obtained with the calibrated models. Due to the presence of implied volatility smiles along the strike-axis, the CS1F and CS2F models are unable to match the observed prices closely. For at-the-money volatility, the CS2F model provides an acceptable fit, lower than a volatility point for 2011 and 2014 data-sets. The Heston1F and Heston2F models provide a better fit to the surface of option prices, but the errors remain higher than one volatility point, except for the Heston2F model applied to the 2014 data-set. It seems that because of the lack of exponentially decreasing factors, the Heston models are unable to reproduce the Samuelson volatility effect and the implied volatility smile simultaneously. The two-factor version of the Heston model allows a slightly better fit than its one-factor version. This is due to the ability of the two-factor version to produce a maturity dependent volatility skew. A similar situation can be found in Christoffersen et al. (2009), where the authors make the same comment. The SV1F model produces a better fit than the Clewlow-Strickland models, and a slightly better one than the Heston1F model. With the SV1F model, the error remains above one volatility point for the December 2008 and March 2011 data. This is due to the inability of the one-factor version to produce a maturitydependent volatility skew. In contrast, the SV2F model can provide a proper fit to both the strike-structure and the term-structure of implied volatilities. The error measures obtained with the SV2F model appear to be around half a volatility point for MAE and around three quarters of a point for RMSE, which can be regarded as very good given the large strike and maturity spans of the option sets. This very good fit can be obtained because the SV2F model is a two-factor model that incorporates exponential damping factors. Figure 3 plots, for each data-set, implied volatility corresponding to the market data and implied volatility obtained with the SV2F model calibrated to vanilla option prices. Plots in the left column give evidence of the implied volatility smile in our data-sets. It can be noted that the convexity and skew (at-the-money slope) of these smiles vary with maturity. This maturity effect is particularly present in the March 2011 data. Plots in the right column represent at-the-money volatility term-structure. They provide evidence for the empirical Samuelson volatility effect in the market prices of at-the-money vanilla options. Figure 3 shows that the two-factor version of our model, once calibrated to vanilla option prices, is able to properly reproduce the empirical stylized facts for implied volatility, i.e. presence and maturity-dependency of the smile, and the Samuelson volatility effect.
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MAE Date



MAE (ATM)



RMSE



Price



Vol.



Price



Vol.



Price



Vol.



Dec. 2008



0.5350



0.0200



0.6413



0.0231



0.6896



0.0234



Mar. 2011



0.6934



0.0257



0.6078



0.0169



0.8433



0.0373



Apr. 2014



0.2554



0.0156



0.1352



0.0037



0.3389



0.0241



CS1F Model



Heston1F Model Dec. 2008



0.2468



0.0103



0.2875



0.0113



0.3036



0.0123



Mar. 2011



0.2423



0.0120



0.1184



0.0042



0.3212



0.0215



Apr. 2014



0.1560



0.0085



0.2666



0.0069



0.2102



0.0128



Dec. 2008



0.2126



0.0092



0.2528



0.0101



0.2508



0.0115



Mar. 2011



0.2555



0.0114



0.1207



0.0024



0.3353



0.0202



Apr. 2014



0.1252



0.0050



0.1172



0.0029



0.1727



0.0072



Dec. 2008



0.4607



0.0156



0.5205



0.0148



0.5827



0.0180



Mar. 2011



0.5394



0.0169



0.3941



0.0082



0.6803



0.0243



Apr. 2014



0.2884



0.0162



0.2644



0.0074



0.3616



0.0226



SV1F Model



CS2F Model



Heston2F Model Dec. 2008



0.2367



0.0102



0.2771



0.0105



0.2726



0.0126



Mar. 2011



0.2121



0.0086



0.1663



0.0045



0.2693



0.0145



Apr. 2014



0.1801



0.0068



0.1988



0.0045



0.2404



0.0083



Dec. 2008



0.1278



0.0052



0.1627



0.0062



0.1777



0.0066



Mar. 2011



0.2071



0.0056



0.2419



0.0056



0.2922



0.0078



Apr. 2014



0.1113



0.0043



0.0965



0.0026



0.1517



0.0059



SV2F Model



Table 2: MAE and RMSE error measures, of prices and implied volatilities, for one- and two-factor models: CS1F, CS2F, Heston1F, Heston2F, SV1F, and SV2F models calibrated to vanilla option prices. Left panel is for MAE on the whole matrix of options, central panel is for MAE on at-the-money options and right panel is for RMSE on the whole matrix of options.



18



WTI 2008



WTI 2008



1



1



0.9



0.9



0.8



0.8



0.7



0.7



0.6



0.6



0.5



0.5



0.4



0.4



0.3



0.3



0.2



0.2



0.1



0.1



0 30



0 40



50



60



70 K



80



90



100



110



0



0.5



1



1.5



2



2.5 T



WTI 2011



0.6



0.6



0.5



0.5



0.4



0.4



0.3



0.3



0.2



0.2



0.1 60



3.5



4



4.5



5



3



3.5



4



4.5



5



0.1 80



100



120 K



140



160



180



0



0.5



1



1.5



2



2.5 T



WTI 2014



WTI 2014



0.45



0.45



0.4



0.4



0.35



0.35



0.3



0.3



0.25



0.25



0.2



0.2



0.15



0.15



0.1



0.1



0.05 40



3



WTI 2011



0.05 60



80



100 K



120



140



160



0



0.5



1



1.5



2



2.5 T



3



3.5



4



4.5



5



Figure 3: Implied volatilities corresponding to market quotes and obtained with SV2F model calibrated to vanilla options. Left column: implied volatility smiles. Right column: at-the-money implied volatility term-structure.



4.3. Joint Calibration to Vanilla and Calendar Spread Options For March 2011 and April 2014, our data-sets also comprise market prices for 1-month calendar spread options with different strikes and maturities. Consequently, we can undertake a calibration of the considered models to the joint set of market prices for vanilla and calendar spread options. For a given data-set, the calibrated model parameter set θ2∗ is obtained as θ2∗ = arg min θ∈Θ



NK NT X X i=1 j=1



O(Kj , Ti , Ti ; θ) − OObs (Kj , Ti , Ti )



cso NTcso NK



+



X X i=1 j=1



2



2 CSO(Kj , Ti , T1,i , T2,i ; θ) − CSOObs (Kj , Ti , T1,i , T2,i ) , 19



cso where NTcso is the number of maturities in the calendar spread options set and NK the number of strikes



for each calendar spread option maturity. CSO(.; θ) denotes the calendar spread option price obtained using the chosen model with parameter θ, and CSOObs (.) denotes the corresponding observed price. In the March 2011 data-set we have nine calendar spread option maturities, ranging from two months to ten months (hence cso NTcso = 9), and two strikes for each maturity, namely −0.50 and 0.00 (hence NK = 2). In the April 2014



data-set we have seven calendar spread option maturities, ranging from two months to nine months (hence cso NTcso = 7), and three strikes for each maturity, namely 0.00, 0.50 and 1.00 (hence NK = 3). Once the joint



calibrations have been performed, the quality of the results can be measured using the MAE and RMSE of vanilla options and calendar spread options. Table 3 presents, for each data-set, the error measures obtained with the models jointly calibrated to vanilla and calendar spread options. For the one-factor models, pricing errors for calendar spread options are around half a dollar. In these models, due to the single factor driving their dynamics, the futures can only be perfectly correlated. This is the reason why they cannot reproduce the observed prices of calendar spread options. The CS2F model provides a better fit to calendar spread options and at-the-money volatility. This is especially true for the 2011 data-set. Adding a second factor, with a maturity-dependent term, creates a non-perfect correlation of the futures and in turn allows a better fit to the joint set of market prices. In contrast, the Heston2F model does not provide a better fit to calendar spread option prices. Considering this joint calibration, the two-factor version of the Heston model does not allow a better fit than its one factor version. This is due to the lack of maturity dependent term in the dynamics of the factors. Adding the calendar spread options to the set of instruments emphasizes the limits of the Heston2F model. The SV2F model seems to be the only one providing a proper fit both to the vanilla options and to the calendar spread options. For vanilla options, the MAE is around one volatility point and for calendar spread options it is around five cents. Given the large number of instruments in the considered calibrations (more than fifty), these fits can be considered as good. Table 4 concludes this section and summarizes the performance of the tested models. It emerges clearly that only the two-factor version of our model fully takes into account the main features of Crude Oil derivatives markets. We can now use this model, with the parameters calibrated to the joint set of vanilla and calendar spread options, to analyze the dependence structure of pairs of futures contracts.
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Vanilla Options MAE Date



MAE (ATM)



Calendar Spread Options RMSE



MAE



RMSE



Price



Vol.



Price



Vol.



Price



Vol.



(Price)



(Price)



Mar. 2011



0.5904



0.0251



0.7533



0.0219



0.6939



0.0324



0.3181



0.3247



Apr. 2014



0.2254



0.0186



0.1429



0.0045



0.3139



0.0271



0.3585



0.3650



CS1F Model



Heston1F Model Mar. 2011



0.3659



0.0185



0.2229



0.0080



0.4694



0.0275



0.4921



0.4989



Apr. 2014



0.1488



0.0160



0.1687



0.0050



0.1951



0.0250



0.3646



0.3713



Mar. 2011



0.3593



0.0191



0.1554



0.0053



0.4880



0.0297



0.4926



0.4994



Apr. 2014



0.1366



0.0116



0.2361



0.0075



0.1935



0.0184



0.3557



0.3620



Mar. 2011



0.4234



0.0229



0.1760



0.0061



0.5917



0.0365



0.1236



0.1393



Apr. 2014



0.2261



0.0183



0.1560



0.0053



0.3101



0.0262



0.2953



0.3005



SV1F Model



CS2F Model



Heston2F Model Mar. 2011



0.2275



0.0098



0.2474



0.0089



0.2942



0.0141



0.4921



0.4989



Apr. 2014



0.0922



0.0084



0.1414



0.0046



0.1291



0.0126



0.3648



0.3715



Mar. 2011



0.1795



0.0079



0.1776



0.0065



0.2219



0.0109



0.0520



0.0592



Apr. 2014



0.0941



0.0079



0.1586



0.0053



0.1337



0.0126



0.0346



0.0427



SV2F Model



Table 3: MAE and RMSE error measures, of prices and implied volatilities, for one- and two-factor models: CS1F, CS2F, Heston1F, Heston2F, SV1F, and SV2F models jointly calibrated to vanilla and calendar spread option prices. Vanilla options panel: MAE and RMSE are computed on the whole matrix of vanilla options, MAE (ATM) is computed on at-the-money vanilla options only. Calendar spread options panel: MAE and RMSE are computed on the whole matrix of calendar spread option prices.
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Table 4: Summary of the results obtained with the tested models when we calibrate them to vanilla options only and to a joint set of vanilla and calendar spread options. For each model, we put a tick symbol against the corresponding aspects of the calibrations it is able to achieve.



5. Term Structure of Dependence and the Samuelson Correlation Effect In this section we use the two-factor model to carry out an analysis of the term-structure of dependence between two futures contracts. This analysis is based on dependence measures obtained from the copula functions as presented in Subsection 3.2. We call the decreasing term-structure pattern we observe the Samuelson correlation effect. Also, applying the definition given in Subsection 3.3, we plot the implied correlations of calendar spread options for different strikes and maturities. In particular, the term-structure of these implied correlations provides another way of looking at the Samuelson correlation effect, and indeed we find the same pattern as with the dependence measures. 5.1. The Samuelson Correlation Effect We now come to the interpretation of the decreasing dependence pattern we observe in the dependence measures. Figure 4 plots, for the data-sets of March 2011 and April 2014, measures of concordance and dependence between two futures prices produced by the SV2F model with the sets of parameters obtained from the joint calibration to vanilla and calendar spread options. This figure represents a type of dependence term-structure that is of interest for WTI futures market participants. It corresponds to the case where the time horizon and the first futures expiry are both held constant, while the difference between futures expiries varies. We observe that, as the difference between expiries increases, the pair of futures becomes less dependent which is in line with the intuition one can have a priori. We call this phenomenon the Samuelson correlation effect. There is a second pattern that can also be observed in the dependence measures. Figure 5 plots, for the data-sets of March 2011 and April 2014, measures of concordance and dependence between two futures prices produced by the SV2F model with the sets of parameters obtained from the joint calibration to vanilla and calendar spread options. It corresponds to the case where the time horizon varies while the difference between futures expiries is held constant. We observe that, as the time-horizon increases, the pairs of futures 22



with 6-month difference between their maturities become more strongly dependent. Again we can consider that this increasing structure is in line with the intuition. 1
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Figure 4: Term-structure of concordance and dependence measures between F (T, T1 ) and F (T, T2 ) produced by the SV2F model jointly calibrated to market data for vanilla and calendar spread options. Left panel corresponds to March 2011 data and right panel corresponds to April 2014 data. Time horizon T and first futures expiry T1 are fixed at 3 months, T2 − T1 ranges from 3 months to 1 year. Concordance measures are τK and ̺S (respectively, green and blue lines). Dependence measures are σSW and ΦH (respectively, red and black lines).
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Figure 5: Term-structure of concordance and dependence measures between F (T, T1 ) and F (T, T2 ) produced by the SV2F model jointly calibrated to market data for vanilla and calendar spread options. Left panel corresponds to March 2011 data and right panel corresponds to April 2014 data. Time horizon T and first futures expiry T1 range from 3 months to 1 year. T2 − T1 is held fixed at 6 months. Concordance measures are τK and ̺S (respectively, green and blue lines). Dependence measures are σSW and ΦH (respectively, red and black lines).



5.2. Implied Correlations of Calendar Spread Options Finally, we illustrate our definition of the implied correlation of a calendar spread option. Figure 6 plots the implied correlation strike and maturity structures from calendar spread option prices obtained with the SV2F model jointly calibrated to vanilla and calendar spread options for the data-sets of March 2011 and April 2014. The considered calendar spread options have fixed maturity and first futures expiry, while the difference between the two underlying futures expiries varies. For each pair of underlying futures, the five strikes are −2, −1, 0, +1 and +2. Looking at calendar spread options with strike 0, we observe that the 23



obtained term-structures are decreasing. This observation is in line with the intuition and with what is observed in Figure 4, i.e. with the Samuelson correlation effect. For the March 2011 case, the model produces a rather flat strike structure of implied correlation. Hence, in this case, the prices produced by the model are close to prices that could have been produced using Gaussian copulas for the dependence between futures prices. For the April 2014 case, the model produces a non-constant strike structure of implied correlation. We observe that for negative strikes implied correlations are lower than for positive strikes. Lower implied correlations in turn correspond to higher option prices. Figure 7 plots the implied correlation strike and maturity structures from calendar spread option prices obtained with the SV2F model jointly calibrated to vanilla and calendar spread options for the data-sets of March 2011 and April 2014. The considered calendar spread options have maturity and first futures expiry that vary, while the difference between the two underlying futures expiries is held constant. For each pair of underlying futures, the five strikes are −2, −1, 0, +1 and +2. These strikes are the same as for Figure 6. Looking at calendar spread options with strike 0, we observe that the obtained term-structures are increasing, which is consistent with the term-structure of concordance and dependence presented in Figure 5. For the March 2011 case, the model produces a rather flat strike structure of implied correlation. For the April 2014 case, the model produces a non-constant strike structure of implied correlation. These strike structures are similar to those found in Figure 6 and the same comments apply.
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Figure 6: Implied correlations from spread option prices obtained with the SV2F model jointly calibrated to market data for vanilla and calendar spread options in the data-sets of March 2011 (upper panel) and April 2014 (lower panel). The considered spread options have a maturity T and first underlying futures expiry T1 fixed at 3 months. T2 − T1 , the difference between the underlying futures expiries, ranges from 3 months to 1 year. Left column: implied correlation smiles for T2 − T1 = 3 months (green), 6 months (blue), 9 months (cyan) and 1 year (red). Right column: implied correlation term-structure (from calendar spread options with strike zero).
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Figure 7: Implied correlations from spread option prices obtained with the SV2F model jointly calibrated to market data for vanilla and calendar spread options in the data-sets of March 2011 (upper panel) and April 2014 (lower panel). The considered spread options have a maturity T and first underlying futures expiry T1 varying from 3 months to 1 year. T2 − T1 , the difference between the underlying futures expiries, is held fixed at 6 months. Left column: implied correlation smiles for T = 3 months (green), 6 months (blue), 9 months (cyan) and 1 year (red). Right column: at-the-money implied correlation term-structure (from calendar spread options with strike zero).
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6. Conclusion In this paper, we have addressed two questions about Crude Oil futures and derivatives markets: Is there a model that can simultaneously reproduce the empirical features observed in these markets? And what does such a model reveal about the dependence structure of crude oil futures contracts? The model we propose here is a multi-factor stochastic volatility model for commodity futures contracts, with expiry-dependent damping factors for the volatility coefficients in order to capture the Samuelson volatility effect. Importantly, the specification leads to stochastic correlation between the returns of two futures contracts. In an empirical study, we show that the two-factor version of the model provides a good answer to our first question; in particular, we see that it is well-suited for the pricing of calendar spread options, and that simpler nested models cannot reproduce the empirical features of these markets at the same time. To answer the second question, we begin by showing how to obtain the copula function from the joint characteristic function in the model. With the model calibrated to both vanilla and calendar spread options, we observe a decreasing term-structure of dependence between futures contracts under four dependence measures. In analogy to the Samuelson volatility effect, we call this pattern the Samuelson correlation effect. To see this pattern in a different light, we calculate the term-structure of implied correlations of calendar spread options, and find that the results are coherent with those obtained using the copula and the dependence measures. Future research could investigate dependence patterns in other commodity markets in which correlationsensitive derivatives on futures, such as calendar spread options, are actively traded.
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Appendix A. Proofs Proof. (Proposition 1) We have "
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where Ej is a function of u and T given by )!# (Z " Z 2 q T X 1 T −2λj (Tk −t) −λj (Tk −t) vj (t)dBj (t) − e vj (t)dt e uk Ej (u, T ) = E exp i 2 0 0 k=1



that otherwise depends only on the j-th model parameters λj , κj , θj , σj , vj,0 , ρj . We now calculate the function Ej . Since we are considering a fixed value of j, we drop this subscript ˜ for Bn+j , the Brownian motion driving the j-th variance in the following calculations. We also write B ˜ = Bn+j is given in equation (3) by process. Then we can decompose B = Bj , whose correlation with B p ˆ where B ˆ is uncorrelated with B. ˜ Define the functions ˜ + 1 − ρ2 B, hBj , Bn+j i = ρj dt = ρdt, as B = ρB



f1 , f2 and q given by
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κ−λ 1 1 q(u, t) = iρ f1 (u, t) − (1 − ρ2 )f12 (u, t) − if2 (u, t). σ 2 2 For simplicity, we write f1 (t) for f1 (u, t), f2 (t) for f2 (u, t) and q(t) for q(u, t) in the following. We first need an auxiliary result in order to calculate the characteristic function. Lemma 6. σ
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Multiplying equation (2) by f1 (t) and then integrating from 0 to T gives Z
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Using Itˆ o-integration by parts (see Øksendal (2003)), we also have Z



T 0
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Equating the right hand sides of equations (A.2) and (A.3) gives σ
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which proves the lemma. We now calculate E(u, T ). (Z " 2 X uk E(u, T ) = exp i
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The expectation in the last line can be computed using the Feynman-Kac theorem (see Øksendal (2003)). Define the function h given by "



ρ h(t, v) = E exp i f1 (T )v(T ) + σ
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Then h satisfies the PDE ∂h 1 ∂2h ∂h (A.4) (t, v) + κ(θ − v(t)) (t, v) + σ 2 v(t) 2 (t, v) + q(t)v(t)h(t, v) = 0, ∂t ∂v 2 ∂v  with terminal condition h(T, v) = exp i σρ f1 (T )v(T ) . We know from Duffie et al. (2000) that h has affine form



h(t, v) = exp (A(t, T )v(t) + B(t, T )) , with A(T, T ) = i σρ f1 (T ), B(T, T ) = 0. Putting (A.5) in (A.4) gives 1 Bt + At v + κ(θ − v)A + σ 2 vA2 + qv = 0, 2
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(A.5)



and collecting the terms with and without v leads to the two ODEs 1 At − κA + σ 2 A2 + q = 0, 2



(A.6)



Bt + κθA = 0.



(A.7)



This completes the proof of the proposition. Proof. (Proposition 3) We calculate the joint characteristic function in the Clewlow and Strickland (1999a) model as follows. φ(u) = φ(u; T, T1 , T2 ) !# " 2 X uk Xk (T ) = E exp i k=1
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This completes the proof of the proposition. Proof. (Lemma 4) The proof to obtain this expression is the same, mutatis mutandis, as the proof in the univariate case provided in Le Courtois and Walter (2015). For ease of reading, we drop the explicit dependencies on T, T1 and T2 . Let a1 > 0 and a2 > 0 be fixed and h be the function defined by Z x2 Z h(x1 , x2 ) = e−(a1 x1 +a2 x2 ) G(x1 , x2 ) = e−(a1 x1 +a2 x2 ) −∞



Now let Λ be the two-dimensional Fourier Transform of h. We have Z +∞ Z +∞ ei(u1 x1 +u2 x2 ) h(x1 , x2 )dx1 dx2 Λ(u1 , u2 ) = = =



Z



Z



−∞ +∞



−∞ +∞ −∞



Z



Z



−∞ +∞



−∞ +∞ −∞



 Z ei(u1 x1 +u2 x2 ) e−(a1 x1 +a2 x2 ) Z



x2



−∞



Z



x1



x2



−∞



Z



x1 −∞



x1



g(s1 , s2 )ds1 ds2 .



−∞



 g(s1 , s2 )ds1 ds2 dx1 dx2



ei(u1 x1 +u2 x2 ) e−(a1 x1 +a2 x2 ) g(s1 , s2 )ds1 ds2 dx1 dx2 .



−∞



30



Noting that −∞ < s1 < x1 < +∞ and −∞ < s2 < x2 < +∞, the expression of Λ becomes Z +∞ Z +∞ Z +∞ Z +∞ ei(u1 x1 +u2 x2 ) e−(a1 x1 +a2 x2 ) g(s1 , s2 )dx1 dx2 ds1 ds2 Λ(u1 , u2 ) = =
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The double integral between parentheses can be computed as Z
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Note that e−(a1 −iu1 )x1 −→ 0 when x1 goes to +∞ and e−(a2 −iu2 )x2 −→ 0 when x2 goes to +∞, so that
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The function h can be written as the two-dimensional inverse Fourier Transform of Λ: Z +∞ Z +∞ φ(u1 + ia1 , u2 + ia2 ) 1 e−i(u1 x1 +u2 x2 ) h(x1 , x2 ) = du1 du2 , 2 4π −∞ −∞ (a1 − iu1 )(a2 − iu2 ) and G is then easily obtained as ea1 x1 +a2 x2 G(x1 , x2 ) = 4π 2
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which concludes the proof. Proof. (Proposition 5) Sklar’s Theorem allows one to write the copula function of a pair of random variables from its joint distribution function as, for (v1 , v2 ) ∈ [0, 1]2 ,  −1 C(v1 , v2 , T ) = G G−1 1 (v1 , T ), G2 (v2 , T ), T .



The expression for the copula function in Proposition 5 follows by using Lemma 4, which expresses the joint distribution function in terms of the joint characteristic function φ. Assuming C(., T ) is absolutely continuous, we can write its copula density, for (v1 , v2 ) ∈ [0, 1]2 , as c(v1 , v2 , T ) =



−1 g(G−1 1 (v1 , T ), G2 (v2 , T ), T ) . −1 g1 (G1 (v1 , T ), T )g2 (G−1 2 (v2 , T ), T )



Again, the expression for the copula density in Proposition 5 follows by using expressions (22), (23) and (24) that express the joint and marginal densities of (X1 (T ), X2 (T )) in terms of the joint characteristic function φ. 31



Appendix B. Kummer’s functions The confluent hypergeometric functions M and U are the solutions to Kummer’s equation. The function M is also known as 1 F1 , and the function U as Tricomi’s function. Given, a, b, z ∈ C, Kummer’s equation for a function z 7→ w(z) is z



∂2w ∂w + (b − z) − aw = 0. ∂z 2 ∂z



(B.1)



A way to obtain M (a, b, z) is by means of the series expansion Qn ∞ X z n j=1 (a + j − 1) Qn , M (a, b, z) = 1 + n! j=1 (b + j − 1) n=1



(B.2)



which converges for any z ∈ C, and is defined for any a, b ∈ C with b 6= 0, −1, −2, ... not equal to zero or a negative integer. And U (a, b, z) is obtained from M as U (a, b, z) =



Γ(b − 1) Γ(1 − b) M (a, b, z) + z 1−b M (1 + a − b, 2 − b, z), Γ(1 + a − b) Γ(a)



(B.3)



where Γ denotes the Gamma function extended to the complex plane. These results and additional properties of Kummer’s functions (e.g. simplifications for special values of a and b, asymptotic behaviour for large |z|, integral representations) can be found in Chap. 13 of Abramovitz and Stegun (1972). A detailed analysis of how to implement Kummer’s functions is given by Pearson (2009). A suitable way to implement the complex Gamma function is the Lanczos (1964) approximation.



Appendix C. The Caldana and Fusai method for pricing calendar spread options. Let ΦT (u) = Φ(u) be the joint characteristic function of the logarithms ln F (T, T1 ), ln F (T, T2 ) of two futures prices as given in the main manuscript. Following Caldana and Fusai (2013), the price of the calendar spread option call with maturity T and strike K is given in terms of a Fourier inversion formula as CSC(0, K, T, T1 , T2 ) =
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where ΨT (γ; δ, α) =



ei(γ−iδ) ln(ΦT (0,−iα)) i(γ − iδ)



· [ΦT ((γ − iδ) − i, −α(γ − iδ)) − ΦT (γ − iδ, −α(γ − iδ) − i) − KΦT (γ − iδ, −α(γ − iδ))] and α=



F (0, T2 ) , F (0, T2 ) + K



k = ln(F (0, T2 ) + K).



The parameter δ controls an exponential decay term as in Carr and Madan (1999).
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Appendix D. FFT Methods An FFT algorithm allows the efficient computation of Discrete Fourier Transforms (DFT) of vectors and matrices. Here we will discuss Matlab and “Numerical Recipes in C++” (Press et al., 2003) functions, but other numerical analysis tools, such as Mathematica and R, are of course also suitable. Matlab functions: In one dimension, the Matlab routines fft and ifft work with vectors and implement the following sums, respectively: x(k) =



N X



(n−1)(k−1)



X(n)WN



X(n) =



n=1



where WN = e



−2πi N



N 1 X −(n−1)(k−1) x(k)WN N



(D.1)



k=1



is a N th root of unity.



In two dimensions, the Matlab routines fft2 and ifft2 work with matrices and implement the following sums, respectively: x(k1 , k2 ) =



N N X X



[(n1 −1)(k1 −1)+(n2 −1)(k2 −1)]



X(n1 , n2 )WN



(D.2)



n1 =1 n2 =1 N N 1 X X −[(n −1)(k1 −1)+(n2 −1)(k2 −1)] X(n1 , n2 ) = 2 x(k1 , k2 )WN 1 N



(D.3)



k1 =1 k2 =1



where WN = e



−2πi N



is an N th root of unity.



Numerical Recipes in C++ functions: In one dimension, the function four1 works with vectors and implements the following sums when choosing isign = 1 and −1, respectively: H(n) =



N −1 X



h(k)WNnk



h(k) =



2πi N



H(n)WN−nk



(D.4)



n=0



k=0



where WN = e



N −1 X



is a N th root of unity.



In two dimensions, the function fourn works with matrices and implements the following sums when choosing isign = 1 and −1, respectively: H(n1 , n2 ) =



−1 N −1 N X X



h(k1 , k2 )WNn1 k1 +n2 k2



(D.5)



k1 =0 k2 =0



h(k1 , k2 ) =



−1 N −1 N X X



−(n1 k1 +n2 k2 )



H(n1 , n2 )WN



n1 =0 n2 =0



where WN = e



2πi N



is an N th root of unity (note that WN is not the same as in Matlab).
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(D.6)



Appendix E. Marginal CDF and PDF We are first interested in the marginal CDF and PDF of X1 (T ). Let N be the chosen number of points on the grid (e.g. N = 512) and let xk1 = k1 −



N 2







h with



k1 = 0, . . . , N − 1. h is the chosen distance between points in the initial domain. The grid in x is centered on x N = 0. In the transformed domain we work with ω = 2



u 2π



that represents angular frequency (u represents



frequency or inverse wavelength). N is also the chosen number of points on the grid in ω with ωn1 =  1 n1 − N2 s with n1 = 0, . . . , N − 1. s = hN is the distance between points in the transformed domain. The



grid in the transformed domain is centered on ω N = 0. 2



At a point xk1 , choosing the rectangle rule on the grid in ω, the PDF g1 is approximated as Z +∞ N −1 X N N N e−i2πω(k1 − 2 )h φ(2πω, 0, T )dω ≈ s e−i2π(n1 − 2 )(k1 − 2 )sh φ(2πωn1 , 0, T ) g1 (xk1 , T ) = −∞



(E.1)



n1 =0



N



≈ s(−1)k1 − 2



N −1 X



(−1)n1 φ(2πωn1 , 0, T )en1 k1



−i2π N



(E.2)



n1 =0



where the powers of −1 appear when rearranging terms and noting that eiqπ = (−1)q for q ∈ Z. When N is a power of 2, the obtained expression is suitable for FFT algorithms at hand. For x0 , . . . , xN −1 , the sums can be computed by calling just once the FFT function on the vector [(−1)n φ(2πωn1 ), n1 = 0, . . . , N − 1] . In Matlab it corresponds to the fft routine and in Numerical Recipes to the function four1 with isign= −1. Other approximations can be obtained using different numerical integration rules (e.g. trapezoidal, Simpson).



With the same grids and notations, at a point xk1 , the CDF G1 is written, with a > 0, Z +∞ Z 1 1 eaxk1 +∞ −iuxk φ(u + ia, 0, T ) −iuxk1 φ(u) 1 G1 (xk1 , T ) = − e du = e du. 2 2π −∞ iu 2π −∞ a − iu



(E.3)



A proper choice for the value of a (e.g. a = 3) will permit a smoothing of the singularity at u = 0 of the integrand in the initial CDF inversion result. At a point xk1 , choosing the rectangle rule on the grid in ω, the CDF G1 can now be approximated as G1 (xk1 , T ) ≈ eaxk1 s



N −1 X



n1



φ(2πωn1 + ia, 0, T ) −i2π(n1 − N2 )(k1 − N2 )sh e , a − i2πωn1 =0 N



≈ eaxk1 s(−1)k1 − 2



N −1 X



(−1)n1



n1 =0



φ(2πωn1 + ia, 0, T ) n1 k −i2π N . e a − i2πωn1



(E.4)



(E.5)



The powers of −1 appear once again for the reason already mentioned. With N a power of 2, the obtained expression is suitable for FFT algorithms and the needed sums on the x-grid are computed by calling just once the FFT function on the vector   n1 φ(2πωn1 + ia) , n1 = 0, . . . , N − 1 . (−1) a − i2πωn1 34



In Matlab it corresponds to the fft routine and in Numerical Recipes to the function four1 with isign= −1. Once G1 has been implemented, it is rather easy to implement the inverse CDF G−1 either with a 1 numerical root search or by doing a reverse interpolation on the pair of vectors ([x0 , . . . , xN −1 ] , [G1 (x0 ), . . . , G1 (xN −1 )]) .



Appendix F. Joint CDF and PDF Let N be again the chosen number of points on the one-dimensional grids in x1 and x2 (e.g. N = 512)   and let xk1 = k1 − N2 h and xk2 = k2 − N2 h with k1 , k2 = 0, . . . , N − 1. h is the chosen distance between   points in the initial domain. The grid is centered on x N , x N = (0, 0). In the transformed domain we 2



2



u2 and ω = 2π . N is also the chosen number of points on the one-dimensional grids in υ and   1 ω with υn1 = n1 − N2 s and ωn2 = n2 − N2 s with n1 , n2 = 0, . . . , N − 1. s = hN is the distance between   points in the transformed domain. The grid in the transformed domain is centered on υ N , ω N = (0, 0).



work with υ =



u1 2π



2



2



At a point (xk1 , xk2 ), choosing the two-dimensional rectangle rule on the grid in (υ, ω), the joint PDF g is approximated as g(xk1 , xk2 , T ) =



Z



+∞ −∞



≈ s2



Z



+∞



e−i2π(υxk1 +ωxk2 ) φ(2πυ, 2πω, T )dυdω,



(F.1)



−∞



−1 N −1 N X X



φ(2πυn1 , 2πωn2 , T )e−i2π[(n1 − 2 )(k1 − 2 )+(n2 − 2 )(k2 − 2 )]sh , N



N



N



N



(F.2)



n1 =0 n2 =0



≈ s2 (−1)k1 +k2 −N



−1 N −1 N X X



(−1)n1 +n2 φ(2πυn1 , 2πωn2 , T )e(n1 k1 +n2 k2 )



−i2π N



.



(F.3)



n1 =0 n2 =0



With N a power of 2, the obtained expression is suitable for FFT algorithms in 2D and the needed sums on the (x1 , x2 )-grid are computed by calling just once the FFT function on the matrix [(−1)n1 ,n2 φ(2πυn1 , 2πωn2 , T ), n1 , n2 = 0, . . . , N − 1] In Matlab it corresponds to the fft2 routine and in Numerical Recipes to the function fourn with isign= −1. With the same grids and notations, at a point (xk1 , xk2 ), the joint CDF G can be written, with a1 , a2 > 0, Z Z ea1 xk1 +a2 xk2 +∞ +∞ −i(u1 xk +u2 xk ) φ(u1 + ia1 , u2 + ia2 , T ) 1 2 G(xk1 , xk2 , T ) = e du1 du2 (F.4) 4π 2 (a1 − iu1 )(a2 − iu2 ) −∞ −∞ Here again, a proper choice for the value of a1 and a2 (e.g. a1 = a2 = 3) will permit a smoothing of the singularity of the integrand on the axis u1 = 0 and u2 = 0 in the initial joint CDF inversion result.
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At a point (xk1 , xk2 ), choosing the two-dimensional rectangle rule on the grid in (υ, ω), the joint CDF G is approximated as G(xk1 , xk2 , T ) = ea1 xk1 +a2 xk2 ≈ ea1 xk1 +a2 xk2 s2



−1 N −1 N X X



n1 =0 n2



Z



+∞ −∞



Z



+∞



e−i2π(υxk1 +ωxk2 ) −∞



φ(2πυ + ia1 , 2πω + ia2 , T ) dυdω, (a1 − i2πυ)(a2 − i2πω)



φ(2πυn1 + ia1 , 2πωn2 + ia2 , T ) −i2π[(n1 − N2 )(k1 − N2 )+(n2 − N2 )(k2 − N2 )]sh e , (a1 − i2πυn1 )(a2 − i2πωn2 ) =0



≈ ea1 xk1 +a2 xk2 s2 (−1)k1 +k2 −N



−1 N −1 N X X



n1 =0 n2 =0



(−1)n1 +n2



(F.5) (F.6)



φ(2πυn1 + ia1 , 2πωn2 + ia2 , T ) (n1 k1 +n2 k2 ) −i2π N . e (F.7) (a1 − i2πυn1 )(a2 − i2πωn2 )



With N a power of 2, the obtained expression is suitable for FFT algorithms in 2D and the needed sums on the (x1 , x2 )-grid are computed by calling just once the FFT function on the matrix   φ(2πυn1 + ia1 , 2πωn2 + ia2 , T ) , n1 , n2 = 0, . . . , N − 1 (−1)n1 ,n2 (a1 − i2πυn1 )(a2 − i2πωn2 ) In Matlab it corresponds to the fft2 routine and in Numerical Recipes to the function fourn with isign= −1.
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