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Generic GA-based Meta-level Parameter Optimization for Pattern Recognition Systems Ernest Lumanpauw, Michel Pasquier, and Richard J. Oentaryo, Student Member, IEEE



Abstract—This paper proposes a novel generic meta-level parameter optimization framework to address the problem of determining the optimal parameters of pattern recognition systems. The proposed framework is currently implemented to control the parameters of neuro-fuzzy system, a subclass of pattern recognition system, by employing a genetic algorithm (GA) as the core optimization technique. Two neuro-fuzzy systems i.e., Generic Self-Organizing Fuzzy Neural Network realizing Yager inference (GenSoFNN-Yager) and Reduced Fuzzy Cerebellar Model Articulation Computer realizing the Yager inference (RFCMAC-Yager), are employed as the test prototypes to evaluate the proposed framework. Experimental results on several classification and regression problems have shown the efficacy and robustness of the proposed approach.



I. INTRODUCTION



P



ARAMETERS are pervasive in many pattern recognition systems. Apart from the nature of the problem, the performance of any pattern recognition system depends heavily on its parameter settings. Given a task to be solved, the choice of parameters dictates internal operations of the system, which eventually will determine the output produced and overall performance of the system [1]. For instance, multi-layer perceptron (MLP) [2] has parameters such as learning rate, number of hidden layers, number of hidden neurons, and activation function type, which determine the learning process and overall structure of the network. In practical situations, however, end-users or operators usually do not have understandings of the effects of parameters on the structure and internal operations of the system. As a result, given input data to be processed, they need to repetitively apply different parameter settings using brute force or trial-and-error method to achieve desirable results. In order to resolve this problem, various optimization techniques have been embedded inside pattern recognition systems to internally optimize its structure and learning process, and to tune its weights with varying results. Typical examples are GA-NN hybrid [3-5], a combination of genetic algorithm (GA) [6, 7] and neural network (NN) [8]. In this method, the GA is usually employed to internally assist the learning process, tune the structure, or optimize internal operations of the NN. These approaches, however, are not generic as they are specifically tailored for certain types of
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system and highly dependent on its internal architecture. In addition, these approaches are not modular since modifying the optimization technique requires probing into and/or modifying the system architecture. In this paper, we propose a generic and modular approach for parameter optimization. In contrast to the aforementioned approaches, the optimization technique is external to the pattern recognition system and does not need to know internal operations of the system, and vice versa. That is, both view one another as black-boxes. In this context, the optimization technique can be thought as the “operator” of the system, working at meta-level to replace the human roles in manually configuring the system parameters. Our present work focuses on implementing the proposed optimization framework using GA as the core optimization technique and applying it to a subclass of pattern recognition system called neuro-fuzzy system (NFS) [9], which synergizes the learning and adaptation capabilities of NN and human-like reasoning mechanisms of fuzzy system. GA, inspired by the Darwinian survival-of-the-fittest theory [10], is a global search technique widely used to find optimal or approximate solutions in many real-world problems. GA can quickly locate high performance regions in extremely large and complex search space, and is less likely to be trapped in local optima as compared to other optimization techniques such as Simulated Annealing [11] and Simplex Method [12]. For experimental purposes, two instances of neuro-fuzzy systems termed the Generic Self-organizing Fuzzy Neural Network realizing Yager inference (GenSoFNN-Yager) [13] and Reduced Fuzzy Cerebellar Model Articulation Computer based on Yager inference (RFCMAC-Yager) [14], will be employed to evaluate the proposed framework. The former is a global learning memory system which employs online sequential learning [13], while the latter is a local learning memory system which uses batched learning procedure [14]. This paper is organized as follows. Section II describes the proposed meta-level parameter optimization method. Section III discusses the implementation of the proposed framework to neuro-fuzzy systems. Section IV subsequently presents the experimental results and analysis. Section V finally concludes this paper and outlines some future works. II. META-LEVEL PARAMETER OPTIMIZATION In general, a pattern recognition system at its operational level (or from the end-user’s point of view) can be viewed as a black-box system because its internal operations are opaque to
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the users. This kind of system is usually defined in terms of its input and output characteristics, as shown in Fig. 1. The input section of the system typically consists of two parts: input data x , which form the main information processing inputs to the system, and parameter vector p , which influences the internal operations or working mechanisms of the system. Since the system performance depends on the input data and its parameter settings, the output y can be expressed as a



parameter set is presented in Fig. 3. The optimization begins with the user specifying the initial parameter set p , followed



function of input data and parameter vector: y = f ( x, p ).



g (y s *, y s ) (e.g., mean squared error (MSE), correlation) can



Input x Parameter p



System f (.)



Output y



by training the network using the training set x t and desired training output y t * (for supervised learning). Afterwards, the trained network is tested using the testing set x s to obtain the network output ys = f ( xs , p ). Some performance metrics



then be derived from the desired testing output y s * and the NFS output y s . This process will then be terminated when a satisfactory performance is reached. Desired Training Output yt*



Fig. 1. Black-box representation of a system.



System f (.) (Black-box)



Desired Testing Output ys*
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Trained Neuro-fuzzy System System



Untrained System Neuro-fuzzy (Black-box) System



Input x Parameter p
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(Black-box) f (.)



Parameter p



Output ys



Fig. 3. Neuro-fuzzy system without parameter optimization. Optimization Technique



g(.)



Fig. 2. Meta-level parameter optimization framework.



The representation given in Fig. 1 belongs to the category of open-loop system [15]. Despite its simple structure, one major disadvantage of this architecture is that it has no feedback loop to control its output and determine if it has achieved the desired (optimal) goal. As a result, in order to achieve desirable performance, one needs to repetitively apply different parameter settings by trial-and-error. To resolve this problem, we can transform the open system representation in Fig. 1 into a closed-loop system [15] by incorporating an optimization technique to provide feedback, as depicted in Fig. 2. In this approach, the output y remains a function of input data x and parameter vector p , i.e. y = f ( x, p ). Consequently, the process of finding optimal parameters can be viewed as a continuous communication process between the optimization technique and the system. The optimization technique sends parameters p to the system to process the input data. In exchange, the system returns performance metrics, g (y ) (e.g. total errors, accuracy, efficiency, etc.), to the optimization technique to be evaluated. The process continues until certain termination criteria (e.g. maximum number of evaluations or time limit) are satisfied. III. IMPLEMENTATION TO NEURO-FUZZY SYSTEM A. Architecture For comparison purposes, a schematic diagram depicting the conventional trial-and-error framework to find the best
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Desired Training Output yt*



Training Data xt Parameter p



Testing Data xs



Desired Testing Output ys*



Trained System Neuro-fuzzy System



Untrained System Neuro-fuzzy (Black-box) System



Output ys



(Black-box) f (.)



GA
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Fig. 4. Neuro-fuzzy system with GA-based parameter optimization.



Employing GA as the meta-level parameter optimization technique yields in turn a new architecture, as illustrated in Fig. 4. The continuous communication process between the GA and neuro-fuzzy system is summarized by the flowchart in Fig. 5. The process starts with the initialization of n candidate parameter vectors by the GA. Each parameter vector is sent to the neuro-fuzzy system for training and testing in order to obtain its fitness value, i.e. g (y s *, y s ) . When all parameter vectors have been evaluated, the GA operations (i.e. selection, mutation, crossover, replacement) will commence. This cycle is repeated until a termination criterion (e.g. maximum number of generations) is reached. B. Chromosome Representation Fig. 6 shows encoding of the discrete incremental clustering (DIC) parameters adopted by the GenSoFNN-Yager system in the form of a real-valued chromosome. They include plasticity STEP, input and output SLOPE, fuzzy membership threshold, and cluster annexation threshold [16]. In this representation, each gene corresponds to precisely one parameter. Likewise, the parameters of the RFCMAC-Yager are encoded into a real-valued chromosome in the form shown in Fig. 7. For
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interested readers, further details about the definitions and effects of the DIC parameters can be found in [16].



Maximize f ( x) subject to x ∈ X



(1)



where f (x) is the objective function, x is the decision vector, and X is the feasible region in the decision space. The problem of finding optimal parameters for neuro-fuzzy system can also be cast into the form:



Maximize g (y s *, y s ) subject to LBi ≤ p i ≤ UBi , i = 1,2,..., I



(2)



where g (y s *, y s ) is performance metrics, p1 ,..., p I ∈ p are parameters of the neuro-fuzzy system, LBi and UBi are lower and upper bound values of parameter i, and I is the total number of parameters in the neuro-fuzzy system. In general, there are two classes of problems for supervised learning: classification and regression. They concern pattern recognition problems with discrete- and continuous-valued outputs respectively. For classification problem, an optimal performance corresponds to the minimum number of misclassified instances, while the best performance in the context of regression type is achieved when the error between the desired/actual outputs and the NFS outputs is minimal. These can subsequently be formulated as:



Minimize MSE =



1 M



M



¦ ( y s*



m =1



m



− y sm ) 2



(3)



subject to LBi ≤ p i ≤ UBi , i = 1,2,..., I where M is the number of testing samples, y *sm is the desired output of mth testing sample, and y sm is the output of mth testing sample produced by the NFS.



Fig. 5. GA-based meta-level parameter optimization for neuro-fuzzy system. STEP (0, 1.0]



Input SLOPE [0.0 1.0]



Output SLOPE [0.0 1.0]



Membership threshold [0.0 1.0]



Annexation threshold [0.0 1.0]



Fig. 6. Chromosome representation of the GenSoFNN-Yager parameters. STEP (0, 1.0]



Input SLOPE [0.0 1.0]



Output SLOPE [0.0 1.0]



Membership threshold [0.0 1.0]



Fig. 7. Chromosome representation of the RFCMAC-Yager parameters.



C. Fitness Function Formulation Consider a standard optimization (maximization) problem in the following form:



D. Complexity Analysis The process of finding optimal parameters of neuro-fuzzy system requires O ( gpτ ) computational time, where g, p, and



τ represent number of generations, number of parameter vector population, and computational time required for single train and test respectively. In other words, the computational time is equal to the time required to train and test the NFS for g × p times. It should be noted, however, that τ is not necessarily uniform; it may vary depending on the parameter vector. For some parameter vectors, the training and testing time can be very short, but it may not be the case for others. IV. EXPERIMENTAL RESULTS AND DISCUSSION This section presents some of the experiments which have been conducted to validate the effectiveness of the GA-based meta-level parameter optimization of GenSoFNN-Yager and RFCMAC-Yager for classification and regression problems.
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The datasets used in the experiments comprise: Fisher’s Iris classification dataset [17], Mackey-Glass time series dataset [18], and Pima Indians Diabetes [19]. The performance of the optimized NFSs will be compared against that of the systems with their default parameters. The latter corresponds to the parameter set that is determined heuristically based on empirical performance observations on various benchmark problems. Thus, it is not surprising that the default parameter often yields an “acceptable” performance. For our simulation studies, we employ a specific type of GA implementation termed DemeGA [20]. It is chosen due to its comparatively good performance in several benchmarking experiments we conducted before. The parameter settings of the DemeGA are listed in TABLE I. TABLE I PARAMETER SETTINGS OF DEMEGA Parameter Name Value Maximum number of generations



20



Population size



50



Crossover probability (2-point crossover)



0.9



Mutation probability



0.01



Elitism



On



Migration rate



0.1%



Replacement rate



0.5%



A. Iris Classification The Iris dataset [17], originally conceived by Fisher in 1936, is used to provide a pedagogical illustration for the proposed parameter optimization framework. The dataset comprises 150 instances of iris flower, evenly distributed in three classes: iris-setosa, iris-versicolor, and iris-virginica. Each class contains 50 vectors and each vector has four features: sepal length X1, sepal width X2, petal length X3, and petal width X4 (all measured in centimeters). TABLE II OPTIMIZED NETWORK PARAMETERS FOR IRIS CLASSIFICATION Parameters GenSoFNN-Yager RFCMAC-Yager Input SLOPE



0.1



Output SLOPE



0.1



0.3 0.8



STEP



0.5



0.1



Membership Threshold



0.4



0.5



Annex Threshold



0.8



-



In this experiment, threefold cross-validation (CV) method is used to evaluate the system performance. TABLE II shows the optimized parameter setting of the GenSoFNN-Yager and RFCMAC-Yager systems. The obtained parameter settings are used to train and test both networks. Results obtained using the optimized parameter settings are then compared with those obtained using the default parameters. Comparisons will be based on the following performance metrics: classification
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accuracy (i.e., total number of correctly classified instances), number of fuzzy rules identified, and number of fuzzy clusters for each input dimension (measuring the clustering efficiency). TABLE III COMPARISON BETWEEN DEFAULT AND OPTIMIZED GENSOFNN-YAGER FOR IRIS CLASSIFICATION CV Criteria Default Optimized Improvement



1



2



3



Accuracy



78.00%



96.00%



+23.08%



# Rules



31



13



-58.06%



# Clusters



6:6:5:5



4:4:4:3



N/A



Accuracy



92.00%



98.00%



+6.52% -53.85%



# Rules



26



12



# Clusters



7:7:4:5



4:4:3:3



N/A



Accuracy



74.00%



94.00%



+27.03%



# Rules



30



12



-60.00%



# Clusters



7:7:4:5



5:4:3:3



N/A



TABLE IV COMPARISON BETWEEN DEFAULT AND OPTIMIZED RFCMAC-YAGER FOR IRIS CLASSIFICATION CV Criteria Default Optimized Improvement



1



2



3



Accuracy



86.00%



96.00%



+23.08%



# Rules



38



6



-58.06%



# Clusters



6:6:5:5



4:0:0:4



N/A



Accuracy



94.00%



100%



+6.52%



# Rules



50



7



-53.85%



# Clusters



7:7:4:5



5:0:3:3



N/A



Accuracy



96.00%



98.00%



+27.03%



# Rules



54



7



-60.00%



# Clusters



7:7:4:5



5:0:3:3



N/A



TABLE III shows performance comparison between the default and optimized GenSoFNN-Yager system for Iris classification. From the table, it is evident that for all the three CVs, the optimized GenSoFNN-Yager achieves a higher classification accuracy with much fewer fuzzy rules and fuzzy clusters than those of the default GenSoFNN-Yager. It can be observed that the optimized network results in reduction of the number of rules by 58.06%, 53.85%, and 60.00% for CV1–3 respectively, while at the same time improving the classification accuracy by 23.08%, 6.52%, and 27.03% for CV1–3 respectively. In terms of the number of fuzzy clusters, the default network produces 4-7 fuzzy clusters for each input, while the optimized network yields only 3-5 fuzzy clusters. This signifies the optimized parameters not only significantly simplify the network but at the same time also improve its generalization ability. TABLE IV shows performance comparison between the default and optimized RFCMAC-Yager for Iris dataset. As with the GenSoFNN-Yager, it is evident that the optimized
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RFCMAC-Yager achieves higher accuracy rates for all the three CVs, with significantly fewer fuzzy rules and fuzzy clusters compared to those of the default RFCMAC-Yager. It is observed that the optimized network reduces the number of rules by 84.21%, 86.00%, and 87.04%, and improves the classification accuracy by 11.63%, 6.38%, and 2.08% for CV1–3 respectively. In addition, the optimized parameters allow the feature reduction capability of RFCMAC-Yager to become evident. Previously, using the default parameters, no input feature was removed by the network. Using the optimized parameters, however, we observe that in CV1 input dimensions sepal width (X2) and petal length (X3) are removed, in CV2 and CV3 input dimension X2 is removed, yielding in a simpler and more efficient network structure. TABLE V summarizes the benchmarking results of the optimized GenSoFNN-Yager and RCFMAC-Yager for Iris dataset against other popular pattern recognition systems, including k-nearest neighbor (k-NN) [21], multi-layer perceptron (MLP) [2], genetic algorithm-based classifier (GAC) [22], fuzzy adaptive learning control network based on adaptive resonance theory (FALCON-ART) [23], pseudo outer product fuzzy neural network based on Yager inference scheme (POPFNN-Yager) [24], and FCMAC-Yager [25]. TABLE V PERFORMANCE COMPARISON WITH OTHER METHODS FOR IRIS CLASSIFICATION Method Evaluation # Rules Accuracy k-NN (k = 3)



3-CV



N/A



95.33 + 1.15%



MLP (7 hidden neurons)



3-CV



N/A



94.00 + 3.46%



50T-50E



N/A



96.00% 75.76 + 7.54%



GAC



+ 2.00%, which is the best among other systems, and the total number of rules reduces significantly from 48 to 7. These results emphasize the importance of finding the optimal parameter settings of neuro-fuzzy system. They also show that the meta-level parameter optimization process not only eliminates the hassle of finding optimal parameters by trial-and-error, but also helps unleash the inherent capabilities of neuro-fuzzy system, resulting in significant improvements to the overall performance of the system. B. Mackey-Glass Time Series The Mackey-Glass (MG) time series [18] is an example of a chaotic time series. It is based on the Mackey-Glass differential equation and is widely regarded as a benchmark for comparing generalization ability of different methods. The following time-delay ordinary differential equation is used to generate the series:



ax(t − τ ) dx(t ) = −bx(t ) + dt 1 + x(t − τ )10



(4)



where a = 0.2, b = 0.1, and τ = 30. The problem can be formulated as: given values x(t − m), x(t − m + 1),..., x(t − 1), determine x(t − 1 + n) , where m and n are fixed positive integers and t is the series index. Throughout all experiments, 6 previous values (i.e. m = 6) are used as inputs to predict the next step (set 1), 2 steps (set 2), and 4 steps (set 3) (i.e. n = 1, n = 2, and n = 4) respectively. Since the data is a time series, the CV approach cannot be used because it will affect the continuity of the data. Therefore, during the experiments, holdout validation approach is used with 700 vectors as training set and 300 vectors as testing set.



FALCON-ART



3-CV



3



POPFNN-Yager



50T-50E



56



89.93%



FCMAC-Yager



6-CV



286



96.00 + 3.06%



GenSoFNN-Yager (def)



3-CV



29



81.33 + 9.45%



GenSoFNN-Yager (opt)



3-CV



14



96.00 + 2.00%



RFCMAC-Yager (def)



3-CV



48



92.00 + 5.29%



Input SLOPE



0.1



0.1



0.1



0.1



0.1



RFCMAC-Yager (opt)



3-CV



7



98.00 + 2.00%



Output SLOPE



0.1



0.2



0.1



0.1



0.1



0.2



STEP



0.6



0.6



0.6



0.6



0.3



0.3



Membership Threshold



0.6



0.6



0.5



0.6



0.5



0.6



Annex Threshold



0.6



0.7



0.9



-



-



-



def = default, opt = optimized, 50T-50E = 50% training-50% testing, k-CV = k-fold cross-validation



The average classification accuracy of the default GenSoFNN-Yager is 81.33 + 9.45%, which is the lowest compared to other systems except the FALCON-ART. Meanwhile, the default RFCMAC-Yager achieves an average classification accuracy of 92.00 + 5.29%, which is inferior to that of k-NN, MLP, GAC, and FCMAC-Yager. However, using optimized parameters, the average accuracy of GenSoFNN-Yager boosts to 96.00 + 2.00%, which is higher compared to other architectures. At the same time, the number of rules decreases from 29 to 14, thus more efficient. Likewise, using the optimized RFCMAC-Yager, the average classification accuracy increases from 92.00 + 5.29% to 98.00



TABLE VI OPTIMIZED NETWORK PARAMETERS FOR MG TIME SERIES SET 1-3 GenSoFNN-Yager RFCMAC-Yager Parameters Set1 Set2 Set3 Set1 Set2 Set3 0.1



TABLE VI presents the optimized parameters of the GenSoFNN-Yager and RFCMAC-Yager systems for MG time series prediction. Various combinations of parameter settings listed in this table illustrate the adaptive capabilities of the meta-level parameter optimization technique to produce (near) optimal parameter settings given different problem sets. The obtained parameter settings will be used to train and test both networks. Results obtained using the optimized parameter settings will then be compared to those obtained using the default parameter settings. Two metrics are used to
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measure the system performance: Pearson’s product-moment correlation (indicating the relationship between the actual and the predicted outputs) and root mean squared error (RMSE) (denoting the prediction accuracy). TABLE VII summarizes prediction results obtained for the Mackey-Glass time series dataset using 6 previous values for single step, two-step, and four-step predictions, comparing performance of the default and optimized GenSoFNN-Yager. It is seen that the optimized GenSoFNN-Yager outperforms the default system. In particular, a performance improvement is shown by the reduction of the prediction error (RMSE) by 59.54%, 57.05%, and 40.46% for set 1 to 3 respectively. Consequently, the correlation values improve from a minor increase of 3.69% to a significant increase of 10.19%. TABLE VII COMPARISON BETWEEN DEFAULT AND OPTIMIZED GENSOFNN-YAGER FOR MG TIME SERIES Set Criteria Default Optimized Improvement 1



2



3



Correlation



95.80%



99.33%



+3.69%



RMSE



0.0692



0.0280



-59.54%



Correlation



94.05%



98.40%



+4.63%



RMSE



0.0970



0.0417



-57.07%



Correlation



86.35%



95.15%



+10.19%



RMSE



0.1196



0.0712



-40.46%



TABLE VIII COMPARISON BETWEEN DEFAULT AND OPTIMIZED RFCMAC-YAGER FOR MG TIME SERIES Set Criteria Default Optimized Improvement 1



2



3



Correlation



97.37%



99.35%



+2.03%



RMSE



0.0572



0.0266



-53.37%



Correlation



94.77%



98.75%



+4.21%



RMSE



0.0842



0.0369



-56.12%



Correlation



87.68%



96.41%



+9.95%



RMSE



0.1227



0.0615



-49.90%



As before, the optimized RFCMAC-Yager outperforms the default system, which can be verified from TABLE VIII. The RMSE values decrease by 53.37%, 56.12%, and 49.90% for set 1 to 3 respectively, resulting in improvements in terms of correlation, starting from a minor increase of 2.03% to a significant increase of 9.95%. From TABLE VII and TABLE VIII, it is observed that the prediction performances for both GenSoFNN-Yager and RFCMAC-Yager degrade when moving from single step prediction (set 1) to multi-step prediction (sets 2 and 3). However, these results are expected since the prediction difficulty increases as the number of prediction steps increases. In addition, as observed in set 1 from both tables, the closer the performance metrics to their optimal/desired values, the less evident the improvement resulting from the optimization process will be. Conversely, performance metrics which are far from optimal values provide more room for improvement
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during the parameter optimization process, as observed in set 3 from both tables. Therefore, it can be inferred that there is an inverse relationship between the amount of improvement resulting from the optimization process and the performance metrics obtained from the system using their default parameters. Improvement of 2–4% may look small or insignificant in terms of magnitude. However, in many real-world time series predictions, e.g. stock price prediction, more accurate predictions could bring better insights which eventually could translate into significant values in terms of trading profits or investment returns. C. Pima Indians Diabetes The Pima Indians Diabetes dataset [19] contains data of female patients (at least 21 years old) of Pima Indians heritage. Using the dataset, we are interested in investigating the effectiveness of the parameter optimization in a more complex and real-life problem. A total of 768 cases has been collected, 500 (65.1%) healthy and 268 (34.9%) positive diabetes. Each sample consists of eight attributes: number of pregnancy, plasma glucose concentration, diastolic blood pressure (mmHg), triceps skin fold thickness (mm), two-hour serum insulin (mu U/ml), body mass index (kg/m2), diabetes pedigree function, and age (years), plus one class label. TABLE IX shows the optimized parameters of the GenSoFNN-Yager and RFCMAC-Yager systems for Pima Indians Diabetes dataset using threefold CV method. The obtained parameter settings will be used to train and test both networks. The results of the optimized network are then compared to those obtained by the default network based on the three performance metrics discussed in Section III.A. TABLE IX OPTIMIZED NETWORK PARAMETERS FOR PIMA INDIANS DIABETES Parameters GenSoFNN-Yager RFCMAC-Yager STEP



0.4



0.3



Input SLOPE



0.3



0.4



Output SLOPE



0.9



0.4



Membership Threshold



0.4



0.5



Annex Threshold



0.3



-



TABLE X shows the performance comparison between default and optimized GenSoFNN-Yager for Pima Indians Diabetes. It is shown that the optimized GenSoFNN-Yager achieves higher classification accuracy with significantly fewer fuzzy rules and fuzzy clusters compared to those of the default network. The optimized network reduces the number of rules by 75.92%, 79.71%, and 81.09% for CV1–3 respectively, and improves the classification accuracy by 1.69%, 12.50%, and 6.94% for CV1–3 respectively. In terms of number of fuzzy clusters, the default network derives 5-7 fuzzy clusters for each input dimension, while only 2-3 fuzzy clusters are identified using the optimized network.
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TABLE X COMPARISON BETWEEN DEFAULT AND OPTIMIZED GENSOFNN-YAGER FOR PIMA INDIANS DIABETES CV Criteria Default Optimized Improvement



1



2



3



Accuracy



69.53%



70.70%



+1.69%



# Rules



407



98



-75.92%



# Clusters



7:5:7:6:6:6:5:5



3:3:3:3:3:3:3:3



N/A



Accuracy



65.63%



73.83%



+12.50%



# Rules



409



83



-79.71%



# Clusters



6:6:5:6:6:5:6:7



2:3:3:3:3:3:2:3



N/A



Accuracy



67.58%



72.27%



6.94%



# Rules



439



83



-81.09%



# Clusters



6:6:5:6:6:5:5:7



3:3:3:3:3:3:3:2



N/A



TABLE XI COMPARISON BETWEEN DEFAULT AND OPTIMIZED RFCMAC-YAGER FOR PIMA INDIANS DIABETES CV Criteria Default Optimized Improvement



1



2



3



Accuracy



69.14%



77.34%



+11.86%



# Rules



411



189



-54.01%



# Clusters



7:5:7:6:6:6:5:5



4:4:4:4:3:4:4:4



N/A



Accuracy



74.22%



75.39%



+1.58%



# Rules



413



220



-46.73%



# Clusters



6:6:5:6:6:5:6:7



4:4:4:3:3:4:3:4



N/A



Accuracy



67.19%



71.88%



+6.98%



# Rules



442



214



-51.58%



# Clusters



6:6:5:6:6:5:5:7



3:4:4:4:4:4:3:4



N/A



TABLE XI shows performance comparison between default and optimized RFCMAC-Yager for Pima Indians Diabetes. As with the case of GenSoFNN-Yager, it is evident that for all the three CVs, the optimized RFCMAC-Yager achieves higher accuracy with much fewer fuzzy rules and less fuzzy clusters compared to the default RFCMAC-Yager. It is observed that the optimized network reduces the number of rules by 54.01%, 46.73%, and 51.58% for CV1–3 respectively, and increases the classification accuracy by 11.86%, 1.58%, and 6.98% for CV1–3 respectively. In terms of number of fuzzy clusters, using default parameters, the network requires 5-7 fuzzy clusters for each input dimension, while 3-4 clusters are crafted by the optimized network. TABLE XII subsequently compares the performance of GenSoFNN-Yager and RCFMAC-Yager for Pima Indians Diabetes dataset against other approaches: Naïve Bayes [26], C4.5 decision tree [26], classification and regression tree (CART) [27], and MLP [27]. Using its default parameters, the average classification accuracy of GenSoFNN-Yager is 67.58 + 1.95%, which is the lowest compared to other systems. RFCMAC-Yager, on the other hand, achieves an average classification accuracy of 70.18 + 3.63%, which is also higher than that of GenSoFNN-Yager, but still not as good as that of Naïve Bayes, MLP, C4.5, and CART. However, the average



classification accuracy of the optimized GenSoFNN-Yager increases to 72.27 + 1.56, which is now comparable to that of CART, C4.5, and Naïve Bayes. At the same time, the number of rules decreases drastically from 419 to 88. Likewise, the optimized RFCMAC-Yager improves the average accuracy from 70.18 + 3.63% to 74.87 + 2.77%, which is the best among other architectures (except MLP). In addition, the total number of rules reduces drastically from 422 to 208. TABLE XII PERFORMANCE COMPARISON WITH OTHER METHODS FOR PIMA INDIANS DIABETES Method Evaluation # Rules Accuracy Naïve Bayes



5-CV



N/A



74.5 + 0.9%



C4.5



5-CV



N/A



73.0 + 0.9%



MLP



10-CV



N/A



76.4%



CART



10-CV



N/A



72.8%



GenSoFNN-Yager (def)



3-CV



419



67.58 + 1.95%



GenSoFNN-Yager (opt)



3-CV



88



72.27 + 1.56%



RFCMAC-Yager (def)



3-CV



422



70.18 + 3.63%



RFCMAC-Yager (opt)



3-CV



208



74.87 + 2.77%



def = default, opt = optimized, k-CV = k-fold cross-validation



As with Section III.A, the above results signify the benefits of the meta-level parameter optimization in eliminating the hassle of trial-and-error parameter finding and in boosting the performance of the neuro-fuzzy systems. V. CONCLUSION AND FUTURE WORKS A generic meta-level parameter optimization framework is put forward in this paper to address the fundamental issue of finding the optimal parameter settings for pattern recognition systems. The proposed framework has been employed atop two examples of neuro-fuzzy system: GenSoFNN-Yager and RFCMAC-Yager, by adopting GA as the main optimization technique. The presented simulation results on Fisher’s Iris classification, Mackey-Glass time series, and Pima Indians Diabetes datasets have justified the capability of the proposed framework to improve the accuracy performance of the neuro-fuzzy systems, while producing more compact structure, i.e., less number of rules and input clusters. Nevertheless, computational time remains a major issue in the optimization processes. This could be attributed to the amount of time required for every train-and-test operation, which depends on the problem and parameter configurations. One plausible approach to resolve this problem is to employ dynamic programming-based selection method for candidate parameters to be evaluated. For example, a lookup table can be constructed to store the previously evaluated parameter vectors and their fitness values in order to avoid multiple evaluations and in turn shorten the total computational time required to complete the operation. This and other issues will thus be investigated to further improve the performance of the proposed optimization framework.
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