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Abstract:



1.



Statistical correlation between spatial variables depends on the distance between locations and the direction of travel from one to the other. Geostatistical interpolation most often uses the Euclidean distance between observations. But since most surfaces in nature are convoluted, with edges and breaks, anything that travels along them is thereby constrained. Smog, for instance, is blocked by hills and mountains. Animals migrate around lakes, mountains, and settlements. Contaminants in water follow the coastline. This paper proposes using cost weighted distance, a common raster function in GIS (Geographical Information Systems) that calculates the cost of travel from one cell of a grid to the next, making it the natural choice of the distance metric for spatial interpolation. Determining cost value at each location is discussed, as is calculation of distances between sampled locations and unsampled ones. Also covered is how to choose a valid covariance model with barriers defined by cost surface. We illustrate the approach using publicly available ozone data in California, where mountains are the natural barriers for smog propagation, and nutrients data in the Chesapeake Bay, where the coastline forms nontransparent barrier for chemical propagation.



INTRODUCTION



Spatial interpolation assumes that locations close together are more similar than locations that are far apart. Most interpolators use Euclidian distances to calculate the weight of neighboring data, which they use to predict the value of unsampled locations. In geostatistics, weights are calculated according to the value of covariance or of semivariogram, the
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statistical variant of distances between locations. But even though points farther away from where a value needs to be predicted are not necessarily weighted less than points that are closer, both semivariogram and covariance are still functions of distance, traditionally Euclidean distance. Predicting values for unknown locations becomes difficult in the presence of barriers, as illustrated in figure 1a. The straight-line distance between B and C is shorter over land than around that spit. But a chemical spilled in the water at B would travel to C by sea, not land. And though C is closer to B than A, over land, we can see that A is much likelier to be contaminated than C is. Using the length of the shortest path in the water between two locations (as the fish swims), A is closer to B than C is. This example illustrates the need of spatial correlation model that is consistent with the physical process under study. Barriers are rarely considered in geostatistics because one of the assumptions in traditional geostatistics is that predictions can be based on just one realization of the random function of the unrestricted spatial process, see Gandin, 1963. Similar to water contamination is contamination of the air. In figure 1b, the arrow shows the direction smog will take from east of Los Angeles. Mountains on the right side of figure block the smog, and from about 600 meters above sea level the air is typically cleaner than in the valley. Air quality is also much worse along freeways so the physical model of the pollution distribution dictates that the statistical distance between locations along roads should be different from the distance across the roads. In California, at least three variables known for each location influence the level of pollutants in the air: elevation, distance from the ocean, and distance from the road. Figure 2a presents a 3D view of distances from the freeways and distance from the ocean. These surfaces, together with the surface of California elevation, in figure 2b, can be used to improve geostatistical models of air pollutant prediction.



(a)



(b)
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Figure 1. a) Modeling water contamination needs a non-Euclidean metric. b) Freeways and mountains affect how smog is produced and how it spreads. Geography of Chesapeake Bay and Southern California is used.



(a) (b) Figure 2. a) Distance from major roads (top) and from the ocean (bottom). b) Elevation enlarged by a factor of 15. Geography of Southern California is used.



The rest of the article discusses interpolation and simulation using nontransparent and semi-transparent barriers. We calculate distance between locations using a cost surface grid. We illustrate the approach using publicly available ozone data in California and nutrient data in the Chesapeake Bay. There is no intention to present a complete analysis of these data, however.



2.



INTERPOLATION WHEN DETAILED INFORMATION ON SECONDARY VARIABLES IS AVAILABLE



For data interpolation of air pollution in California, we have a limited number of data measurements and detailed information on secondary variables. Among the possible approaches to model such data are the followings: – Universal kriging with external trend, see Ver Hoef, 1993; – Cokriging, see Gandin, 1963; – Changing the definition of the covariance model, see Carroll and Cressie, 1996. Universal kriging with external trend assumes that the mean of the primary variable changes locally and can be estimated as a function of the secondary variable. This assumption is often appropriate for aggregated polygonal data and rarely works well for continuous ones. Figure 3a presents the result of an ozone prediction using a cokriging model, with ozone as the primary variable and a grid of distances from major California roads, see figure 2a, as the secondary variable. Major roads are displayed as the top layer of the map. Table 1 presents cross-validation
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statistics for ordinary kriging and ordinary cokriging, with the second variable as distance to a major road. Table 1. Comparison of cross-validation statistics. Cross-validation statistics Ordinary kriging Mean error Root-mean-square error Average standard error Mean standardized error Root-mean-square standardized error



0.00026 0.01268 0.01628 0.0112 0.7845



Ordinary cokriging, with second variable as distance to a major road 0.00038 0.01206 0.01476 0.01928 0.8484



The best model is the one that has the smallest root-mean-squared prediction and average standard errors, and the standardized root-meansquared prediction error nearest to one, see Cressie, 1993. Thus, using distance from a road as a secondary variable improves the prediction of ozone pollution. One problem with cokriging is how to model crosscorrelation between variables. Figure 3b shows the cross-covariance cloud and the exponential model used to create the map in figure 3a. The largest correlation occurs at the non-zero distance between the monitoring stations and the data on the grid. Cross-correlation is anisotropical and shifted, so it is difficult to find the optimal cross-covariance model in this situation. Carroll and Cressie, 1996, added information on elevation, slope, and aspect to the definition of the covariance model. Such distance metric is a particular case of the city-block distance metric, which is valid for an exponential covariance model, see the section “Interpolation and simulation using non-Euclidian distances” below.



(a)



(b)
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Figure 3. a) Ordinary cokriging prediction of the maximum one-hour annual value of ozone in California in 1999 using distance to the road from the monitoring stations as the secondary variable. b) Cross-covariance between ozone and distance from the major roads.



3.



DISTANCE BASED ON COST SURFACE



We propose a new approach to the problem of data interpolation and simulation with non-Euclidean distances, one based on cost weighted distance. Cost weighted distance is a common raster function in GIS that calculates the cost of travel from one cell of a grid to the next, making it the natural choice of the distance metric for spatial interpolation. Typical examples of cost surfaces are travel time, dollars, and alternate routes. The value of each cell in the cost surface represents the resistance of passing through the cell and may be expressed in units of cost, risk, or travel time. Figures 4a illustrates a cost surface usage for interpolation purposes using a side view of elevation. The x-axis shows cell locations and the y-axis shows cost value assigned to grid cells. We want to penalize moving up and down, because a car, for example, uses more gas to go up hill and has more brake wear going down. On a flat surface the distance between points is calculated without penalties: moving from cell 3 to cell 4 is not penalized. Going uphill, from cell 4 to cell 5, we add distance to the path because of the difference between cost surface values in the neighboring cells, using either (average cost value in the neighboring cells)* (distance between cell centers) or (difference between cost values in the neighboring cells) + (distance between cell centers)



formula. Cell locations where distance is changed are highlighted. The templates in figure 4b show four ways to calculate distance between centers of neighboring cells. The more directions used, the closer the distance between points will be to optimal trajectory. However, the more directions used, the more time calculation takes.



(a)



(b)
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K. Kruvoruchko and A. Gribov Figure 4. a) Cost surface usage. b) Distance calculation using 4, 8, 16, and 24 directional templates.



Figure 5a shows the variable range of data correlation found using moving window covariance modeling, when analyzing nonstationary phosphorus data in a farm field in Illinois, Krivoruchko and Gribov, 2002. This parameter of the geostatistical model can be used in the calculation of the cost surface grid: cost value=(maximum range)/(range in the cell). Then the size of the moving kernel will change according to change of the range of data correlation (see discussion on kernel approach below). To create a raster cost surface using detailed information on California elevation, data were reclassified according to our observations on smog propagation in summer time in Southern California shown in table 2. Table 2. Relationship between California elevation and cost surface values. Elevation, 


12001500 10.0



>1500 100.0



We used Dijkstra’s source-sink shortest path algorithm, see Sedgewick, 2002: given a start vertex A and a finish vertex B, find the shortest path in the graph from A to B given weights equal to a cost value in each grid cell. If there is no path from A to B, infinite weight is assigned to the vertices.



4.



INTERPOLATION AND SIMULATION USING NON-EUCLIDIAN DISTANCES



Figure 5b presents an example of a naïve approach to interpolation in the presence of barriers, which is implemented in some spatial data analysis programs. In this approach, if the straight line between two locations intersects a line or a polygonal barrier, then the points do not “see” each other and are excluded from the searching neighborhood and, in the case of the kriging model, from the list of empirical semivariogram pairs of points.



Geostatistical interpolation and simulation with non-euclidean



7



(a) (b) Figure 5. a) Variable range of correlation calculated using phosphorus data on a farmer field. b) Illustration of the naïve approach to interpolation in the presence of solid barriers.



One of the problems with this method is that prediction abruptly changes near the line barrier (or corners of the polygonal barrier) without any physical reason for it. Little et al, 1997, Curriero, 1997 and 2003, Rathbun, 1998, and Higdon, 1998, discussed using non-Euclidean distances in geostatistics. They considered a distance metric that must satisfy the following geometric properties: d(s1, s2) = d(s2, s1); d(s1, s2) ≥ 0, with equality if and only if s1 = s2; d(s1, s3) ≤ d(s1, s2) + d(s2, s3), where s1, s2, s3. are coordinates of the data locations, and d(•) is a distance between two locations. Curriero, 2003, pointed out that conditions of a metric are not sufficient proof of the validity of distance to yield positive definite functions. Such distances cannot be used without proof in covariance and semivariogram models. Covariance cov(d(si, sj)) calculated using metric d(si, sj) must satisfy the non-negative definiteness property:



∑∑ b b i



i



j



cov(d ( si , s j )) ≥ 0



j



An important result of previous research is that most traditional parametric covariance models, including spherical one, are not valid for nonEuclidean distances. One exception is an exponential covariance model, cov(d ) = e − d , which is valid for the city-block distance metric, dcb(s1, s2) = │ x1 – x2 │+ │ y1 – y2 │. The city-block distance metric corresponds to the template with four possible directions, see bottom left of figure 4b. A geostatistical process with a city-block distance metric and an exponential covariance model would be constructed as follows: Consider n independent random processes with the exponential



covariance model in one dimension ri (s ), i = 1, n :
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E{ri (s )} = 0 и cov{ri (s ), ri (t )} = e



−α t − s



∀i = 1, n , where α is a constant



inversely proportional to the range of data correlation. Construct a process, r (s ) =



n



∏ r (s ) . The expected value of this process i =1



i



i



is zero, E{r (s )} = 0 , and covariance represents statistical distance using the city-block metric: n ⎧ n ⎫ ⎧ n ⎫ cov{r (s ), r (t )} = cov⎨∏ ri (si ), ∏ ri (t i )⎬ = E ⎨∏ ri (si )ri (t i )⎬ = i =1 ⎩ i =1 ⎭ ⎩ i =1 ⎭



n



n



= ∏ E{ri (s i )ri (t i )} = ∏ e i =1



−α si −ti



=e



−α



n



∑ si − t i i =1



i =1



It is possible that the other templates presented in figure 4b are also valid for calculating distance in the exponential covariance using a cost surface with the same values in each grid cell. Unfortunately, exponential covariance is not valid when distance may change according to cost values in the neighboring cells. We do not know how to find a valid parametric covariance model in the presence of semitransparent barriers, but it is possible to examine a selected model for non-negative definiteness. We simulated distances between points with a valid space metric and calculated the exponential covariance matrix to check its non-negative definiteness property. In about one case out of three thousand, the resulting covariance matrix was negatively definite. Because commonly used theoretical covariance models are not valid in the case of distances modified by cost surface values, we propose using a moving average approach for covariance model estimation. Notable references on such flexible covariance modeling are Barry and Ver Hoef, 1996; Higdon, 1998; Yao and Journel, 1998, and Ver Hoef, et al., 2001. A modeling process based on distances defined by cost surface using a moving average can be constructed as follows: − In each grid cell, model the independent random variable ξ t,s with −



−



zero mean and variance σ 2 . Based on the cost value in each grid cell, find the distance ρ (i , j ),(t , s ) to points in the specified neighborhood, where pairs (i,j) and (t,s) refer to grid rows and columns. Define kernel function f ( ρ (i , j ),(t , s ) ) .
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Then process is defined as ni , j =



∑ f (ρ( t,s



i , j ), (t , s )



)⋅ ξ
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t,s



with covariance



∑ f (ρ( ) ( ) ) ∑ f (ρ ( ) ( ) )⋅ f (ρ ( ) ( ) ) 2



i, j , t ,s



t,s



(



i′, j ′ , t , s



i, j , t ,s



)



equals cov ni , j , ni′, j ′ = σ 2 ⋅



t ,s



∑ f (ρ ( 2



t ,s



i , j ),(t , s )



) ⋅ ∑ f (ρ ( 2



t ,s



i ′, j ′ ),(t , s )



)



The important step is the choice of the appropriate kernel. Two different strategies can be used here: defining the kernel itself or calibrating a spatial moving average using well-known spatial covariance functions. The former approach can be based on a known or an estimated range of data correlation to define size of the kernel, data variance to define the height of the kernel and the underlying physical process to define shape of the kernel. The later approach is discussed in detail in Oliver, 1995, and Cressie and Pavlicova, 2002. In both situations, the kernel should correspond to the covariance with the dependence disappearing after a fixed distance. The situation here is more complicated than those described in Ver Hoef et al, 2001, because the kernels are not symmetrical near barriers. There is a choice between prediction and simulation. Covariance cov ni , j , ni′, j′ is known for all pairs of grid locations and can



(



)



be used to solve simple or ordinary kriging equations. Because of data uncertainties, such as inaccuracy in the measurement device, rounding off, and local integration errors, and because of the locational errors introduced when data locations are moved to the center of the nearby grid cell, filtered versions of kriging are preferred. Alternatively, given unconditional simulations in the grid cells ni,j, conditioning to the observations can be made. Conditioning to the data should take into account the measurement error component in the kriging model. A geostatistical conditional simulation model using simple and ordinary filtered kriging can be found in Aldworth, 1998. To show the influence of cost surface on simulations, we used Chesapeake Bay geography and a cost surface defined so that the water surface received the value of one and land received a very large value, making it a non-transparent barrier for chemical propagation. Figure 6a shows unconditional simulation using a moving cylindrical kernel with radius displayed in the top left corner and height corresponding to the unity variance over simulated Gaussian white noise. The white contour indicates the border between land and water. However, the difference between water and land was ignored. The same kernel was used to smooth out the same noise in the map in figure 6b, but the process was estimated on water only,
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with land as non-transparent barrier. The kernel is circular if it does not touch the barrier (land). Near the barrier, the kernel changes its shape as in the top left corner of figure 6b.



(a) (b) Figure 6. a) Unconditional simulation on a flat surface. b) Unconditional simulation using a cost surface with non-transparent barriers.



The difference between maps is significant (see for example the central part of the figures under the label “Water”) because the kernel constrained by land surface does not use significantly different information on the land, but searches for the data along the river surface only. Figure 7 shows two simple kriging interpolations of ozone in Southern California, one using Euclidean distance, the other using non-Euclidean. For prediction, the difference between models is not as significant as for prediction standard errors. Prediction standard error mapping is of greater importance in environmental applications because it can indicate areas where predictions are unreliable. The kind of maps often used in decision-making, quantile and probability maps, are essentially based on predicted standard errors; see for example Krivoruchko, 2001, and Krivoruchko and Gribov, 2002. Figure 7a is the map of simple kriging standard error based on Euclidean distances. Figure 7b shows simple kriging standard error when distances are calculated using a 200 by 200 cost surface grid based on the relationship between elevation and cost values and superimposed over the California territory in table 2, bottom row. Interpolation in the presence of semitransparent barriers, figure 7b, shows the uncertainty of prediction based both on density of observations and on elevation. This makes sense because smog is blocked by mountains but can travel through gorges. The interpolation based on straight line distances ignores the mountains, so prediction uncertainty is based only on data density. As a result, prediction errors are underestimated when predicting smog in the hills and mountains using measurements in the valley.
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(a) (b) Figure 7. Simple kriging prediction error using a straight line distance (a) and using the least accumulative cost distance (b).



5.



CONCLUSION



Euclidean distance is the default distance in nearly all geostatistical applications. However, it may not be the best distance metric when the process being modeled is affected by natural factors, such as elevation, geological faults, and coastlines. Thus, statistical distances that account for these natural factors can be defined by introducing non-transparent and semitransparent barriers for movement from one location to another. In this paper, we proposed that interpolation in the presence of such barriers be based on cost surface, a common GIS modeling option. The cost value at each location can be a function of several variables and all the cells in the grid. Recently Dubois, 2001, used a cost surface for calculation of the semivariograms used with kriging interpolators. However, theoretical covariance models are not valid when distances change randomly between neighboring cells. Thus, we proposed a solution that uses the moving window kernel approach for calculation of the spatial correlation. The important step is the choice of the appropriate kernel. Two different strategies can be used here: defining the kernel itself or calibrating spatial moving averages using well-known spatial covariance functions. In both situations, the kernel should correspond to the covariance, with dependence vanishing after a fixed distance. Using an appropriate cost surface with geostatistical models produces more reliable prediction and prediction standard errors, as we demonstrated using air quality data in California.
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