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ABSTRACT In order to create a system with human-level intelligence companies spend Billions of dollars each year in Research. Most researchers in artificial intelligence, along with the institutions that support them, advocate that AI research should conform to normal scientific standards and methods. One of the greatest challenges of HLAI is the amount of time it takes to make the necessary computations. Suppose for a moment that all problems could be framed as belief propagation in probabilistic graphical models or as logic theorem proving. Perhaps with the current available technology, we may be able to Build Individual Systems that Integrate Multiple Abilities and are capable to do multiple functions at just one click. Programs could be made repetitive or continuous so that once the task is complete, no resetting or re- running is required. But Modern fields that study intelligence have problems with respect to achieving HLAI, the methods they use to evaluate and incentivize research are not sufficiently focused or strong enough to direct progress towards the goal of human-level intelligence. We will be discussing about the increasing use of AI and the different approaches used in the Research field in this paper.
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1. Introduction Using computers had always questioned the interfacing. The methods by which humans are interacting with computers has developed a lot in years. The journey still continues and new designs of technologies and systems appear more and more every day and the research in this area has been growing very fast in the last few decades. Especially since the introduction of Microprocessors, a room full of wires and chips now sits in your palm. Creating human-level intelligence is tremendously important scientific and technological objectives for humanity. The key to achieving this is to make unintelligent parts behave as Intelligent parts such as humans .Without understanding this, we cannot explain how science works in nature and thus we cannot formulate anything that shows signs of intelligence themselves. [1] Abhimanyu Thakur, IJRIT
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We can create a program that behaves like a human being by repeating the actions and reactions of a particular subject person into the system but that would not be called Intelligence as it is formulated from a person and depends totally on the subject’s stimulus and behavior. The main difference is that it is not self-aware unlike a live subject who is self-aware of his surroundings. The concept of self-awareness is vital to create a fully functional artificial intelligence system. There has been a steep rise in the technology graph of the world for the last 3-4 decades but still it is only a dream to create a fully functional artificial intelligence system.



2. Artificial Intelligence Artificial Intelligence is the Intelligence exhibited by inanimate objects, Particularly Machines and softwares. Major AI researchers and textbooks define this field as "the study and design of intelligent agents “where an intelligent agent is a system that perceives its environment and takes actions that maximize its chances of success. [2] John McCarthy, who coined the term in 1955, defines it as "the science and engineering of making intelligent machines”. The research in this field is highly technical and specialized into sub- categories that often fail to communicate with each other. Some of the division is due to social and cultural factors: subfields have grown up around particular institutions and the work of individual researchers. AI research is also divided by several technical issues. Some subfields focus on the solution of specific problems. Others focus on one of several possible approaches or on the use of a particular tool or towards the accomplishment of particular applications. [3] The goals of AI research are include reasoning, knowledge, planning, learning, processing, perception and the ability to move and manipulate objects. The filed with the most progress has been in achieving general intelligence but it is still way behind from achieving human-level intelligence which is the first and foremost goal of researchers in the field of AI. The trending approaches are statistical methods, computational intelligence and traditional symbolic AI. There are a large number of tools used in AI, including versions of search and mathematical optimization, logic, methods based on probability and economics, and many others. The AI field is interdisciplinary, in which a number of sciences and professions converge, including computer science, psychology, linguistics, philosophy and neuroscience, as well as other specialized field such as artificial psychology. [3] The field was founded on the claim that a central property of humans, intelligence—"can be so precisely described that a machine can be made to simulate it.” This raises philosophical issues about the nature of the mind and the ethics of creating artificial beings endowed with human-like intelligence, issues which have been addressed by myth, fiction and philosophy since antiquity. Artificial intelligence has been the subject of tremendous optimism but has also suffered stunning setbacks today it has become an essential part of the technology industry, providing the heavy lifting for many of the most challenging problems in computer science. [4]



3. Brief History Of AI Thinking machines date back to old Greek myths but the modern field of AI research was founded at a conference on the campus of Dartmouth College in the summer of 1956. The attendees of the conference included the likes of John McCarthy, Marvin Minsky, Allen Newell and Herbert Simon, who became the leaders of AI research for many decades. They and their students wrote programs that led to the foundation of the AI research field. Their programs made humans realize the true potential of computers and the concept of Artificial Intelligence was developed. Herbert Simon predicted that "machines will be capable, within twenty years, of doing any work a man can do" and Marvin Minsky agreed, writing that "within a generation ... the problem of creating 'artificial intelligence' will substantially be solved".[5]
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But the main problem was that they had failed to understand the difficulties in developing a fully functional AI software. Due to continuous criticism and non-productive results, the US and British cut-off all research in the field of AI.so the next few years were termed as “AI Winter’. In this period, funding for AI research was very hard to find because people thought that it could not be achieved because of current level of technology and the Research in the field almost stationed. The research in the field was revived in the 1980s because of the commercial success of Expert Systems which was a form of AI program that simulated the knowledge and analytical skills of one or more human experts and displayed results efficiently. By 1985 the market for AI had reached over a billion dollars and marked success of AI research. Japan’s fifth generation computer project inspired US and the British to restore funding in AI research as it was a very promising perspective.1987 marked the beginning of a second “AI Winter” which lasted a bit longer than the first one. In the 1990s and early 21st century, AI achieved its greatest successes, albeit somewhat behind the scenes. Artificial intelligence is used for logistics, data mining, medical diagnosis and many other areas throughout the technology industry. The success was due to several factors: the increasing computational power of computers a greater emphasis on solving specific sub problems, the creation of new ties between AI and other fields working on similar problems, and a new commitment by researchers to solid mathematical methods and rigorous scientific standards.[3] On 11 May 1997, Deep Blue became the first computer chess-playing system to beat a reigning world chess champion, Garry Kasparov. In 2005, a Stanford robot won the DARPA Grand Challenge by driving autonomously for 131 miles along an unrehearsed desert trail. Two years later, a team from CMU won the DARPA Urban Challenge when their vehicle autonomously navigated 55 miles in an urban environment while adhering to traffic hazards and all traffic laws. The most recent and a very useful example is the Google Car which can drive without any human assistance abiding all traffic rules, this would led to minimization of Accidents and maximum efficiency of the vehicle. Today we are using AI more extensively as the Kinect, which provides a 3D body–motion interface for the Xbox 360 and the Xbox One, uses algorithms that have emerged from AI research as does the iPhone's Siri.



4. Approaches There is no established unifying theory or paradigm that guides AI research. Researchers disagree about many issues. A few of the longest standing questions that have remained unanswered are these: should artificial intelligence simulate natural intelligence by studying psychology or neurology? Or is human biology as irrelevant to AI research as bird biology is to aeronautical engineering? Can intelligent behavior be described using simple, elegant principles (such as logic or optimization)? Or does it necessarily require solving a large number of completely unrelated problems? Can intelligence be reproduced using high-level symbols, similar to words and ideas? Or does it require "sub-symbolic" processing? John Haugeland, who coined the term GOFAI (Good OldFashioned Artificial Intelligence), also proposed that AI should more properly be referred to as synthetic intelligence a term which has since been adopted by some non-GOFAI researchers. [6] 4.1 Cybernetics and brain simulation Approach In the 1940s and 1950s, a number of researchers explored the connection between neurology, information theory, and cybernetics. Some of them built machines that used electronic networks to exhibit rudimentary intelligence, such as W. Grey Walter's turtles and the Johns Hopkins Beast. Many of these researchers gathered for meetings of the Teleological Society at Princeton University and the Ratio Club in England. By 1960, this approach was largely abandoned, although elements of it would be revived in the 1980s. Abhimanyu Thakur, IJRIT
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4.2 Symbolic Approach When access to digital computers became possible in the middle 1950s, AI research began to explore the possibility that human intelligence could be reduced to symbol manipulation. The research was centered in three institutions: Carnegie Mellon University, Stanford and MIT, and each one developed its own style of research. John Haugeland named these approaches to AI "good old fashioned AI" or "GOFAI". During the 1960s, symbolic approaches had achieved great success at simulating high-level thinking in small demonstration programs. Approaches based on cybernetics or neural networks were abandoned or pushed into the background. Researchers in the 1960s and the 1970s were convinced that symbolic approaches would eventually succeed in creating a machine with artificial general intelligence and considered this the goal of their field.[7] 4.3.1 Cognitive simulation Economist Herbert Simon and Allen Newell studied human problem-solving skills and attempted to formalize them, and their work laid the foundations of the field of artificial intelligence, as well as cognitive science, operations research and management science. Their research team used the results of psychological experiments to develop programs that simulated the techniques that people used to solve problems.[8] This tradition, centered at Carnegie Mellon University would eventually culminate in the development of the Soar architecture in the middle 1980s. 4.3.2 Logic-based Unlike Newell and Simon, John McCarthy felt that machines did not need to simulate human thought, but should instead try to find the essence of abstract reasoning and problem solving, regardless of whether people used the same algorithms. His laboratory at Stanford (SAIL) focused on using formal logic to solve a wide variety of problems, including knowledge representation, planning and learning. Logic was also the focus of the work at the University of Edinburgh and elsewhere in Europe which led to the development of the programming language Prolog and the science of logic programming. 4.3.3 Anti-logic Researchers at MIT (such as Marvin Minsky and Seymour Papert) found that solving difficult problems in vision and natural language processing required ad-hoc solutions – they argued that there was no simple and general principle (like logic) that would capture all the aspects of intelligent behavior. Roger Schank described their "anti-logic" approaches as "scruffy" (as opposed to the "neat" paradigms at CMU and Stanford). Commonsense knowledge bases (such as Doug Lenat's Cyc) are an example of "scruffy" AI, since they must be built by hand, one complicated concept at a time.[8][9] 4.4 Sub-symbolic By the 1980s progress in symbolic AI seemed to stall and many believed that symbolic systems would never be able to imitate all the processes of human cognition, especially perception, robotics, learning and pattern recognition. A number of researchers began to look into "sub-symbolic" approaches to specific AI problems. 4.5 Computational intelligence Interest in neural networks and "connectionism" was revived by David Rumelhart and others in the middle 1980s. These and other sub-symbolic approaches, such as fuzzy systems and evolutionary computation, are now studied collectively by the emerging discipline of computational intelligence.[8]
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4.6 Statistical In the 1990s, AI researchers developed sophisticated mathematical tools to solve specific sub problems. These tools are truly scientific, in the sense that their results are both measurable and verifiable, and they have been responsible for many of AI's recent successes.[10] The shared mathematical language has also permitted a high level of collaboration with more established fields (like mathematics, economics or operations research). Stuart Russell and Peter Norvig describe this movement as nothing less than a "revolution" and "the victory of the neat’s." Critics argue that these techniques (with few exceptions) are too focused on particular problems and have failed to address the long term goal of general intelligence. There is an ongoing debate about the relevance and validity of statistical approaches in AI, exemplified in part by exchanges between Peter Nerving and Noam Chomsky. [11]



5. Integrating the approaches 5.1 Intelligent agent paradigm An intelligent agent is a system that perceives its environment and takes actions which maximize its chances of success. The simplest intelligent agents are programs that solve specific problems. More complicated agents include human beings and organizations of human beings (such as firms). The paradigm gives researchers license to study isolated problems and find solutions that are both verifiable and useful, without agreeing on one single approach. An agent that solves a specific problem can use any approach that works – some agents are symbolic and logical, some are sub-symbolic neural networks and others may use new approaches. The paradigm also gives researchers a common language to communicate with other fields—such as decision theory and economics—that also use concepts of abstract agents. The intelligent agent paradigm became widely accepted during the 1990s. 5.2 Agent architectures and cognitive architectures Researchers have designed systems to build intelligent systems out of interacting intelligent agents in a multi-agent system. A system with both symbolic and sub-symbolic components is a hybrid intelligent system, and the study of such systems is artificial intelligence systems integration. A hierarchical control system provides a bridge between sub-symbolic AI at its lowest, reactive levels and traditional symbolic AI at its highest levels, where relaxed time constraints permit planning and world modelling.] Rodney Brooks' subsumption architecture was an early proposal for such a hierarchical system. [12]



6. Conclusion Due to the current level of technology, the research is still taking its first steps towards an advanced and bright future. There has been some significant achievements in AI Research and few of them has taken shape too but people also fear of The AI devices being actually smarter than humans. They think that since they would be smarter than humans and hence could dominate the planet just like humans are currently doing. Many thinkers have speculated about the future of artificial intelligence technology and society. The existence of an artificial intelligence that rivals or exceeds human intelligence raises difficult ethical issues, and the potential power of the technology inspires both hopes and fears. If research into Strong AI produced sufficiently intelligent software, it might be able to reprogram and improve itself. The improved software would be even better at improving itself, leading to recursive self-improvement. The new intelligence could thus increase exponentially and dramatically surpass humans. [13]
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Hyper-intelligent software may not necessarily decide to support the continued existence of mankind, and would be extremely difficult to stop. This topic has also recently begun to be discussed in academic publications as a real source of risks to civilization, humans, and planet Earth. This concept has been continuously used in movies in the likes of Terminator series and most Recently in The movie Transcendence. This could be a possibility but we should first think about the benefits and consequences before we make a big move in the field. The future depends on the AI. It could make it or destroy it, as every research has two aspects.AI could be beneficial for us or we could create an apocalypse for ourselves. The curiosity rover is currently the best example of AI being used at advanced level.



Curiosity Rover Prior to launch. Image courtesy –NASA (2012)
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