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Abstract



and complex business operation analysis tasks performed at the headquarters. Many integration solutions have been offered in the market place. However, the problems still exist where large companies are having difficulty to make the up-to-date information available on the near real time basis. Available approaches to integrating databases include: (1) Data warehousing, (2) Federation such as [1], and (3) Hybrid (i.e. federation system with data placement) such as [2]. The problem with warehouse is that it may out-of-sync very quickly and it would be an issue if the “real time” information is required by business. Currently business intelligence applications based on a centralized data warehouse cannot scale up to overcome the challenges of data loading and job scheduling. We see the hybrid approach is more flexible and applicable than full federation or centralized configurations. In this approach, a local federation server is communicating with a number of remote servers and a small set of frequently accessed base tables are replicated from the remote servers to the local server to improve the overall performance. In this paper, we focus on the challenges of supporting a near real time decision support system (DSS) for agile business intelligence applications. The infrastructure and query processing framework need to be designed to handle a small set of important but potentially complex queries required for decision-making processes. The response time requirement (and a realistic goal) for such a DSS based on distributed data sources is near real time (i.e. 2∼ 3 minutes to 20∼30 minutes). Examples of such decision support systems could be used in logistic, power grid, insurance (e.g. fraud detection), and finance (i.e. asset exposure and positioning, and short term financial planning). The users of a DSS care about not only the response time but also the time stamp of a business operation report. For example, when an inquiry is submitted, a report, report 1, returned after 5 minutes with data time stamped 8 minutes ago has more accurate information than a report, report 2, returned after 2 minutes generated based on data time stamped 12 minutes ago. However, the report generated in 2 minutes has its value in term of timely response. These two reports have different types and degrees of uncertainty. We identify the following two major factors that introduce uncertainty and risks to DSS: 1) Computational Latency (CL) that results in uncertainty and risks due to not being able to make any decision because of delayed business status report; and



In this paper, we focus on challenges of supporting a decision support system (DSS) based on a hybrid approach (i.e. a federation system with data placement) for agile business intelligence applications. A DSS needs to be designed to handle a workload of potentially complex queries for important decision-making processes. The response time requirement (and a realistic goal) for such a DSS is near real time.The users of a DSS care about not only the response time but also the time stamp of the business operation report since both of them introduce uncertainty and risks to business decision-making. In our proposed DSS, each report is assigned with a business value; denoting its importance to business decision-making. An Information Value (IV) is a business value of a report discounted by time to reflex the uncertainty and risks associated with the computational latency and synchronization latency. We propose a novel Information Value-driven Query Processing (IVQP) framework specific for near real time DSS applications. The framework enables dynamic query plan selection by taking into account of information value and adaptation for online-arrival ad hoc queries. The framework works with single query as well as a workload of queries. The experimental results based on synthetic data and TPC-H show the effectiveness of our approach in achieving optimal information values for the workloads.



1. Introduction Most large companies, especially those in financial service sectors, approach the market with a decentralized management structure, such as by line of business, market segment. As a result, it creates a situation where information is not shared and data is often tightly coupled with the applications that are built specifically for a line of business or products. This environment of multiple, redundant, fragment systems, and business process makes it harder for management to manage the operations cost-effectively, and to improve the competitiveness in the market. These companies require access to distributed and possibly heterogeneous data warehouses for business intelligence applications. The main challenge is to balance the central management control with expense containment but yet, at the same time, maintain the flexibility for each line of business to react, service and sell to its segment of the market. Thus, a typical setup is to allow business transactions done at remote locations (i.e. branch level offices) while decision-making 1063-6927/09 $25.00 © 2009 IEEE DOI 10.1109/ICDCS.2009.17
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2) Synchronization Latency (SL) that results in uncertainty and risk due to decision-making based on reports generated with outdated data. Present Value (PV) analysis is a method frequently used in financial planning and to take into account of the time value of money. The concept is based on the fact that the value of one dollar many years from today is less than the value of one dollar today because one dollar today can generate interests or be used for revenue earning investment activities. Therefore, the present value of one dollar in n years from today is equivalent to $1 × (1 − earning rate)n of today. The earning rate in this formula is viewed as a discount factor. We adapt the concept of PV analysis to DSS. In a DSS, each business report is essential to decision making and thus its value is time sensitive and discounted by time. In our proposed DSS, each report is assigned with a Business Value; denoting its importance to business decision-making. An Information Value is a business value of a report discounted by time. A full business value is gained if a report is generated in real time based on real time data. If not (i.e. more realistically for almost all real world scenarios), its business value will be discounted to reflex the risks associated with the latencies. The contributions of this paper include: (1) A concept of information value and time value discount factors to encapsulate computational and synchronization latencies, and (2) A novel query processing framework for achieving maximum information value for a query or a workload. The rest of the paper is organized as follows. In Section 2, we present the concept of information values and describe how it impacts query processing. In Section 3, we describe the novel information value-driven query processing. In Section 4 we show experimental results. In Section 5 we discuss related work and conclude the paper in Section 6.



measure two different risks. Both of them contribute to the risk and uncertainty of the business operations. If the computational latency for a query is CL and the synchronization latency is SL, then the information value of a report is calculated as follows: BusinessV alue × (1 − λCL )CL × (1 − λSL )SL where λCL and λSL are discount rates for the business value assigned to the report (i.e. they indicate the rates a report loses its business value due to computational latency and synchronization latency per time unit respectively). As was discussed in section 1, in a DSS system with replicas presented, different query processing plans may generate different information values. Here we show how query plan selection can influence information values in some complex scenarios. In Figure 1, we show a time line from left to right with multiple pre-scheduled synchronization cycles. Assume a query, Q1 , can run at the remote servers as indicated as plan 1 or at the local server (i.e. federation server) as indicated as plan 2. Executing the query at remote servers has the advantage of querying on up-to-date data; however, it will take longer time in query processing (i.e. longer computation latency). Besides, since the data at the remote servers may change as soon as the query execution at the remote servers starts, the query result and the database may be out of synchronization as long as the computational latency. Therefore, the synchronization latency is the same as the computational latency. Executing the query at the local server has the advantage of less response time since all required tables are collocated locally. The drawback of this plan is that the replicas may be out of synchronization for a longer time. As shown in Figure 1 , plan 1 has a longer computational latency but a shorter synchronization latency than plan 2. If the discount rate of computational latency λCL is smaller than the discount rate of synchronization latency λSL , plan 1 may achieve a better information value than plan 2. On the other hand, plan 2 may generate a better information value if λCL is greater than λSL . In other words, to maximize information value, the selection of plan 1 or plan 2 depends the computational latencies and synchronization latencies caused by the two plans respectively. In Figure 2, we show another example of how query plan selection can impact on information values. A query, Q2 , was issued between two synchronization cycles. In addition to selecting a plan that generated based on current versions of base tables and replicas, there are also other possible plans at future synchronization points. In this example, Plan 1 is to execute the query immediately and plan 2 is to delay the execution until the next scheduled synchronization completes. Apparently, plan 2, which delays the execution, introduces more computational latency, but with the potential benefit of reduced synchronization latency. If the discount rate of synchronization latency is greater than that of computational latency, such delayed plan is probable to generate a greater information value than executing the query immediately.



2. Information Values In this section, we introduce the concept of information values and how the concept impacts query processing for DSS. We start with the definition of the computational latency and synchronization latency. The computational latency of a query is the summation of query queuing time, query processing time, and query result transmission time. All these three values are measured by elapsed time. The query result transmission time is measured only for the queries running at remote servers. The computational latency is used to measure the risk of getting a report late. The synchronization latency of a query is measured from the point when the tables the query accesses last synchronized to the point when the query result is received. The synchronization latency is used to measure the risk of getting a report generated using outdated data and risk of data changes after query processing starts. Note that computational latency and synchronization latency could and most likely overlap. They are used to 572
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Figure 1. Impact of Query Option Selection on Latencies



Figure 2. Impact of Delayed Execution on Latencies The above examples indicate that, to maximize information value in a business operation, a proper query plan should be carefully selected. Our proposed query processing framework would select a plan that generates the maximal information value instead of a plan with lowest query processing cost. The concept of information value impacts query processing in a DSS in the following two ways: Query Plan Selection: Local vs remote and combination. As illustrated in Figure 1, executing the query at remote servers can utilize up-to-date data; however, it may introduce longer computation latency. Executing the query at the local server takes less response time while the drawback is that the replicas may be out of synchronization for a longer time. A possible tradeoff is to leverage the combination of the base tables and replicas. None of these approaches, however, triumphs over others all the time in terms of providing maximal information values. It also depends on users’ preference represented by discount rates of computational latency and synchronization latency. Query Plan Selection: Immediate vs delayed. Figure 2 demonstrated the necessity of exploring a query plan in future. That is, in addition to selecting a plan that generated based on current versions of base tables and replicas, we also need to explore plans at future synchronization points. The reason is that delaying a query execution until future synchronization can possibly result in shorter synchronization latency. Again, user preferences should be incorporated into the information value optimization to determine a proper execution plan that maximizes the information value. Formally, suppose there is a DSS system with the base tables T1 , T2 , ..., Tn at remote servers and a set of periodically synchronized replicas Ri1 , Ri2 , ..., Rim (ij ∈ {1, 2, ..., n}(j = 1, 2, ..., m)) at local server, a query plan QP for a query Q consists of a set of tables (i.e. base tables and/or replicas) to be used to evaluate Q as well as the time Q is to be executed. Given the business value and the discount rates λCL and λSL for computational latency



and synchronization latency respectively, the problem of information value-oriented query processing is to find a query plan QPopt for Q that maximizes the information value of the query result.



3. Information Value-based Query Processing 3.1. Query Plan Selection We look at processing plan for a query involving multiple tables. For a query involving two tables, T 1 and T 2, in remote sites, R1 and R2, replicas of T 1 and T 2 respectively, could be placed at the DSS to improve the query response time. R1 , R1 , and R1 indicate different versions of R1 with different last synchronized time stamps. Different synchronization cycles are configured for R1 and R2. When a query is submitted, four plans, as indicated with 1, 2, 3, and 4 in Figure 3, are available for immediate execution at t1 . Along the time line axis, we also have options to delay execution by waiting for synchronization of R1 to complete at t2 . When R1 is synchronized (i.e. and becomes R1 ), two new plans 5 and 6 are available: {R1 , R2 } and {R1 , T 2} for immediate execution at t2 . Similarly, when R1 is synchronized and becomes R1 , plans 9 and 10 are available. Because of discount factors by CL and SL, we can discard plans 9 and 10 and stop further explorations since any plan based replicas with time stamps newer than R1 and R2 will generate an information value less than plans 1 to 8. If a replica of a table is available, three versions of the table are available in the query plan exploration process, namely base table at the remote server, last synchronized replica at the DSS, and future replica after next synchronization while delaying query execution is required. In this example, the query is submitted at t1 , we explore 573



T1



8



R1



R1’



R1’’



1



R1’’’



R1



R1'’



R1'



T2



R2'



R2



3 5



9 6



2



10



T3



Third Bound



Fourth Bound



second time line



T1



R2'’



R1'’’’



R1'’’



R2'’’



R2'’’’



R3'



R3



R3'’



T2 4



T4



7 R2’



R2’’



R4 R4' 2



R4'’ 4



6



8



R4'’’



10 12 14 16 18 20 22



24 26 28 30 32 34 36 38 40



t (min)



R2 t1



t2



Query Submitted (first time line)



t3



Query submitted



First Bound



Figure 4. Query Plan Selection with Scatter and Gather



Figure 3. Example of Query Plan Exploration combinations between the two sets of tables and replicas: (1) T 1, R1 , and R1 and (2) T 2, R2 , and R2 . The two sets of tables and replicas would generate nine plans. In Figure 3, we only show plans 1 to 8 as eligible plans to be evaluated since {R1 , R2 } is inferior to {R1 , R2 } regardless of how values of the discount rates SL and CL are configured. For the same reason, we do not explore the combination R2 and the version prior to R1 . For the configuration in Figure 3, although we need to compare 8 plans, we only need to compile the query four times for the configurations {R1, R2}, {R1, T 2}, {T 1, R2}, and {T 1, T 2} to generate their computational latencies. And this step needs to be done only once and can be done in advance. The synchronization latencies need to be calculated during the plan selection phase for each plan. And then the information value of each plan is calculated using the formula BusinessV alue × (1 − λCL )CL × (1 − λSL )SL . The calculation tasks of synchronization latencies and information values for eligible query plans can be done almost instantly. If all queries are registered in advance and a QoS aware replication manager is deployed to ensure updates to a table propagated to its replica in DSS within a pre-defined time frame, information values of all queries can be precalculated for routing. Since each table has a different synchronization cycle, one table may be synchronized multiple times before another table is synchronized once. In Figure 4, we show that R1, R2, R3, and R4 are synchronized with different frequencies and a query involves all these four tables. For simplicity, we assume the computation time is 2 if the query evaluation only uses the replications and 4, 6, 8, and 10 if the query evaluation involves 1, 2, 3, and 4 base tables at the remote sites respectively. The synchronization frequencies of the tables are shown in the figure. Suppose the query is submitted at time stamp 11 and the latest synchronization when the query is submitted is time stamped of R3: 8. As was discussed, the information value of a query result is discounted by both its synchronization latency and its computational latency. In this example, we assign the same discount rate 0.1 to synchronization latency and computational latency. The information value may vary if different
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query evaluation plan is adopted. The hardness is that not only should we consider different combinations of current base tables and their replications but also the replications synchronized in future (as illustrated in Figure 2). We now show how we search for the query evaluation plan efficiently which results in optimal information value. The intuition is that if we have a current optimal solution with information value opt, then the longest computational latency we can tolerate to wait for a better solution can be bounded (just assume if synchronization latency will not result in any discount, how long can computational latency be if the information value is no less than opt can be easily computed). This boundary limits the searching space and any time during the search, if a better solution opt is encountered, the boundary can be even tighter. Thus we develop the searching algorithm in a scatter-and-gather fashion. Scatter: At the beginning, the current time line is 11. We compute the information value if all the 4 base tables are involved in the query evaluation. In this case, synchronization latency and computational latency are both 10 since the data are all up-to-date and the computation time is 10. Thus the information value using {T 1, T 2, T 3, T 4} is Business value × (1 − 0.1)10 × (1 − 0.1)10 which is also the current optimal solution. Now the computational latency we can tolerate to wait for a better solution is obviously 20, and the searching boundary (b) is 11 + 20 = 31. Gather: Then we compute solutions derived using one or more replications (note that we do not need to care about later solutions derived using the 4 base tables because if only base tables are involved, then the query evaluation should be executed immediately). An important observation is that synchronization latency is decided by the earliest synchronized table. Thus differing evaluation plan by varying the combination of other tables will by no means reduce synchronization latency. For example, using {T 1, R2 , R3 , R4 } to evaluate the query will not reduce synchronization latency since R4 is earliest synchronized and has the most out-of-date data. We record the current order of the replications according to their synchronization 574



time (there as R4 , R1 , R2 , R3 ). Then we compute the combinations. Now the boundary shrinks to 25. The current time line is 11 which has not reached the boundary. The searching should go on. We push the current time line to the very next synchronization (R4 ) and compute the combinations the same as illustrated above. Note that we should first modify the current order of the replications as R1 , R2 , R3 , and R4 and then compute the combinations.



the evaluation produces the information value of executing the workload. The parents recombine to produce children, simulating sexual crossover, and occasionally a mutation may arise which produces new characteristics that were not available in either parent. The children are ranked based on the evaluation function, and the best subset of the children is chosen to be the parents of the next generation, simulating natural selection. The generational loop ends after some stopping condition is met; we chose to end after 50 generations had passed. GA recombination and mutation. As mentioned, the chromosomes are permutations of unique integers. Using this approach, a randomly chosen contiguous subsection of the first parent is copied to the child, and then all remaining items in the second parent (that have not already been taken from the first parents subsection) are then copied to the child in order of appearance. GA evaluation function. An important GA component is the evaluation function. Given a particular chromosome representing one workload permutation, the function deterministically calculates the information value of a given workload execution order.



3.2. Multiple Query Optimization In addition to query optimization for maximizing information values for individual queries, we also need to develop a workload manager to generate a schedule that maximizes the information value for the whole workload. In Figure 2, we show that an optimal query plan for one query may conflict with the other plans of others. In such case, we need to optimize these queries as a workload and optimize the information value for the workload as a whole instead of for individual query. We refer this step as multi-query optimization. The multi-query optimization in this paper is in the context of scheduling and is different from the context in [3]. The multi-query optimization (i.e. scheduling) includes the following two steps: 1) Identifying possible conflicting queries and forming a workload for multi-query optimization: For each query, we perform an query plan selection task as described earlier and derive a range along the time axis that the query may run. If the ranges of more than two queries are overlapped, we group them into a workload for the next step. 2) Generating workload execution sequence and individual plan for each query in the workload such that an optimal information value for the workload as a whole is achieved. In order to generate optimal workload execution order, we propose utilizing a genetic algorithm (GA) [4] to compute the best possible way to execute the workload. A GA is a computer simulation of Darwinian natural selection that iterates through various generations to converge toward the best solution in the problem space. A potential solution to the problem exists as a chromosome, and in our case, a chromosome is the best execution sequence for the workload for achieving maximal overall information value. Genetic algorithms are commonly used to find optimal exact solutions or near-optimal approximations in combinatorial search problems such as the one we address. It is known that a GA provides a very good tradeoff between exploration of the solution space and exploitation of discovered maxima [5]. How we apply a GA to the problem of workload execution ordering is as follows: GA execution. A GA proceeds as follows. Initially a random set of chromosomes is created for the population. The chromosomes are evaluated (hashed) to some metric, and the best ones are chosen to be parents. In our problem,



3.3. Dealing with Possible Starvation The system would select a workload execution schedule to maximize the information value for the whole workload instead of individual query. The formula favors immediate execution since the decrease in information value decreases as time passes and this may result in starvation for some queries. That means the scheduler is less penalized to keep a long waiting job wait longer than to keep a recently queued query wait. Thus, if a query is queued for a longer period, it is more likely the query continues to be queued. Such a starvation may occur when the system is heavily loaded. The starvation does not have impact on achieving overall optimal information value but it may results in many unhappy end users. To prevent starvation of queries, we adapt the information value formula by adding a function of time values to increase the information value of queries queued for a period. Note that the function of time value is designed to increase information value faster than to be discount by SL and CL.



4. Experimental Evaluations 4.1. General Setup We compare the proposed information value-based query processing approach with another two approaches described in section 1: the federation approach and the data warehousing approach. In the federation approach, all tables are stored at the remote servers and no replicas are present at the DSS server, and all queries are decomposed and executed at remote servers. The data warehousing approach maintains a replica at the DSS server for each base table at the remote 575



In this set of experiments, we use TPC-H data set to examine the effects of different synchronization frequencies on information values. We first split LineItem table into 5 partitions, therefore there are totally 12 tables. We randomly select 5 out of 12 tables into the replication plan. As shown in Figure 5, as the rate of synchronization increases, Data Warehouse method becomes better. When the rate reaches 1:20, Data Warehouse gets more information values than Federation method. The reason is that when data are updated more frequently, Data Warehouse method can get more fresh data which increase the information value. No matter how λCL , λSL and the rate change, the proposed information value-driven query processing (IVQP) framework can always obtain the biggest information values. In Figure 6, we evaluate the computational latency with λCL and λSL equal to 0.01 and Fq:Fs equals to 1:10. We select 15 queries which are neither too cheap nor too expensive. Our IVQP does not always choose the lowest computational latency because it aims to optimize the overall information values instead of only computational latency. For some of the queries, IVQP has the same computational latency with Data Warehouse method which because IVQP chooses to use all the replications as the best plan for that query. The evaluation results of synchronization latency of different Fq:Fs are illustrated in Figure 7. IVQP can always get smaller or equal synchronization latency to Data Warehouse method. We do not compare with Federation method in this group of experiments because the synchronization latency of Federation is caused by the delay of query processing instead of table update.
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4.2. Synchronization Frequencies
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servers and answers queries using these replicas without communicating with the remote servers. We use two sets of data to evaluate the performance of the three approaches: (1) TPC-H [6] benchmark data set: 6GB data and 22 queries, and (2) Synthetic data set: randomly generated tables based on a schema similar with TPC-H but the number of tables can vary from 10 to 300. A set of 120 random queries are generated and the number of tables a query accesses is randomly generated from [1, 10]. To ease the control of experiments, we use a discrete event simulation package JavaSim [7] to simulate the distributed processing effect. In the simulator, the ExponentialStream class which returns an exponentially distributed stream of random numbers with mean value specified by mean is adopted to simulate data synchronization and query arrival stream. In our experiments, we vary the rate between query arrival frequency (Fq) and synchronization frequency (Fs) from 1:0.1 to 1:20 by varying the mean value. All the algorithms are implemented using Java and all the experiments are conducted on a PC with a 2.2GHz CPU and 2GB main memory.
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Figure 6. Computation Latency



4.3. Different Number of Sites In this set of experiment, we investigate the effects of different number of nodes with uniform and skewed distribution on synthetic data sets. The number of nodes varies from 2 to 22, and the number of tables is fixed to 100. Queries are generated randomly. The upper bound of the number of tables that a query can touch is set to 10. Which tables the query may involve are randomly selected. Besides, the distribution of tables over the remote sites can be either uniform or skewed. In the skewed case, 1/2 of the tables will be in site 0, 1/4 in site 1 and 1/8 in site 2...). We randomly select 50 replications to local site. Therefore, the fan-out of the is changed with different number of nodes. As shown in Figure 8, our IVQP gets the biggest information values than the other two competing methods. When the tables distribution is uniform, however, a large number of nodes suggests that many different nodes may be involved in evaluating a query. The communication overhead among different nodes will result in the reduction of information value gained by IVQP and Federation, as shown in Figure 8(b). When the tables’ distribution over the nodes is skewed, even much more nodes are added, most of the base tables are still in a small set of sites. Thus, varying the number of nodes does not change as much as the uniform distribution. The result is shown in Figure 8(a).
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Figure 9. The Effects of MQO
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Figure 9(a), the improvement of using MQO increases with the grows of query overlapping rate. The reason is that, when overlapping rate is big, there are a large number of queries have overlaps which makes the workload of queries very big. Our MQO can help dramatically increase the information value. Especially when the rate of overlapping is 50%, MQO is effective in achieving more than 50% performance gain. However, when the rate becomes smaller, there are a small number of queries overlapped. The improvement of using MQO is therefore not that obvious. As the number of queries changes, the improvements on information value are shown in Figure 9(b). When the number of queries is small (e.g. 2), there are only two candidate plans we can choose. The space to increase the information value is small. However, when the number of queries is large, there are a large number of candidate plans, MQO can help choose the plan with biggest information value.
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Figure 8. Different Number of Sites



4.4. Multiple Query Optimization The effectiveness of our multiple query optimization algorithm (MQO) is examined in this set of experiment. The data we use are synthetic data set with λCL and λSL equal to 0.15. We fix the number of tables to 100. The other settings are the same as those in the previous set of experiment. We design two experiments to study the improvement of using MQO by firstly, varying the rate of query overlaps and then, changing the number of queries. As illustrated in
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With the confirmation of the experiment results, we summarize the contribution of our algorithms as follows: • When the synchronization frequency changes with different λCL :λSL rates, our IVQP can choose the best plan to obtain the highest information values all the times, • When the number of sites and the distribution of the tables on these nodes change, IVQP is also a winner to Federation and Data Warehouse method, and • The MQO algorithm is effective when queries have big overlaps. In some cases, when the query overlap rate is 50%, with MQO, we can improve up to more than 50% of information values. Our algorithms in Section 3 are validated in the experiment section and we achieve our goal.



5. Related Work [8], [9] examined parameters that impact selection of remote sources for federated query processing. The parameters include system response time, estimated freshness, etc. The work aimed at providing uniform framework for query distributed information source with information quality in mind and provided preference for query processing. The work presented in this paper provides more precise formula
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6. Conclusion In this paper, we proposed a novel framework for agile business intelligence applications in the scope of decision support systems. We identify that users of a DSS care about not only the response time but also the time stamps of the business operation reports since both of them introduce business operational uncertainty and risk. We introduce a concept of information value which is a user assigned business value associated with a report discounted by computational latency and synchronization latency. A new information value-driven query processing is developed to maximize information values of query results instead of response times. The experimental results on syntactic data and TPC-H show effectively of our approach in achieving optimal information values for query workloads as a whole in various scenarios. The future work includes developing a data placement advisor to recommend table placement and replication strategies to further improve an overall information value. 578
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