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Limit and uniform values in dynamic optimization
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Limit and uniform values in dynamic optimization



1. Dynamic programming problems (bounded payoffs, large horizon) Pb Γ(z0 ) = (Z , F , r , z0 ) given by a non empty set of states Z , an initial state z0 , a transition correspondence F from Z to Z with non empty values, and a reward mapping r from Z to [0, 1]. A player chooses z1 in F (z0 ), has a payoff of r (z1 ), then he chooses z2 in F (z1 ), etc... Admissible plays: S(z0 ) = {s = (z1 , ..., zt , ...) ∈ Z ∞ , ∀t ≥ 1, zt ∈ F (zt −1 )}. n-stage problem, for n ≥ 1: vn (z) = sups ∈S(z) γn (s), where γn (s) = n1 ∑nt=1 r (zt ).



λ -discounted problem, for λ ∈ (0, 1]: t −1 vλ (z) = sups ∈S(z) γλ (s), where γλ (s) = λ ∑∞ r (zt ). t=1 (1 − λ )   1 n r (z ′ ) + vn (z ′ ) , vn+1 (z) = supz ′ ∈F (z) n+1 n+1  ′ vλ (z) = supz ′ ∈F (z) λ r (z ) + (1 − λ )vλ (z ′ ) .



3/36



Limit and uniform values in dynamic optimization



1. Dynamic programming problems (bounded payoffs, large horizon) Pb Γ(z0 ) = (Z , F , r , z0 ) given by a non empty set of states Z , an initial state z0 , a transition correspondence F from Z to Z with non empty values, and a reward mapping r from Z to [0, 1]. A player chooses z1 in F (z0 ), has a payoff of r (z1 ), then he chooses z2 in F (z1 ), etc... Admissible plays: S(z0 ) = {s = (z1 , ..., zt , ...) ∈ Z ∞ , ∀t ≥ 1, zt ∈ F (zt −1 )}. n-stage problem, for n ≥ 1: vn (z) = sups ∈S(z) γn (s), where γn (s) = n1 ∑nt=1 r (zt ).



λ -discounted problem, for λ ∈ (0, 1]: t −1 vλ (z) = sups ∈S(z) γλ (s), where γλ (s) = λ ∑∞ r (zt ). t=1 (1 − λ )   1 n vn+1 (z) = supz ′ ∈F (z) r (z ′ ) + vn (z ′ ) , n+1 n+1  ′ vλ (z) = supz ′ ∈F (z) λ r (z ) + (1 − λ )vλ (z ′ ) .



3/36



Limit and uniform values in dynamic optimization



1. Dynamic programming problems (bounded payoffs, large horizon) Pb Γ(z0 ) = (Z , F , r , z0 ) given by a non empty set of states Z , an initial state z0 , a transition correspondence F from Z to Z with non empty values, and a reward mapping r from Z to [0, 1]. A player chooses z1 in F (z0 ), has a payoff of r (z1 ), then he chooses z2 in F (z1 ), etc... Admissible plays: S(z0 ) = {s = (z1 , ..., zt , ...) ∈ Z ∞ , ∀t ≥ 1, zt ∈ F (zt −1 )}. n-stage problem, for n ≥ 1: vn (z) = sups ∈S(z) γn (s), where γn (s) = n1 ∑nt=1 r (zt ).



λ -discounted problem, for λ ∈ (0, 1]: t −1 vλ (z) = sups ∈S(z) γλ (s), where γλ (s) = λ ∑∞ r (zt ). t=1 (1 − λ )   1 n r (z ′ ) + vn (z ′ ) , vn+1 (z) = supz ′ ∈F (z) n+1 n+1  ′ vλ (z) = supz ′ ∈F (z) λ r (z ) + (1 − λ )vλ (z ′ ) .



3/36



Limit and uniform values in dynamic optimization



• Large known horizon: existence of limn→∞ vn (z), of limλ →0 vλ (z), equality of the limits ? Uniform CV of (vn ) and (vλ ) ? 0 player (ie. F single-valued): (vn (z))n converges iif (vλ (z))λ converges, and in case of CV both limits are the same (Hardy-Littlewood). 1-player: (vn )n converges uniformly iif (vλ )λ converges uniformly, and in case of CV both limits are the same (Lehrer-Sorin 1992). • Large unknown horizon: when is it possible to play ε -optimally simultaneously in any long enough problem ? Say that Γ(z) has a uniform value if (vn (z))n has a limit v (z), and one can guarantee this limit, i.e.: ∀ε > 0, ∃s ∈ S(z), ∃n0 , ∀n ≥ n0 , γn (s) ≥ v (z) − ε . Always : sups ∈S(z) (lim inf n γn (s)) ≤ lim inf n vn (z) ≤ lim supn vn (z). And the uniform value exists iif: sups ∈S(z) (lim inf n γn (s)) = lim supn vn (z). A play s such that ∃n0 , ∀n ≥ n0 , γn (s) ≥ v (z) − ε is called ε -optimal. 4/36
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Limit and uniform values in dynamic optimization



The uniform CV of (vn ) does not imply the existence of the uniform value (Monderer Sorin 93, Lehrer Monderer 94). Sufficient conditions for the existence of the uniform value given by Mertens and Neyman 1982, from stochastic games (convergence of (vλ )λ with a BV condition). 2. Examples Ex 1:  -  z0 z1 1 1   ? 6  z4 0 



*



z2 1 



 z3  0 



v (z0 ) = 1/2. The uniform value exists (choose blue arrows). 5/36
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Limit and uniform values in dynamic optimization



Ex 2: Z = [0, 1]2 ∪ {z0 }. F (z0 ) = {(0, y ), y ∈ [0, 1]}, and F (x, y ) = {(Min{1, x + y }, y )}. 1



y− z0 ∗ 0



1 3



2 3



1



r (x, y ) = 1 if x ∈ [1/3, 2/3], and r (x, y ) = 0 if x ∈ / [1/4, 3/4]. The player would like to maximize the number of stages where the first coordinate of the state is not too far from 1/2. For each n ≥ 2, we have vn (z0 ) ≥ 1/2. But for each play s, we have limn γn (s) = 0. The uniform value does not exist. 6/36
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Limit and uniform values in dynamic optimization



Ex 3: A Markov decision process (Sorin 2002) K = {a, b, c}. b and c are absorbing with payoffs 1 and 0. Start at a, choose α ∈ [0, 1/2], and move to b with proba α and to c with proba α 2 .   1 − α − α2 a 0 



α  b 1* 



R 2 α c 0* 



→ Dynamic Programming Pb with Z = ∆(K ), r (z) = z b , z0 = δa and F (z) = {(z a (1 − α − α 2 ), z b + z a α , z c + z a α 2 ), α ∈ [0, 1/2]}. The uniform value exists and v (z0 ) = 1. no ergodicity
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Limit and uniform values in dynamic optimization



3. The auxiliary functions vm,n and uniform CV of (vn ) For m ≥ 0 and n ≥ 1, s = (zt )t ≥1 , define:



γm,n (s) =



1 n ∑ r (zm + t) and vm,n (z) = sups ∈S(z) γm,n (s). n t=1



The player first makes m moves in order to reach a “good initial state", then plays n moves for payoffs. Write v − (z) = lim inf n vn (z), v + (z) = lim supn vn (z). Lemma 1: v − (z) = supm≥0 infn≥1 vm,n (z). Lemma 2: ∀m0 , infn≥1 supm≤m0 vm,n (z) ≤ v − (z) ≤ v + (z) ≤ infn≥1 supm≥0 vm,n (z). can be restated as: infn≥1 supz ′ ∈G m0 (z) vn (z ′ ) ≤ v − (z) ≤ v + (z) ≤ infn≥1 supz ′ ∈G ∞ (z) vn (z ′ ). where G m0 (z) is the set of states that can be reached from z in at most m0 stages, and G ∞ (z) = ∪m G m (z). 8/36
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Limit and uniform values in dynamic optimization



Define V = {vn , n ≥ 1} ⊂ {v : Z −→ [0, 1]}, endowed with d∞ (v , v ′ ) = supz |v (z) − v ′ (z)|. Thm 1 (R, 2009): (vn )n CVU iff V is precompact. And the uniform limit v ∗ can only be: v ∗ (z) = supm≥0 infn≥1 vm,n (z) = infn≥1 supm≥0 vm,n (z). Sketch of proof: 1) Define d(z, z ′ ) = supn≥1 |vn (z) − vn (z ′ )|. Prove that (Z , d) is pseudometric precompact. Clearly, each vn is 1-Lipschitz for d. 2) Fix z. Prove that: ∀ε > 0, ∃m0 , ∀z ′ ∈ G ∞ (z), ∃z ′′ ∈ G m0 (z) s.t. d(z ′ , z ′′ ) ≤ ε . 3) Use infn≥1 supz ′ ∈G m0 (z) vn (z ′ ) ≤ v − (z) ≤ v + (z) ≤ infn≥1 supz ′ ∈G ∞ (z) vn (z ′ ), and conclude.
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Limit and uniform values in dynamic optimization



Corollary 1: V = {vn , n ≥ 1} is precompact, and thus (vn )n CVU in the following cases: a) Z is endowed with a distance d such that (Z , d) is precompact, and the family (vn )n≥1 is uniformly equicontinuous. b) Z is endowed with a distance d such that (Z , d) is compact, r is continuous and F is non expansive: ∀z ∈ Z , ∀z ′ ∈ Z , ∀z1 ∈ F (z), ∃z1′ ∈ F (z ′ ) s.t. d(z1 , z1′ ) ≤ d(z, z ′ ). c) Z is finite (Blackwell, 1962).
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Limit and uniform values in dynamic optimization



4. The auxiliary functions wm,n and existence of the uniform value For m ≥ 0 and n ≥ 1, s = (zt )t ≥1 , we define: γm,n (s) = n1 ∑nt=1 r (zm+t ), and vm,n (z) = sups ∈S(z) γm,n (s).



µm,n (s) = min{γm,t (s), t ∈ {1, ..., n}}, and wm,n (z) = sups ∈S(z) µm,n (s). wm,n : the player first makes m moves in order to reach a “good initial state", but then his payoff only is the minimum of his next n average rewards. Lemma 3: v + (z) ≤ infn≥1 supm≥0 wm,n (z) = infn≥1 supm≥0 vm,n (z) :=def v ∗ (z). Consider W = {(wm,n )m≥0,n≥1 }, endowed with the metric d∞ (w , w ′ ) = sup{|w (z) − w ′ (z)|, z ∈ Z }. Thm 2 (R, 2007): Assume that W is precompact. Then for every initial state z in Z , the pb has a uniform value which is: v ∗ (z) = supm≥0 infn≥1 wm,n (z) = supm≥0 infn≥1 vm,n (z). And (vn )n uniformly converges to v ∗ . 11/36
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Limit and uniform values in dynamic optimization



Corollary 2: W is precompact, and thus the previous theorem applies in the following cases: a) Z is endowed with a distance d such that (Z , d) is precompact, and the family (wm,n )m≥0,n≥1 is uniformly equicontinuous. b) Z is endowed with a distance d such that (Z , d) is compact, r is continuous and F is non expansive. c) Z is finite.
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Limit and uniform values in dynamic optimization



5. Application to Markov Decision Processes with a finite set of states. 5.a. Standard MDPs Controlled Markov chains  -1 k1 



 -1 k2  1



1  k3  1



 0 k4 0 



0 ? 6 * 1  k5  MDP Ψ(p0 ): A finite set of states K , a non empty set of actions A, a transition function q from K × A to ∆(K ), a reward function g : K × A −→ [0, 1], and an initial probability p0 on K . 1



k1 in K is selected according to p0 and told to the player, then he selects a1 in A and receives a payoff of g (k1 , a1 ). A new state k2 is selected according to q(k1 , a1 ) and told to the player, etc... 13/36
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Limit and uniform values in dynamic optimization



A pure strategy: σ = (σt )t ≥1 , with ∀t, σt : (K × A)t −1 × K −→ A defines the action to be played at stage t. (p0 , σ ) generates a proba on plays, one can define the expected payoffs and the n-stage values. → Auxiliary deterministic Pb Γ(z0 ): new set of states Z = ∆(K ) × [0, 1], a new initial state z0 = (p0 , 0), new payoff function r (p, y ) = y for all (p, y ) in Z , a transition correspondence such that for every z = (p, y ) in Z, ( ! ) F (z) =



∑ pk q(k, ak ), ∑ pk g (k, ak )



k ∈K



, ak ∈ A ∀k ∈ K



.



k ∈K



Put d((p, y ), (p ′ , y ′ )) = max{kp − p ′ k1 , |y − y ′ |}. Apply the corollaries to obtain the UCV of (vn )n and the existence of the uniform value (for any set A). Well known for A finite (Blackwell 1962), and for A compact and q, g continuous in a (Dynkin Yushkevich 1979). 14/36
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Limit and uniform values in dynamic optimization



5.b. MDPs with partial observation. Hidden controlled Markov chain More general model where the player may not perfectly observe the state. r = 0,s = s3   r =0 r =1 k3 k1 ?? ? s = 43 s1 + 41 s2 ? s = s3 r =0   s = s4 R r =0 s = 41 s1 + 43 s2 ?



r =0   s = s3 k2



 r =0 k4 ? ? ? s = s4 



r = 0, s = s4



States K = {k1 , k2 , k3 , k4 }, Actions y, y, y, Signals: {s1 , s2 , s3 , s4 }. p0 = 1/2 δk1 + 1/2 δk2 . Playing y for a large number of stages, and then y or y depending on the stream of signals received, is ε -optimal. v (p0 ) = 1, the uniform value exists, but non existence of 0-optimal strategies. 15/36
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Limit and uniform values in dynamic optimization



Finite set of states K , initial probability p0 on K , non empty set of actions A, and also a non empty set of signals S. Transition q : K × A → ∆f (S × K ), and reward function g : K × A → [0, 1]. k1 in K is selected according to p0 and is not told to the player. At stage t the player selects an action at ∈ A, and has a (unobserved) payoff g (kt , at ). Then a pair (st , kt+1 ) is selected according to q(kt , at ), and st is told to the player. The new state is kt+1 , and the play goes to stage t + 1. Thm 3: If the set of states is finite, a hidden controlled Markov chain, played with behavioral strategies, has a uniform value and (vn )n uniformly converges. Generalization of the result by Rosenberg Solan Vieille 2002, with K , A and S finite.
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Limit and uniform values in dynamic optimization



Write X = ∆(K ). Assume that the state of some stage has been selected according to p in X and the player plays some action a in A. This defines a probability qˆ(p, a) on the future belief of the player on the state of the next stage. qˆ(p, a) ∈ ∆f (X ). → Auxiliary deterministic Pb Γ(z0 ): new set of states Z = ∆f (X ) × [0, 1], new initial state z0 = (δp0 , 0), new payoff function r (u, y ) = y for all (u, y ) in Z , transition correspondence such that for every z = (u, y ) in Z , F (z) = {(H(u, f ), R(u, f )) , f : X −→ ∆f (A)} , where H(u, f ) = ∑p∈X u(p) (∑a∈A f (p)(a)ˆ q (p, a)) ∈ ∆f (X ), and R(u, f ) = ∑p∈X u(p) ∑k ∈K ,a∈A p k f (p)(a)g (k, a) .



Use k.k1 on X . ∆(X ): Borel probabilities over X , with the weak-* topology. Topology metrized by the Wasserstein distance: ∀u ∈ ∆(X ), ∀v ∈ ∆(X ), d(u, v ) = supf ∈E1 |u(f ) − v (f )|.
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Limit and uniform values in dynamic optimization



∆f (X ) is dense in the compact set ∆(X ) for the weak-* topology, so Z is precompact metric. One can show that: the graph of F is convex (use mixed actions). So the set of plays S(z) is a convex subset of Z ∞ , and we can apply a minmax theorem to obtain wm,n (z) = infθ ∈∆({1,...,n}) v[θ m,n ] (z). So wm,n is 1-Lipschitz as an infimum of 1-Lipschitz mappings. OK by corollaries a).







Open problems: 1) does there exist a uniform value with pure strategies ? (even if K , A, S are finite). 2) What about supσ IEp0 ,σ (lim inf n 1/n ∑nt=1 g (kt , at ))?
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Limit and uniform values in dynamic optimization



6. Characterizing limvn Fix Z compact metric, and F non expansive, and put E = {r : Z −→ [0, 1], r C 0 }. For each r in E , there is a limit value Φ(r ). r r We have Φ(r ) = supm≥0 infn≥1 vm ,n = infn≥1 supm≥0 vm,n . What are the properties of Φ : E −→ E ? Ex: 0 player, ergodic Markov chain on a finite set: Φ(r ) =< m∗ , r >, with m∗ the unique invariant measure. Define A = {r ∈ E , Φ(r ) = 0}, and B = {x ∈ E , ∀z x(z) = supz ′ ∈F (z) x(z ′ )}. For each r , Φ(r ) ∈ B. Theorem (R, 2010): 1) B is the set of fixed points of Φ, and Φ ◦ Φ = Φ. 2) for each r , r − Φ(r ) ∈ A. Hence we have r = v + w , with v = Φ(r ) ∈ B, and w = r − Φ(r ) ∈ A. 3) There exists a smallest function v in B such that r − v ∈ A, and this function is Φ(r ). Φ(r ) = min{v , v ∈ B and r − v ∈ A}. 19/36
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Limit and uniform values in dynamic optimization



Particular cases: 1) If the problem is ergodic (Φ(r ) is constant for each r ), then the decomposition r = v + w with v in B and w in A is unique: Φ is the projection onto B along A . 2) Assume the game is leavable, i.e. z ∈ Γ(z) for each z. Then B = {x ∈ E , ∀z x(z) ≥ supz ′ ∈F (z) x(z ′ )} (excessive functions) is convex, and Φ(r ) = min{v , v ∈ B, v ≥ r } (Gambling Fundamental Theorem, Dubins Savage 1965)
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Limit and uniform values in dynamic optimization



7. Computing limvn and the speed of convergence (with X. Venel, 2010) Markov Decision Processes with finite state and actions: in a neighborhood of zero, vλ is a rational function. So vλ (z) = v ∗ (z) + O(λ ), and also vn (z) = v ∗ (z) + O(1/n). Untrue with infinitely many actions: variant of example 3 with r > 1   1 − α − αr a 0 



α  b 1* 



R r α c 0* 



We have vλ (a) = 1 − C λ (r −1)/r + o(λ (r −1)/r ), with C =



r r −1 (r −1) r



.
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Limit and uniform values in dynamic optimization



Pb: compute limλ vλ , where: vλ (z) = supz ′ ∈F (z) λ r (z ′ ) + (1 − λ )vλ (z ′ ). One has: v ∗ (z) = supz ′ ∈F (z) v ∗ (z ′ ), but r has disappeared. Assume ergodicity, with an expansion vλ (z) = v ∗ + λ V (z) + o(λ ), for some function V . Then the Average Cost Optimality Equation holds: v ∗ + V (z) = supz ′ ∈F (z) r (z ′ ) + V (z ′ ). What if no ergodicity, or if the speed of CV is different ? Idea: write λ r (z ′ ) + (1 − λ )vλ (z ′ ) ∼ vλ (z ′ ) + λ r (z ′ ) − λ v ∗(z ′ ), and consider an (approximate) solution of: hλ (z) = supz ′ ∈F (z) hλ (z ′ ) + λ (r (z ′ ) − v ∗ (z ′ )).
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Limit and uniform values in dynamic optimization



Verification principle : Assume that (hλ )λ uniformly converges to some h0 : Z → [0, 1], and that 1 ′ ′ ′ ˜ ˜ λ khλ − hλ k −→ 0, where hλ (z) = supz ′ ∈F (z) hλ (z ) + λ (r (z ) − h0 (z )). Then (vλ )λ also uniformly converges to h0 , and ˜λ k −→λ →0 0. kvλ − h0 k ≤ 2khλ − h0 k + λ1 khλ − h And if vλ UCV to h0 , then vλ itself satisfies



1



λ kvλ



− v˜λ k −→ 0.



Rem: a similar principle holds for limn vn .
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Limit and uniform values in dynamic optimization



  1 − α + ln(αα ) a 0 



Ex:



α  b 1* 



We have vλ (a) = 1 + ln(1λ ) + O(λ ).



R− α ln(α )  c 0* 



Ex: a blind MDP with 2 states and 2 actions where kvλ − 1k ∼ C λ ln(λ ).



proba 1/2 r =0



proba 0 -1/2, r =   r =0 k1 k2 ? ?   r = 0 -r =1
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Limit and uniform values in dynamic optimization



8. Application to non expansive control problems (with M. Quincampoix, 2009) We consider a control problem of the following form: 1 t g (xx0 ,u (s), u(s))ds, (1) t s=0 where t > 0, U is a non empty measurable set of controls (subset of a Polish space), U = {u : IR+ −→ U measurable}, g : IR n × U −→ [0, 1] is measurable, and xx0 ,u is the solution of: Vt (x0 ) = supu∈U



Z



x(s) ˙ = f (x(s), u(s)), x(0) = x0 .



(2)



x0 is an initial state in IR n , f : IR n × U −→ IR n is measurable, Lipschitz in x uniformly in u, and s.t. ∃a > 0, ∀x, u, kf (x, u)k ≤ a(1 + kxk). Say the problem has a uniform value if it has a limit value V (x0 ) = limt →∞ Vt (x0 ) and: 1 ∀ε > 0, ∃u ∈ U , ∃t0 , ∀t ≥ t0 , t



Z



t s=0



g (xx0 ,u (s), u(s))ds ≥ V (x0 ) − ε . 25/36
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t s=0



g (xx0 ,u (s), u(s))ds ≥ V (x0 ) − ε . 25/36



Limit and uniform values in dynamic optimization



No ergodicity condition here (Arisawa-Lions 98, Bettiol 2005,...). The limit value may depend on the initial state. Example 1: in the complex plane, f (x, u) = ix. if g (x, u) = g (x), then Vt (x0 ) −−−→ t →∞



1 2π |x0 |



Z



|z |=|x0 |



g (z)dz.



Example 2: in the complex plane, f (x, u) = ixu, with u ∈ U ⊂ IR. g (x, u) = g (x) continuous. Example 3: f (x, u) = −x + u, with u ∈ U compact subset of IR n . g (x, u) = g (x) continuous.
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Limit and uniform values in dynamic optimization



Example 4: inIR 2 , x(0) = (0, 0), control set U = [0, 1], u(1 − x1 ) x˙ = f (x, u) = , and g (x) = x1 (1 − x2 ). u 2 (1 − x1 )



if u = ε constant, then x1 (t) = 1 − exp(−ε t) and x2 (t) = ε x1 (t). Uniform value V (0, 0) = 1. V (x1 , x2 ) = 1 − x2 . no ergodicity Example 5: in IR 2 , x0 = (0, 0), control set U = [0, 1], x˙ = f (x, u) = (x2 , u), and g (x1 , x2 ) = 1 if x1 ∈ [1, 2], = 0 otherwise. x1 ∼ position x2 ∼ speed u ∼ acceleration. u = x˙ 2 = x¨1 . if u = ε constant, then x2 (t) =



p 2ε x1 (t) ∀t ≥ 0.



Limit value: Vt (x0 ) −−−→ 12 . No uniform value. t →∞
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Limit and uniform values in dynamic optimization



Notations: for every t > 0, x0 ∈ IR n and u ∈ U , we define the average payoff induced by u between time 0 and time t by:



γt (x0 , u) =



1 t



Z



t 0



g (xx0 ,u (s), u(s))ds,



so that the value of problem (1) is just: Vt (x0 ) = supu∈U γt (x0 , u). Adding a parameter m ≥ 0, we will more generally consider the payoffs between time m and time m + t:



γm,t (x0 , u) =



1 t



Z



m+t



m



g (xx0 ,u (s), u(s))ds,



and the value of the problem where the time interval [0, m] can be devoted to reach a good initial state, is denoted by: Vm,t (x0 ) = supu∈U γm,t (x0 , u). 28/36



Limit and uniform values in dynamic optimization



Non expansive case. A first result: Theorem 1 Assume that: (H1) g = g (x) is continuous on IR n . (H2) G (x0 ) is bounded. (H3) ∀x ∈ K , ∀y ∈ K , supu∈U infv ∈U < x − y , f (x, u) − f (y , v ) >≤ 0. Then Vt (x0 ) −−−→ V ∗ (x0 ). The convergence is uniform over G (x0 ), and t →∞



V ∗ (x0 ) = inft ≥1 supm≥0 Vm,t (x0 ) = supm≥0 inft ≥1 Vm,t (x0 ). Moreover the value is uniform. • example 1 & 2: in the complex plane, f (x, u) = ixu, with u ∈ U ⊂ IR. • example 3: f (x, u) = −x + u, whith u ∈ U compact subset of IR n . • example 5: inft ≥1 supm≥0 Vm,t (x0 ) = 1 > limt Vt (x0 ). • example 4: H3 not satisfied (but conclusions satisfied).
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Limit and uniform values in dynamic optimization



An improvement of theorem 1 Assume that: (H’1) g is uniformly continuous in x uniformly in u, and for each x, the set {g (x, u), u ∈ U} is compact and convex. (H’2): There exist W : IR n × IR n −→ IR+ continuous, symetric and ˆ (t) −−→ 0 ˆ : IR+ −→ IR+ s.t. α vanishing on the diagonal, and α satisfying:



t →0



a) ∀x ∈ G (x0 ), ∀y ∈ G (x0 ), ∀u ∈ U, ∃v ∈ U s.t. ˆ (W (x, y )). D↑W (x, y )(f (x, u), f (y , v )) ≤ 0 and g (x, u) − g (y , v ) ≤ α b) For every sequence (zn )n with values in G (x0 ) and every ε > 0, one can find n such that lim inf p W (zn , zp ) ≤ ε . Then we have the same conclusions as theorem 1. • D↑W (z)(α ) = lim inf t →0+,α ′ →α 1t (W (z + t α ′ ) − W (z)). If W is differentiable, the condition reads: < f (x, u), W1 (x, y ) > + < f (y , v ), W2 (x, y ) >≤ 0. • Previous case: W (x, y ) = kx − y k2 , G (x0 ) is bounded and g (x, u) = g (x) does not depend on u ˆ (t) = sup{|g (x) − g (y )|, kx − y k2 ≤ t}). (α • b) is a precompacity condition (satisfied if G (x0 ) is bounded).
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Limit and uniform values in dynamic optimization



• hypotheses satisfied with W = 0 if we are in the trivial case where supu g (x, u) is constant. • a) is used to show: ∀z0 ∈ G (x0 ), ∀y0 ∈ G (x0 ), ∀ε > 0, ∀T ≥ 0, ∀u ∈ U , ∃v ∈ U s.t.: ∀t ∈ [0, T ], W (xz0 ,u (t), xy0 ,v (t)) ≤ W (z0 , y0 ) + ε , and for almost all t in [0, T ]: ˆ (W (z0 , y0 ) + ε )) + ε . g (xz0 ,u (t), u(t)) − g (xy0 ,v (t), v (t)) ≤ α



Example 4: OK with W (x, y ) = kx − y k1 .
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Limit and uniform values in dynamic optimization



9. Application to repeated games with an informed controller General zero-sum repeated game. Γ(π ) • Five non empty and finite sets a set of states: K , sets of actions: I for player 1, and J for player 2, sets of signals: C for player 1, and D for player 2. • an initial distribution π ∈ ∆(K × C × D), a payoff function g from K × I × J to [0, 1], and a transition q from K × I × J to ∆(K × C × D). At stage 1: (k1 , c1 , d1 ) is selected according to π , player 1 learns c1 and player 2 learns d1 . Then simultaneously player 1 chooses i1 in I and player 2 chooses j1 in J. The payoff for player 1 is g (k1 , i1 , j1 ). At any stage t ≥ 2: (kt , ct , dt ) is selected according to q(kt −1 , it −1 , jt −1 ), player 1 learns ct and player 2 learns dt . Simultaneously, player 1 chooses it in I and player 2 chooses jt in J. The stage payoff for player 1 is g (kt , it , jt ). 32/36
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Limit and uniform values in dynamic optimization



A pair of behavioral strategies (σ , τ ) induces a probability over plays. The n-stage payoff for player 1 is: ! 1 n π γn (σ , τ ) = IEIPπ ,σ ,τ ∑ g (kt , it , jt ) . n t=1 The n-stage value exists: vn (π ) = supσ infτ γnπ (σ , τ ) = infτ supσ γnπ (σ , τ ). Definition The repeated game Γ(π ) has a uniform value if: • (vn (π ))n has a limit v (π ) as n goes to infinity, • Player 1 can uniformly guarantee this limit: ∀ε > 0, ∃σ , ∃n0 , ∀n ≥ n0 , ∀τ , γnπ (σ , τ ) ≥ v (π ) − ε , • Player 2 can uniformly guarantee this limit: ∀ε > 0, ∃τ , ∃n0 , ∀n ≥ n0 , ∀σ , γnπ (σ , τ ) ≤ v (π ) + ε . 33/36
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A pair of behavioral strategies (σ , τ ) induces a probability over plays. The n-stage payoff for player 1 is: ! 1 n π γn (σ , τ ) = IEIPπ ,σ ,τ ∑ g (kt , it , jt ) . n t=1 The n-stage value exists: vn (π ) = supσ infτ γnπ (σ , τ ) = infτ supσ γnπ (σ , τ ). Definition The repeated game Γ(π ) has a uniform value if: • (vn (π ))n has a limit v (π ) as n goes to infinity, • Player 1 can uniformly guarantee this limit: ∀ε > 0, ∃σ , ∃n0 , ∀n ≥ n0 , ∀τ , γnπ (σ , τ ) ≥ v (π ) − ε , • Player 2 can uniformly guarantee this limit: ∀ε > 0, ∃τ , ∃n0 , ∀n ≥ n0 , ∀σ , γnπ (σ , τ ) ≤ v (π ) + ε . 33/36



Limit and uniform values in dynamic optimization



Hypothesis HX: Player 1 is informed, in the sense that he can always deduce the state and player 2’s signal from his own signal. (formally, there exists kˆ : C −→ K and dˆ : C −→ D such that: π (E ) = 1, and q(k, i, j)(E ) = 1, ∀(k, i, j) ∈ K × I × J, ˆ ˆ where E = {(k, c, d) ∈ K × C × D, k(c) = k and d(c) = d}. ) HX does not imply that P1 knows the actions played by P2.



Hypothesis HY: Player 1 controls the transition, in the sense that the marginal of the transition q on K × D does not depend on player 2’s action.



34/36



Limit and uniform values in dynamic optimization



Hypothesis HX: Player 1 is informed, in the sense that he can always deduce the state and player 2’s signal from his own signal. (formally, there exists kˆ : C −→ K and dˆ : C −→ D such that: π (E ) = 1, and q(k, i, j)(E ) = 1, ∀(k, i, j) ∈ K × I × J, ˆ ˆ where E = {(k, c, d) ∈ K × C × D, k(c) = k and d(c) = d}. ) HX does not imply that P1 knows the actions played by P2.



Hypothesis HY: Player 1 controls the transition, in the sense that the marginal of the transition q on K × D does not depend on player 2’s action.



34/36



Limit and uniform values in dynamic optimization



Given m ≥ 0 and n ≥ 1, define the payoffs and auxiliary value functions: ! 1 m+n π γm,n (σ , τ ) = IEIPπ ,σ ,τ ∑ g (kt , it , jt ) , n t=m+1 π π vm,n (π ) = supσ infτ γm ,n (σ , τ ) = infτ supσ γm,n (σ , τ ).



Thm (R, 2007): Under HX and HY, the repeated game Γ(π ) has a uniform value, which is: v ∗ (π ) = infn≥1 supm≥0 vm,n (π ) = supm≥0 infn≥1 vm,n (π ). And (vn )n uniformly converges to v ∗ on {π , π (E ) = 1}. Player 1 has ε -optimal strategies. Player 2 has 0-optimal strategies.
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Limit and uniform values in dynamic optimization



• This generalizes the existence of the value in: - Repeated games with lack of information on one side (Aumann Maschler 1966), - Markov chain games with lack of information on one side (Renault 2006), - Stochastic games with a single controller and incomplete information on the side of his opponent (Rosenberg Solan Vieille 2004).



• Thevalue is difficult to compute.  K ={a, b}, p = (1/2,  1/2), 1 0 0 0 α 1−α , Ga = and G b = . M= 0 0 0 1 1−α α If α = 1, the value is 1/4 (Aumann Maschler setup). If α ∈ [1/2, 2/3], the value is 4αα−1 (Hörner et al. 2006, Marino 2005 for α = 2/3). What is the value for α = 0.9 ? 36/36
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