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Maximum Margin Embedding Bin Zhao, Fei Wang, Changshui Zhang State Key Laboratory of Intelligent Technology and Systems, Tsinghua National Laboratory for Information Science and Technology (TNList), Department of Automation,Tsinghua University, Beijing, China Abstract We propose a new dimensionality reduction method called Maximum Margin Embedding (MME), which targets to projecting data samples into the most discriminative subspace, where clusters are most well-separated. Specifically, MME projects input patterns onto the normal of the maximum margin separating hyperplanes. As a result, MME only depends on the geometry of the optimal decision boundary and not on the distribution of those data points lying further away from this boundary. Technically, MME is formulated as an integer programming problem and we propose a cutting plane algorithm to solve it. Moreover, we prove theoretically that the computational time of MME scales linearly with the dataset size. Experimental results on both toy and real world datasets demonstrate the effectiveness of MME.
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Introduction



In machine learning and data mining, we are often faced with data of very high dimensionality. Directly dealing with these data is usually intractable due to the computational cost and the curse of dimensionality. In recent years, many embedding (or dimensionality reduction) methods have been proposed, among which the most well-known ones include Principal Component Analysis (PCA) [5] and manifold based embedding algorithms such as ISOMAP [10], locally linear embedding (LLE) [7], Hessian LLE (HLLE) [3], Laplacian eigenmap [1], local tangent space alignment (LTSA) [13], charting [2], conformal eigenmap [8], semi-definite embedding [11], etc. However, there are still some limitations for directly applying these afore mentioned embedding methods as they are not closely related to the following classification or clustering task. Specifically, although PCA is a popular unsupervised method which aims at extracting a subspace in which the variance of the projected data is maximized (or, equivalently, the reconstruction error is minimized), by its



very nature PCA is not defined for classification tasks. That is to say, after the projection computed by PCA, the Bayes error rate may become arbitrarily bad even though the original input patterns are perfectly classifiable. Moreover, as the majority of manifold based embedding algorithms adopt a similar framework as PCA where certain form of reconstruction loss is minimized, they also suffer from the same problem as PCA. Different from previously proposed embedding methods which find the optimal subspace by minimizing some form of average loss or cost, our goal in this paper is to directly find the most discriminative subspace, where clusters are most well-separated. We propose maximum margin embedding (MME) to achieve this goal by finding the maximum margin separating hyperplanes which separate data points from different classes with the maximum margin and projecting input patterns onto the normal of these hyperplanes. These projections will later result in the maximal margin separation of data points from different classes. Moreover, MME is insensitive to the actual probability distribution of patterns lying further away from the separating hyperplanes. Furthermore, MME is robust to noise as it is insensitive to small perturbations of patterns lying further away from the decision boundary. Finally, the large margin criterion implemented in MME enables the good generalization on future data. We formulate maximum margin embedding (MME) as an integer programming problem and propose a cutting plane algorithm to solve it. Specifically, we construct a nested sequence of successively tighter relaxations of the original MME problem, and each optimization problem in this sequence could be efficiently solved using the constrained concave-convex procedure (CCCP). Moreover, we prove theoretically that the cutting plane algorithm takes time O(snd) to converge with guaranteed accuracy, where n is the total number of samples in the dataset, s is the average number of non-zero features, i.e. the sparsity, and d is the targeted subspace dimension. Our experimental evaluations on both toy and real world datasets demonstrate that MME extracts a subspace more suitable for classification or clus-



tering. Moreover, as there are no time-consuming eigendecomposition problems involved, MME converges much faster than several state-of-the-art embedding methods. The rest of this paper is organized as follows. In section 2, we present the principles of maximum margin embedding and formulate it as an integer programming problem. The cutting plane algorithm for efficiently solving this optimization problem is presented in detail in section 3. In section 4, we provide a theoretical analysis on the time complexity of our MME algorithm. Experimental results on both toy and real-world datasets are provided in section 5, followed by the conclusions in section 6.
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Maximum Margin Embedding



Conventionally, embedding methods target to projecting input patterns into certain subspace, where data points from different classes are scattered far away from each other. However, previous methods calculate the optimal projecting direction by minimizing some form of average loss or cost, such as the reconstruction loss. These attempts could be understood as indirectly maximizing the scattering between data points from different classes. Different from these traditional embedding algorithms, maximum margin embedding targets to directly finding the optimal separating hyperplanes for the input points and projecting the data points onto the normal vectors of these hyperplanes. This projection will later result in the maximal margin separation of data points from different classes. Motivated by the success of large margin methods in the supervised scenario, we define the optimal separating hyperplane as the one that separates data points from different classes with the maximum margin. The benefits of projecting data points onto the maximum margin separating hyperplane are threefold: (1) as the maximum margin separating hyperplanes are determined by those data points lying close to the decision boundary, MME is insensitive to the actual probability distribution of patterns lying further away from the classifying hyperplane. Therefore, when a large mass of the input patterns lies far away from the ideal classifying hyperplane, we can expect MME to win against those methods that minimize some form of average loss since they unnecessarily take into account the full distribution of the input patterns. (2) MME is robust to noise as it is insensitive to small perturbations of patterns lying further away from the separating hyperplane. (3) By projecting the input data points onto the maximum margin separating hyperplane, the obtained projection vectors are likely to provide good generalization on future data. Suppose we want to embed the input patterns into a ddimensional subspace, in order to extract “new” information unrelated to the previously obtained projecting vectors, all extracted separating hyperplanes should be orthogonal



to each other. To accomplish this, we calculate the maximum margin separating hyperplanes serially and incorporate a suitable orthogonality constraint such that the r-th (r = 2, . . . , d) separating hyperplane should be orthogonal to all the previously extracted r − 1 hyperplanes. The problem now boils down to how to find the maximum margin separating hyperplanes. Different from the supervised scenario where the data labels are known, we consider the data embedding problem in the unsupervised case, where the optimal separating hyperplane is the one with the maximum margin over all possible labelings for the data points. Hence, we first need to find the labels for the input patterns such that if we subsequently run an SVM with this labeling, the margin would be maximal among all possible labelings. By projecting the input data points onto the normal of the hyperplane associated with the above calculated data labels, the projected data points from different classes could be separated maximally. Therefore, the major computation involved in maximum margin embedding is finding the maximum margin separating hyperplanes, which could be formulated as the following optimization problem: min



y,w,b,ξi ≥0



n CX 1 T w w+ ξi 2 n i=1



(1)



s.t. yi (wT φ(xi ) + b) ≥ 1 − ξi , i = 1, . . . , n AT w = 0 y ∈ {−1, +1}n Pn where i=1 ξi is divided by n to better capture how C scales with the dataset size and AT w = 0 with A = [w1 , . . . , wr−1 ] constrains that w should be orthogonal to all previously calculated projecting vectors. Moreover, φ(·) maps the data samples in X into a high (possibly infinite) dimensional feature space. Therefore, maximum margin embedding first solve problem (1) without orthogonality constraints and obtain (w1 , b1 ). Then, suppose the hyperplanes (w1 , b1 ), . . . , (wr−1 , br−1 ) have already been calculated, then the r-th hyperplane (wr , br ) is obtained as the solution to problem (1) with A = [w1 , . . . , wr−1 ]. However, the above optimization problem has a trivially “optimal” solution, which is to assign all patterns to the same class, and the resultant margin will be infinite. Moreover, another unwanted solution is to separate a single outlier or a very small group of samples from the rest of the data. To alleviate these trivial solutions, we propose the following class balance constraint −l ≤



n X ¡ i=1



¢ wT φ(xi ) + b ≤ l



(2)



where l ≥ 0 is a constant controlling the class imbalance. For the multi-class scenario, MME is still formulated as in Eq.(1). This could be understood as implicitly grouping data samples into two “super-clusters” and the extracted



projecting direction is the most discriminative one for these two “super-clusters”.
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The Proposed Method



The difficulty with problem (1) lies in the fact that we have to minimize the objective function w.r.t. the labeling vector y, in addition to w, b and ξi . In this section, we will propose a cutting plane algorithm to solve this problem



3.1



Cutting Plane Algorithm



Theorem 1 Maximum margin embedding could be equivalently formulated as min



w,b,ξi ≥0



s.t.



n CX 1 T ξi w w+ 2 n i=1



(3)



|wT φ(xi ) + b| ≥ 1 − ξi , i = 1, . . . , n n X ¡ T ¢ −l ≤ w φ(xi ) + b ≤ l i=1



increased by 2n −n. The algorithm we propose in this paper targets to find a small subset of constraints from the whole set of constraints in problem (4) that ensures a sufficiently accurate solution. Specifically, we employ an adaptation of the cutting plane algorithm[6], where we construct a nested sequence of successively tighter relaxations of problem (4). Moreover, we will prove theoretically in section 4 that we can always find a polynomially sized subset of constraints, with which the solution of the relaxed problem fulfills all constraints from problem (4) up to a precision of ² [4]. That is to say, the remaining exponential number of constraints are guaranteed to be violated by no more than ², without the need for explicitly adding them to the optimization problem. Specifically, the cutting plane algorithm keeps a subset Ω of working constraints and computes the optimal solution to problem (4) subject to the constraints in Ω. The algorithm then adds the most violated constraint in problem (4) into Ω. In this way, a successively strengthening approximation of the original MME problem is constructed by a cutting plane that cuts off the current optimal solution from the feasible set [6]. The algorithm stops when no constraint in (4) is violated by more than ², i.e.,



T



A w=0



n



where the labeling vector y is calculated as yi sign(wT φ(xi ) + b).



∀c ∈ {0, 1}n : =



By reformulating MME as problem (3), the number of variables involved is reduced by n, but there are still n slack variables ξi in problem (3). To further reduce the number of variables, we have the following theorem Theorem 2 Problem (3) could be equivalently formulated as follows: min w,b,ξ≥0



1 T w w+Cξ 2



s.t. ∀c ∈ {0, 1}n : −l ≤



n X ¡ i=1



(4) n n 1X 1X ci |wTφ(xi )+b| ≥ ci −ξ n i=1 n i=1



¢ wTφ(xi ) + b ≤ l



Here, the feasibility of a constraint is measured by the corresponding value of ξ, therefore, the most violated constraint is the one that would result in the largest ξ. With each constraint in problem (4) represented by a vector c, we have Theorem 3 The most violated constraint could be computed as follows ½ 1 if |wT φ(xi )+b| < 1 ci = (6) 0 otherwise The cutting plane algorithm iteratively selects the most violated constraint under the current hyperplane parameter and adds it into the working constraint set Ω until no violation of constraints is detected. Assume the current working constraint set is Ω, MME could be formulated as follows min w,b,ξ≥0



AT w = 0 Any solution (w∗ , b∗ ) to problem (4) is also Pna solution to problem (3) (and vice versa), with ξ ∗ = n1 i=1 ξi∗ .



Although problem (4) has 2 constraints, one for each possible vector c = (c1 , . . . , cn ) ∈ {0, 1}n , it has only one slack variable ξ that is shared across all constraints, thus, the number of variables is further reduced by n − 1. Each constraint in this formulation corresponds to the sum of a subset of constraints from problem (3), and the vector c selects the subset. However, the number of constrains in problem (4) is n



n



1X 1X ci |wTφ(xi )+b| ≥ ci−(ξ +²) (5) n i=1 n i=1



s.t.



1 T w w+Cξ (7) 2 n n 1X 1X ∀c ∈ Ω : ci |wTφ(xi )+b| ≥ ci −ξ n i=1 n i=1 −l ≤



n X ¡ i=1



¢ wTφ(xi ) + b ≤ l



T



A w=0 The cutting plane algorithm for MME is presented in Algorithm 1. As there are two “repeat” steps involved in Algorithm 1, for the rest of this paper we denote the outer loop as LOOP-1 and the inner loop as LOOP-2.



Algorithm 1 Cutting plane algorithm for maximum margin embedding Initialize the values for C, l and ², set A = φ, r = 0 repeat Set Ω = φ repeat Solve problem (7) for (w, b) under the current working constraint set Ω, select the most violated constraint c with Eq.(6), and set Ω = Ω ∪ {c} until The newly selected constraint c is violated by no more than ² A = A ∪ {w} and r = r + 1 until r equals to the expected subspace dimension



Optimization via the CCCP



3.2



In each iteration of the LOOP-2, we need to solve problem (7) to obtain the optimal classifying hyperplane under the current working constraint set Ω. Although the objective function in (7) is convex, the constraints are not, and this makes problem (7) difficult to solve. Fortunately, the constrained concave-convex procedure (CCCP) is designed to solve those optimization problems with a concave-convex objective function under concave-convex constraints [9]. Specifically, the objective function in (7) is quadratic and the last two constraints are linear. Moreover, the first constraint as shown in Eq.(8) is, though non-convex, a difference between two convex functions. n



∀c ∈ Ω :



n



1X 1X ci −ξ − ci |wT φ(xi )+b| ≤ 0 (8) n i=1 n i=1



Hence, we can solve problem (7) with the CCCP. Given an initial point (w0 , b0 ), the CCCP Pn computes (wt+1 , bt+1 ) from (wt , bt ) by replacing n1 i=1 ci |wT φ(xi ) + b| in the constraint with its first-order Taylor expansion at (wt , bt ), 1 T w w+Cξ (9) 2 n n 1X 1X s.t. ∀c ∈ Ω : ci −ξ − ci sign(wtTφ(xi )+bt ) n i=1 n i=1 £ ¤ · wTφ(xi )+b ≤ 0 n X ¡ T ¢ w φ(xi ) + b ≤ l −l ≤



min



w,b,ξ≥0



i=1



AT w = 0 and the above QP problem could be solved in polynomial time. Following the CCCP, the obtained solution (w, b) from this QP problem is then used as (wt+1 , bt+1 ) and the iteration continues until convergence. Putting everything together, according to the formulation of the CCCP [9], we solve problem (7) with Algorithm 2.



Algorithm 2 Solve problem (7) via the constrained concave-convex procedure Initialize (w0 , b0 ) repeat Find (wt+1 , bt+1 ) as the solution to the quadratic programming problem (9). Set w = wt+1 , b = bt+1 and t = t + 1 until stopping criterion satisfied.



3.3



Justification of the Cutting Plane Algorithm



The following theorem characterizes the accuracy of the solution computed by the cutting plane algorithm. Theorem 4 For any dataset X = (x1 , . . . , xn ) and any ² > 0, the cutting plane algorithm for maximum margin embedding returns a point (w, b, ξ) for which (w, b, ξ + ²) is feasible in problem (4). Based on the above theorem, ² indicates how close one wants to be to the error rate of the best projecting hyperplane and can thus be used as the stopping criterion.
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Time Complexity Analysis



In this section, we will provide theoretical analysis on the time complexity of the cutting plane algorithm. We will mainly focus on the high-dimensional sparse data, where s ¿ N and N is the dimension of the original feature space. For non-sparse data, by simply setting s = N , all our theorems still hold. Assuming the targeted subspace dimension is d, we will first analyze the computational time involved in LOOP-2. By multiplying this time with d, we get the time complexity of our cutting plane algorithm. Specifically, we will show that while calculating wr , each iteration of the cutting plane algorithm takes polynomial time. Since the algorithm is iterative, we will next prove that the total number of constraints added into the working set Ω, i.e. the total iterations involved in LOOP-2, is upper bounded. Theorem 5 Each iteration of LOOP-2 takes time O(sn) for a constant working set size |Ω|. Theorem 6 For any ² > 0, C > 0, l > 0 and any dataset X = {x1 , . . . , xn }, LOOP-2 terminates after adding at most CR ²2 constraints, where R is a constant number independent of n and s. Theorem 7 For any dataset X = {x1 , . . . , xn } with n samples and sparsity of s, and any fixed value of C > 0, l > 0 and ² > 0, assuming the targeted subspace dimension is d, the cutting plane algorithm takes time O(snd).



Experiments



In this section, we will validate the accuracy and efficiency of MME on both toy and real world datasets. Moreover, we will also analyze the scaling behavior of MME with the dataset size. All the experiments are performed on a 1.66GHZ Intel CoreTM 2 Duo PC running Windows XP with 1.5GB main memory.



We use 11 datasets in our experiments, which are selected to cover a wide range of properties: Ionosphere, Sonar, Wine, Breast, Iris and Digits from the UCI repository, 20 newsgroup, WebKB, Cora, USPS and ORL. For 20 newsgroup, we choose the topic rec which contains autos, motorcycles, baseball and hockey from the version 20-news-18828. For WebKB, we select a subset consists of about 6000 web pages from computer science departments of four schools (Cornell, Texas, Washington, and Wisconsin). For Cora, we select a subset containing the research paper of subfield data structure (DS), hardware and architecture (HA), machine learning (ML), operating system (OS) and programming language (PL). For USPS, we use images of digits 1, 2, 3 and 4 from the handwritten 16 × 16 digits dataset.



5.2



Visualization Capability of MME



We will first demonstrate the visualization capability of MME, where we compare with PCA, ISOMAP and LLE. Two dimensional projections on four datasets from UCI repository are shown in Figure 1, from which we observe that MME separates data samples from different classes with a larger margin, which will clearly improve the performance of the following classification or clustering algorithms.
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Comparisons and Accuracy



To investigate whether MME can extract useful subspaces that preserve information necessary for the classification task, we ran MME on a number of classification problems and calculate the accuracy of Nearest Neighbor classifier on the embedded data samples. We changed the number of dimensions of the estimated subspace and measured the leave-one-out classification accuracy that could be achieved by projecting data onto the extracted subspace. Besides our MME algorithm, we also implements some other competitive algorithms and present their results for comparison, i.e., PCA[5], ISOMAP[10], LLE[7] and unsupervised LDA (uLDA)[12]. For MME, a linear kernel is used, and the values of C and l are tuned using grid search. The value of ² is
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Figure 1. Dataset visualization results of (from left to right) PCA, ISOMAP, LLE and MME applied to (from top to bottom) the “digits”, “breast cancer”, “wine” and “iris” datasets. fixed at 0.01. For ISOMAP and LLE, a k-NN graph is used, where we select k from 1, . . . , 50 and report the highest accuracy. Results in Figure 2 clearly show advantage of MME over other embedding methods.1



5.4



Dataset Size n vs. Speed



In the theoretical analysis section, we state that the computational time of MME scales linearly with the number of samples. We present numerical demonstration for this statement in figure 3, where a log-log plot of how computational time increases with the size of the dataset is shown. Specifically, lines in the log-log plot correspond to polynomial growth O(nd ), where d is the slope of the line. Figure 3 shows that the CPU-time of MME scales roughly O(n), which is consistent with theorem 7. WebKB & 20−News
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Figure 3. CPU-time (seconds) of MME as a function of the dataset size n. 1 uLDA failed to work on USPS and text datasets due to an out-ofmemory problem.
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Figure 2. Leave-one-out classification accuracy of Nearest Neighbor classifier on the embedded data samples.



6



Conclusions



We propose maximum margin embedding (MME), to project data samples into the most discriminative subspace, where clusters are most well-separated. Detailed theoretical analysis of the algorithm is provided, where we prove that the computational time of MME scales linearly with the sample size n with guaranteed accuracy. Moreover, experimental evaluations on several real world datasets show that MME performs better than several state-of-the-art embedding methods, both in efficiency and accuracy.
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