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Multivariable Spatial Prediction! Jay M. Ver Hoef 2 and Noel Cressie2 For spatial prediction, it has been usual to predict one variable at a time, with the predictor using data from the same type of variable (kriging) or using additional data from auxiliary variables (cokriging). Optimal predictors can be expressed in terms of covariance functions or variograms. in earth science applications, it is often desirable to predict the joint spatial abundance of variables. A review of cokriging shows that a new cross-variogram allows optimal prediction without any symmetry condition on the covariance function. A bivariate model shows that cokriging with previously used cross-variograms can result in inferior prediction. The simultaneous spatial prediction of several variables, based on the new cross-variogram, is then developed. Multivariable spatial prediction yields the mean-squared prediction error matrix, and so allows the construction of multivariate prediction regions. Relationships between cross-variograms, between single-variable and multivariable spatial prediction, and between generalized least squares estimation and spatial prediction are also given.



KEY WORDS: geostatistics, kriging, cokliging, cross-valiogram, best linear unbiased prediction, generalized least squares.



INTRODUCTION In sciences such as geology, biology, and ecology, it is often desirable to predict variables (such as gold content, soil nitrogen, biomass, and species counts) at unsampled spatial locations, based on data observed at nearby locations. For spatial prediction, it has been usual to predict one variable at a time, with the predictor using data from the same type of variable (spatial BLUP or kriging) or using additional data from auxiliary variables (cokriging). However, the spatial prediction of several variables simultaneously may also be of interest. For example, in mining, samples of lead and zinc from the same ore body can be used to predict lead alone, zinc alone, or both lead and zinc at unsampled spatial locations. In ecology, a community is defined as the co-occurrence and abundance of several species at the same spatial locale. Ecologists, then, are concerned with the joint spatial patterns of these species, and it is desirable to predict the joint abundance of species at unsampled spatial locations. I Received 5 June 1991; accepted 31 August 1992. 2Iowa State University, Ames, Iowa 50010.
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Cokriging (see, e.g., Joumel and Huijbregts, 1978; Myers, 1982; Cressie, 1991) could be used to predict simultaneously the joint spatial abundance of several variables by cokriging each variable, one at a time. The problem with this approach is that there is no accounting for the correlation between predicted values. For example, consider multivariate estimation, such as the estimation of a mean vector. The classical multivariate approach is to form a confidence region around the estimated mean vector. The confidence region is a multidimensional spheroid with its long axis oriented toward those vectors where the univariate mean estimates tend to covary. For multivariable prediction, we can follow the same general procedure. The predicted vector has a multidimensional prediction region with its long axis oriented toward regions where the predicted variables tend to covary. This paper extends the methods of cokriging to multivariate spatial prediction. Cokriging has been extended previously to universal cokriging, block cokriging, disjunctive cokriging, and conditional simulation (Myers, 1982, 1984, 1988, 1989). A number of remaining issues regarding cokriging are also clarified in this article. For cokriging, Clark et al. (1989) formulated a new version of the crossvariogram that we denote 21'ij(·); i and} denote two different types of variables, such as lead and zinc. They originally proposed 21'ij(·) because its estimation does not require that Zi ( .) and Zj ( .) be observed at the same location. There is an additional advantage of 21'ij ( .) over the previously used cross-variogram, denoted below as 2vij(·). Myers (1982) gives three assumptions for cokriging using 2vij(·): (1) E[Zi(S + h) - Zi(S)] == 0; i == 1, ... , m. This is the constant mean assumption. (2) Cov [Zi(S + h) - Zi(S), Zj(s + h) - Zj(s + h)] == 2vij(h) depends only on the displacement vector h for all s; i,} == 1, ... , m. (3) For stationary random functions Zi ( .) and Zj ( · ), with finite variances, Cij (h) == Cij(-h), where Cij(h) == cov [Zi(S + h), Zj(s)]; i, j == 1, ... , m. This is equivalent to assuming Cij (h) == Cji (h), and is called the symmetric crosscovariance condition (Joumel and Huijbregts, 1978, p. 326). Conditions (1) and (2) form the intrinsic stationarity hypothesis and are practically necessary for estimation of 2vij(·). Condition (3) is necessary to use 2vij(·) in the optimal cokriging equations, which are defined as the minimized n1ean-squared errors of prediction. Condition (3) is particularly restrictive and difficult. It is a symmetry condition on covariances, so if covariances are unknown, it can not be checked, and if the covariances are known, they can be used directly rather than using cross-variograms. In this paper, we show that condition (3) may be dropped by using the cross-variogram 21'ij(·) of Clark et al. (1989). As an example, we give a covariance model for which (3) does not hold, and demonstrate that the application of cokriging and multivariate spatial prediction using 2vij ( .) can be considerably inferior to using 21'ij(·).



LINEAR MODEL AND NOTATION Consider a spatial vector-valued process:



{z(s): sED},
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where z(s) E ~m and D E ~d. Let the data consist of {z(s.), , z(sn)} at spatial locations {s l' . . . , sn} in D (Fig. 1). The goal is spatial prediction, i. e. , based on the data, we wish to predict Zi (so) or Z (so). Assume Z(s) ==



~(s)



+ el(s)



(1)



where Jl(s) is a mean vector composed of fixed effects, and el (s) is a random vector with zero mean. Define Zi == [Zi(S.), ... ,Zi(Sn)]' and eli == [Oi(S.), ... , Di(Sn)]'. Also, let /lieS) == [xi(S)]'Pi, where Pi is a (1rix1) vector of parameters, and [xi(s)] is a vector of "explanatory" variables for the ith spatial "response" variable to be predicted. Finally, let Xi be an (nx1ri) matrix whose kth row is [Xi (Sk)]'; k == 1, ... , n; i == 1, ... , m, where m is the number of response variables. Then the linear model (1) can be written as,



o o 0



Zm



or



Z



==



Xp +



Z (so)



0



Xm



Pm



elm



wi



P.



o. (so)



wz



P2



w'm



Pm



el. Also,



== X (so) P + el (so)



-



+



02 (so) (3) Om (so)



w;



where == [Oi ... 0; - I [Xi (so)]' 0; + 1 ••• O:n]. Now, let E[el] == 0 and E[el(so)] == 0, and write I: - var (el) and C cov [el, el (so)], where the entries of



....-----------------------,0



·S



C [R2



1



·S



o ·S



·S



2



3



Fig. 1. Example of spatial locations s\ to S3' where data are collected, and so, the spatial location to be predicted, in a twodimensional spatial domain D.
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1:=



1: 11



1: 12



1: 1m



1:21



1:22



1:2m



1:ml



1:m2



1:mm



,and C



Cll



Cl2



Cl m



C21



C22



c2m



Cml



Cm 2



cmm



are given by l:ij = cov «);, ()j) and cij = cov [();, ()j (so)]. Further notation used is: cj = cov [(so)], and Eo(i, j) == cov [0; (so), OJ (so)]·



OPTIMAL PREDICTORS Define a scalar function p; (z; so) as a predictor of z; (so) and the vector function p(z; so) of the data z as a predictor of z (so). Let



Mp



= E {[p(z; so)



- z(so)] [p(z; so) - z(so)]'}



be the mean-squared prediction error (MSPE) matrix of the predictor p(z; so). Define q (z; so) to be an optimal predictor if M p - M q is nonnegative-definite for every p (z; so). This is just a generalization of the nlore fanliliar univariate problem. When predicting 2; (so) with p;(z; so), one wishes to nlinimize E[p;(z; so) - z;(SO)]2 (the mean-squared prediction error) with respect top;(z; so), i.e., find q;(z; so) such that E[p;(z; so) - 2;(SO)]2 - E[q;(z; so) - 2;(SO)]2 is nonnegative for every p;(z; so). It is proved (see Result Al in the Appendix) for the multivariate case that the optimal q (z; so) is E[z(so)lz]. As a consequence, we obtain the well-known univariate result, q;(z; so) == E[z; (so) Iz]. In general, the optimal predictor qi may be difficult to calculate, so we restrict ourselves to linear predictors. The linear predictor b' z is an unbiased predictor of 2;(So) if E(b'z) == E[2;(So)]. Next, define a'z as the best linear unbiased predictor (BLUP) if a'z is unbiased and E[b'z - z;(SO)]2 - E[a'z - z;(SO)]2



is nonnegative for every b such that b'z is unbiased. The BLUP is now generalized for the multivariate case. The linear predictor B'z is an unbiased predictor of z(so) if E[B'z] == E[z(so)]. Next, A'z is the best linear unbiased predictor if A'z is unbiased for z (so), and M



B -



M



A



= E{[B'z



-



z(so)] [B'z - z(so)]'}



- E {[A'z - z (so)] [A'z - z (so)]'}



is nonnegative-definite for every B such that B'z is unbiased. The matrix M B is the MSPE matrix for the linear predictor B' z. Myers (1982) and Quimby et al. (1986) minimize a different criterion, namely the trace of M B ,
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E {[B'z - z (So)]' [B'z - z (So)]}



Comparisons to the nonnegative-definiteness criterion are given below.



UNIVARIATE PREDICTION USING COVARIANCE AND CROSS-COVARIANCE For finding the BLUP, consider first the unbiasedness. From (2) and (3), it is easy to show that, to predict Zi (so) from data z (SI), ... , Z (sn)' we require that b'X == wf for unbiasedness of the linear predictor b'z. Optimal spatial predictors are obtained by minimizing the MSPE matrix (which is a scalar here). The a that makes M b - M a nonnegative for all b, subject to b'X - wf, is



(5)



i == 1,2, ...



where l is a vector of Lagrange multipliers that guarantees the unbiasedness conditions (see Result A3 in the Appendix). These Eqs. (5) are identical to those given by Myers (1982), but, because here the data have been ordered into z == [zi, ... , z:n]', the Eqs. (5) are in a different order. The Eqs. (5) can be solved for a, which yields the BLUP in tenns of covariances:



a'z == C!l:-I z +



(Wi -



(6)



X'l:-ICi)'(X'l:-IX)-IX'l:-l z



The MSPE for the BLUP (6) is



(7)



TWO CROSS-VARIOGRAMS The previously used definition of the cross-variogram is, 2vij (Sb s,)



== cov {[Zi (Sk) - Zi (5,)], [Zj (Sk) - Zj (s,)]}



(8)



Another cross-variogranl, also called a pseudo-cross-variogram by Myers (1991), is 2'Yij(Sb



Sf)



== var [Zi(Sk) - Zj(s,)]



(9)



Clearly, (9) nlay be written as 2'Yij(Sb Sf) == E[Oi(Sk) - OJ(S,)]2. Clark et al. (1989) proposed using E [Oi (Sk) - OJ (S,)]2, which does not contain the mean correction. Myers (1991) gives several relationships between 2vij(·) and 2'Yij(·)' Another useful relationship is, 2Vij(Sb



Sf)



== -'Yij(Sb Sk) + 'Yij(Sb



Sf)



+ 'Yij(S',



Sk) - 'Yij(S"



Sf)



(10)
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First, we will show how 21'ij ( . ) can be used for spatial BLUP. Further discussion and comparisons of 2vij ( .) and 21'ij ( .) are given later.



UNIVARIATE PREDICTION USING VARIOGRAMS AND CROSS-VARIOGRAMS Without loss of generality, for cokriging, let us consider the case m = 2, and suppose we want to predict Zl (so) from z using b'z = bi Zl + b 2z2 • For unifonn unbiasedness, we require E[b'z] = E[ZI (so)] for all P; equivalent conditions are b'X = wi, or b~ Xl = [Xl (so)]' and b 2X 2 = 0'. Then,



Suppose that each Xi has a column of ones, indicating an unknown overall mean effect, so that bi' 1 = 1 and b 21 = 0 are part of the unbiasedness conditions. This assumption is crucial in establishing the algebraic identity that follows. [bi Zl + b 2z2 - Zl (SO)]2 _ ~ ~ b1kbl/[01 (Sk) - 01 (s/)f _ 2 ~ ~ b 1k b 2/[01 (Sk) - 02(S/)]2



k=l/=l



+2 ~



2



b2k [0 2 (Sk)



-



k=l/=l



01(SO)]2



(11 )



2



k=l



2



The algebraic identity (11) reveals that 2l'ij(Sb S/) is a natural cross-variogram for cokriging. A more general proof of (11) is given by Result A2 in the Appendix. Taking the expectation of (11) gives: n



n



n



n



n



n



(12)



In matrix fonn, (12) is M b



= -b'rb + 2b'Yb where,
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( Y11) , Y2I



1'ij(SJ, So



1'ij(S2, So) Yij



and rij =



=



b (bb =



I )



2



1'ij(SJ, SI)



1'ij(SJ, Sn)



1'ij(S2, SI)



1'ij(S2, sn)



1'ij(sn, SI) ... 1'ij (sn' sn)



1'ij(sn, so)



Minimizing (12), we obtain the a that nlakes Mb - Ma nonnegative for all b, subject to b' X = wi, which is contained in the following equations:



r 11 r 12 r 21 r 22



Xl



0



81



Y11



0



X2



82



Y21



Xl



0'



0



0



Al



X 1(so)



0'



X2 0



0



A2



0



(:)



; or



(r



X'



X)



0



(:J



(13)



Solving (13) for a gives the BLUP in terms of cross-variograms: a'z



= Yir-Iz + (WI - X'r-IYI)'(X'r-IX)-IX'r-Iz,



(14)



and the cokriging variance of the BLUP (14) is, M a = Yir-IYl - (WI - X'r-IYI)'(X'r-IX)-I(w I - X'r-IYI)



(15)



see Result A3 in the Appendix. Equation (13) is also given by Myers (1991), although without stating the conditions under which the result holds. We give the identity (11), which yields (13), to demonstrate clearly that the formulation of cokriging using 21'ij(Sb Sf) does not require the symmetry condition (3) in the introduction, but does require that bil = 1 and b~ 1 = 0 in the predictor b' z = bi ZI + b~Z2' (This latter condition is satisfied simply by assuming that each variable has an unknown overall mean effect.)



MULTIVARIABLE SPATIAL PREDICTION USING COVARIANCES Now consider the task of multivariable spatial prediction. We wish to predict z (so) fronl data Z(SI), ... , z(sn)' where z(so) = [Zi(SO), ... , Zj(so)]' is an r X I vector, and {i, ... ,j} C {I, ... , m}. Suppose that z and z(so)
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can be written according to the linear models (2) and (3), respectively, where p is unknown . We will again restrict ourselves to linear unbiased predictors: B (r x mn) z(mn x 1)' where r ~ m. Without loss of generality, consider the case of predicting the complete vector z(so), so that r == m. Uniform unbiasedness is expressed as E[B'z] == E[z(so)] for all P; it is equivalent that B'X == X(so). The MSPE matrix was definedasM b == E{[B'z - z(so)] [B'z - z(so)]'}. The unbiasedness condition allows M B to be written as,



MB



==



E {[B' () - () (so)] [B' () - () (so)]'}



==



B'1:B - B'C - C 'B



+ 1:0



From Result A2 in the Appendix, the A that makes M B - M A nonnegativedefinite for all B, subject to B' X == X (so), is contained in the following set of equations: (16) Notice that Myers (1982) and Quimby et al. (1986) minimize E {[B'z - z (so)]' [B'z - z (so)]}



which also yields (16). It is easy to see why: E {[B'z - z (so)]' [B'z - z (so)]} == tr E { [B 'z



- z (so)]' [B'z - z (so)]}



== E tr{[B'z - z(so)] [B'z - z(so)]'} == tr M B where tr is the trace operator. But because differentiation commutes with trace, minimization results in the same set of Eq. (16). However, M B is more natural for multivariable prediction because it gives the mean-squared prediction errors and the mean cross-product prediction errors. Solving (16) for A gives the BLUP in terms of covariances: A' z == C' I: -



IZ



+ [X (so) - C' I: - I X] (X' I: - I X) - I X' I: - I Z



( 17)



and the MSPE matrix of the BLUP (17) is, M A == I:oC'I:-1C + [X(so) - C'I:-1X](X'I:-1X)-1



(18) Notice that, when C == c., X(so) == wi and Eo (l, 1) replaces I:o, (17) and (18) reduce to (6) and (7), respectively. Notice further than the diagonal entries of M A correspond to cokriging variances (e.g., Joumel and Huijbregts, 1978, p. 325); then the off-diagonal terms could be called the cokriging covariances. From the BLUP (17) and its MSPE matrix (18), joint multivariate prediction regions can be calculated. An example is given later.
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RELATIONSHIP TO GENERALIZED LEAST-SQUARES ESTIMATION OF P



P



The generalized least-squares estimator of P is gls == (X' 1: - 1X) - 1 X'1: -1 z, so the BLUP (17) can be expressed in terms of Pgls'



•



(19) Notice that if the data are Gaussian with known mean the optimal predictor among all predictors, linear or otherwise, is, q(z;so) == E[z(so)lz] == C'1:- I (z - Xp)



+



[X(so)]P



(20)



When p is unknown, (19) isjust (20) with Preplaced by Pgls. Also, the univariate case, first considered by Goldberger (1962) and given by (6) and (7), is just a special case of (19) and (20).



MULTIVARIABLE SPATIAL PREDICTION USING CROSS-VARIOGRAMS Recall that M B == E{[B'z - z(so)] [B'z - z(so)]'}, which we called the MSPE matrix. We wish to find A'z such that M B - M A is nonnegative-definite for all B, subject to B'X == X(so). The unbiasedness condition allows us to write



Without loss of generality, consider the case m == 2. Now, suppose that Xl and X 2 each have a column of ones, so that Zl (.) and Z2 (.) each have an unknown overall mean. This implies, as a part of the unbiasedness conditions, that



B'D == I



(21)



where, D = -



(1o 0) 1



= ,B-



(b b II



I2



b 21



b 22



)



and I is the (2 x 2) identity matrix. We shall see from the results A2 and A3 in the Appendix that, although (21) appears innocuous, it is crucial for the development of multivariable spatial prediction leading to Eqs. (26) and (27) below.
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Next, define



== [Oi(Sk) - OJ(S,)]2 == hi (s" Sk)



fij(Sb s,)



(22)



Let Fij denote the n X n matrix with the k, lth element.hj (Sk, s,); k == 1, . . . , , n; and let.hj denote the n X 1 vector with kth element .hj(Sb so); k == 1, , n. Then, using the relation B'D == I given by (21) and Result A2 in the Appendix, we have the algebraic identity,



n; 1 == 1,



[B' 5 - 5 (so)] [B' 5 - 5 (so)]' ==



(4)B'(-F



where, F



== (F Il F 12 ) F21



_



, F0 =



+ DFb + FoD' - DFooD')B



(f f



F22



ll



f 21



12 )



f 22



_



, and F 00 =



(f



ll (so, so)



f 21 (so, so)



(23)



f



l2 (so, so»)



f 22 (so, so)



Notice that F 00 has zero diagonal elements. The identity (23) is a generalization of (11). Now take the expectation of (23) and use (9) to obtain, M B == -B'rB



+ G'B + B'G - Go



(24)



where G == (YII Y21



YI2), Go == (1'11 (so, so) 1'12 (so, so») Y22



1'21 (so, so) 1'22 (so, so)



and rand Yij are defined below (12). The A that makes M B - M A nonnegative-definite for every B in (24), subject to B'X == X (so), is contained in the following set of equations: (25) Solving for A in (25) gives the BLUP in terms of the cross-variograms (Result A3 in the Appendix): A'z == G'r-Iz



+ [X(so) - G'r-IX](X'r-1X)-IX'r-Iz



(26)



with MSPE matrix M A == -Go



+ G'r-IG - [X(so) - G'r-IX](X'r-IX)-1 (27)



Notice that (26) and (27) do not require the symmetry condition (3) in the introduction, but do require (21) to hold. Condition (21) is satisfied simply by assuming that each variable has an unknown overall mean effect. As in (18), (27) can be used to construct joint multivariate prediction re-
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gions, as shown below. Also notice that, for the univariate case (ordinary or universal kriging), Go is a scalar equal to zero. In (27), Go has zero diagonals but it is generally a nonzero matrix.



RELATIONSHIP BETWEEN MULTIVARIABLE AND SINGLE-VARIABLE SPATIAL PREDICTION Again, for simplicity, consider the case m == 2. Let ai z be the cokriging predictor of ZI (so) and a2 z be the cokriging predictor of Z2 (so). Then, from (13), the coefficients al and a2 are obtained by solving,



This gives exactly the same solution as obtained by solving (25). Likewise, from (5), one-at-a-time prediction with covariances are contained in



which is exactly the same set of equations as (16).



BIVARIATE SPATIAL MODEL A bivariate spatial model is now developed that will be used to show calculations of prediction regions and to compare cross-variograms 21' ij ( .) and 2vij(·) in the following sections. Suppose that n bivariate (i.e., m == 2) random vectors occur at Sk == k; k == 1, ... , n in ~R11. For the purposes of this example, assume the processes have the same mean, E[zj (Sk)] == E[zj(s,)] == j.t; the same variance, var[Zj(sk)] == var[Zj(s,)] == a 2 for all i,j, k, and l; and the covariances are given by a 2p1k -'I,



cov [Zj(Sk), Zj(s,)] == Cij(Sb Sf) == [ I l/;a 2p k -



for i == j I



'+ ~ .



for i



=1=



j



(28)



When i == j, this is a spatial autoregressive process of order 1 (AR( 1)). For an AR(I) process, it is well-known that l:jj is nonnegative-definite for -1 ~ p ~ 1 and a 2 > O. It is not difficult to show that 1: obtained from (28) is also nonnegative-definite for - 1 ~ l/; ~ 1 and - 1 ~ p ~ 1. The parameter l/; controls the cross-correlation between Zj ( .) and Zj ( . ). The parameter Ll causes a spatial "shift" in the cross-covariances so that Cij(Sb Sf) =1= Cjj(s" Sk), except when Ll == O. The model (28) also implies models for both cross-variograms, which are, from (9) and (28),
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for i = j for i



(29)



*j for i



=j



for i



*-



(30)



j



EXAMPLE-PREDICTION REGIONS Let there be n = 5 bivariate vectors from (28), with 0 2 == 1, and suppose that Z (S3) is not observed. We wish to predict either Zi (S3) or Z (S3) from the data collected at the other four locations. Data were simulated from a multivariate Gaussian distribution (m = 2, n = 5) where 1: is obtained from (28) with p = oJ; = .5 and ~ == 1 in the spatial AR( 1) process. The realization we obtained is given in Table I. The predicted value Z(S3), using the other four data values and (17), is shown in Fig. 2, along with the actual value Z (S3). The predictor ii (S3) is simply the projection of Z(S3) onto the Zi th axis. The MSPE matrix M A is given by (18); it is independent of the data and, for this example, is



MA



==



.488 ( -.108



- .108)



.488



The diagonal elements give the one-variable-at-a-time mean-squared prediction errors (or cokriging variances). For Gaussian data, the 100(1 - a)% prediction interval for ii (so) is



ii (so)



± ¢ (a /2) ~MA (ii)



where ¢ (a /2) is the upper [100 (a /2)]th percentile of the standard Gaussian Table I. Realization of Five Random Vectors with Covariance Structure given by (28) in the Text with p = t/; = .5 and .:i = 1



k



21 (Sk)



22(Sk)



1 2 3 4 5



2.130 0.464 1.340 0.783 2.015



0.475 0.213 -.625 0.079 0.098
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• true realization of random vector o predicted realization using 'Y or C - - cokriging prediction intervals - - - - Bonferroni simultaneous prediction region __________ Gaussian simultaneous prediction region



-



-



-



I



I I I



.-----~-+---h___---,----r--__,



z,



3



-2



•



-3 Fig. 2. Vector prediction of a spatial AR( 1) process. The predicted value is obtained from (17), using the data in Table I. The prediction intervals and regions are obtained from (18). Equations (26) and (27) give identical results to (17) and (18).



distribution with zero mean and unit variance, and M A (ii) is the ith diagonal element of M A • The 95 % prediction intervals for ZI (so) and Z2 (so) are given in Fig. 2. Now, when minimizing trace (M B ), which was suggested by Myers (1982) and Quimby et al. (1986), one does not automatically obtain the mean crossproduct prediction errors (i.e., the off-diagonal elements of M B ). For simultaneous inference on 2;(So); i = 1, 2, ... , m, one possible procedure is to use the Bonferroni inequality. Let R i denote a 100 (1 - ai) % prediction interval for 2i (so)· Then, Pr [z[(so) E R;; i = 1, ... , m]



~



1 - (al



+



a2



+ ... +



am)



regardless of the correlation structure. Hence, a conservative 100 (1 - a) % prediction region for all z (so) simultaneously is given by 2;(So)



± ¢(aj2m)



JMA(ii); i



= 1,2, ... , m



The Bonferroni-corrected 95% prediction region for the example above with m == 2 is given in Fig. 2. However, knowledge of the full matrix M A allows one to calculate isopleths of constant density from the multivariate normal distribution. The m-dimensional ellipsoid of constant density, centered at z(so) == A' z and containing 100 (1 a) % of probability, is given by all values of y satisfying,
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[y - Z(So)] 'M A1 [y - Z(So)] ~ X~ (a)



where X~ (a) is the upper (100a)th percentile of a chi-squared distribution with m degrees of freedom. The ellipse for our example is plotted in Fig. 2. It can be seen that, for this particular choice of p, t/;, and Ll, there is negative prediction covariance between 21 (S3) and 22 (S3)·



COMPARISON OF



21'ij(·)



WITH



2vij(·)



Again, data from a multivariate Gaussian distribution with m = 2 and n p = t/; = .7 and Ll = 1 were chosen. The realization we obtained is given in Table II. From (29), the coefficients A in (26) were obtained and are also given in Table II. There are many examples in the literature where vij (Sb Sf) have been used in place of l'ij(Sb Sf), for all i, j, k, and I, in (26) (e.g., Carr and McCallister, 1985; Trangmar et aI., 1986; Yates and Warrick, 1987; Stein et aI., 1988; Mulla, 1988; Hoeksema et al., 1989). Let V'z be the predictor obtained by replacing l'ij(Sb Sf) with Vij(Sb Sf) in (26). From (30) and (26), the coefficients of V can be obtained and are also given in Table II. The predictions Z(S3) using both A and V, along with their 95 % Gaussian prediction regions, are given in Fig. 3. These regions were obtained using (31) and (32) below. For the realization given in Table II, predicting 21 (S3) with A is closer to the true value than predicting 21 (S3) with V, and predictions for



= 5 were simulated from the AR( 1) model (28); here



Table II. Realization of Five Random Vectors with Covariance Structure Given by (28) in the Text with p = t/; = .7 and d = 1a Random variable z\(s,) Z\(S2) Z,(S4) Z\(S5) Z2(S\) Z2(S2) Z2(S4) Z2(S5) Z\(S3) Z2(S3)



Value



1.965 1.584 1.198 1.186 0.758 1.343 1.204 1.469 1.172 0.444



A (col. 1)



A (col. 2)



V (col. 1)



V (col. 2)



.156 .276 .555 .012 -.005 -.202 .607 -.400 [1.291]



-.400 .607 -.202 -.005 .012 .555 .276 .156



.012 .488 .488 0.012 -.183 .183 .183 -.183 [1.454]



-.183 .183 .183 -.183 .012 .488 .488 .012



[1.243]



[1.202]



given are the coefficients for A in (26), using 2"(ij(Sb SI), and V, by substituting 2"ij(Sb SI) for 2"(ij(Sb SI) for all i, j, k, I in (26). Predicted values are in brackets at the bottom of the table, along with actual values.
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true realization of random vector



o predicted realization using 'Y o predicted realization using 11 _ _ Gaussian simultaneous prediction region using 'Y ____ Gaussian simultaneous prediction region using 11
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3 -1



Fig. 3. Vector prediction of a spatial AR(l) process (28) using 2"!ij(Sb SI) vs. 2"i/Sb S/) in Eq. (25), along with their respective prediction regions. The model is p = 1/; = .7 and d = 1 in (29) and (30).



22 (S3) are about equally close. Define M v == E {[V'z - z (so)] [V'z - z (so)]'}. In tenns of covariances, we obtain



M v = V'1:V - V'C - C'V + 1:0



(3,1)



Notice that M v is not the same as (27) with {)'ij} replaced by {vij}. That replacement gives, in general, an incorrect expression for the MSPE nlatrix of V'z. The MSPE matrix of the optimal predictor A'z is given by (18), which is also equal to



M A = A'1:A - A'C - C'A



+



1:0



(32)



Figure 3 shows that the 95 % prediction region using A is smaller than that for V, demonstrating the inferiority of using cross-variograms {2vij}. From (31) and (32), one nleasure of the efficiency of using 2)'ij (Sb s,) as opposed to 2vij (Sb s,) is the quantity, Eff (p, "1/;; Ll) -



det [M A ] det [M v ]



where det [M A ] is the detenninant of M a . For "I/; = I p I and Ll = 1, Eff (p, I pi; 1), for various values of p, is given in Fig. 4. It can be seen that, as I pi increases, indicating increasing autocorrelation and cross-correlation, prediction based on 2)' ij (Sb s,) becomes more and nlore efficient as compared to prediction based on 2Vij(Sb s,). Figure 4 demonstrates that the violation of (3) in the introduction can cause
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Eff(P,lpl; 1)



1



0.5



Fig. 4. Efficiency as a function of -1



p for 2"(ij (Sb s,) vs. 2vij (Sk' s,) (see text for a description of the spatial model and the definition of Eff (p, I pi; 1)).



a p



vastly inferior prediction when using 2Vij(Sb S/) rather than 2-Yij(Sb S/). For the model given by (28), condition (3) only occurs when Ll == 0; then both methods give the same results.



VARlOGRAM MODELS RELATED TO COVARIANCE MODELS In the univariate case, the class of stationary variogram models is larger than the class of stationary covariance models (Matheron, 1971). Let the crosscovariances be stationary, where C~) (h) == Cov [Zj (Sk), Zj (S/)] is defined for all i, j, k, and l, and h == Sk - S/. Then, 2-yif)(h) == C~p(O)



+ cjj)(O) -



2C&Z)(h)



so stationary cross-covariances imply stationary cross-variograms. However, now consider a spatial process where Yi (Sk) == Zi (Sk) + W(Sk) , where W( .) is independent of Zl (.), Z2 (.), . . . , Zm (.); and w(·) is an intrinsically stationary process for which a stationary covariance is undefined. For example, in one dimension, consider a standard Wiener process, where 2-y(w)(h) == Ihl but COV [W(Sk)' w(SI)] == min (Sb SI), which is not a function of h. Then the crossvariogram of Y( .) is 2-y~) (Sk' SI)



== -y if) (Sk - SI) + 2-y(w) (Sk - SI)



which is stationary, but the cross-covariance of Y( .) is



CUY)(Sb SI)



==



Cif) (Sk



- SI)



+ min



(Sb



SI)



which is not stationary. Hence, the class of stationary cross-variogram models is larger than the class of stationary cross-covariance models.



DISCUSSION AND CONCLUSIONS This paper presents best linear unbiased spatial prediction for multivariable data, reviewing the prediction of one variable at a time and extending it to multivariable spatial prediction. Prediction can be based on either covariances
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or cross-variograms {2'Yij}. The general linear model, where z == Xp + (), is considered. We show that the use of the cross-variogram 2'Yij(Sk' s,) for cokriging, rather than the often-used 2Vij(Sb S/), allows the strong symmetry condition (3) to be eliminated. Furthermore, replacing 2'Yij(Sb S/) with 2Vij(Sb s,) in the cokriging Eqs. (13) may very well give a nonoptimal linear predictor, as is illustrated on a bivariate AR( 1) model. Although it is possible to develop joint multivariable prediction regions using cokriging and the Bonferroni inequality, mean cross-product prediction errors given in Eqs. (18) and (27) allow the construction of the more accurate joint multivariable prediction regions (Figs. 2 and 3). It is shown that the cokriging predictor for one variable at a time is identical to the predictor of that same variable in the multivariable predictor. Relationships to generalized least-squares parameter estimation and optimal predictors for Gaussian data were also given. There is still research necessary for multivariable spatial prediction, such as the construction of valid models and estimation of the cross-variogram. Results from the univariate case indicate that the variogram has better estimation properties than those of the covariance function (e.g., Cressie and Grondona, 1992). Further research is necessary to determine whether such properties hold for the cross-variogram as well.
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APPENDIX: SOME STATISTICAL RESULTS The Appendix contains several key technical results that form the basis of this paper. Result At



Consider any m X 1 vector function p (z; so) of the data z to be a predictor of the m X 1 vector z (so). Define,



M p == E {[p(z; so) - z (so)] [p(z; so) - z (so)]'} and define q (z; so) to be an optimal predictor if M p - M q is nonnegativedefinite for every p (z; so). Then an optimal predictor of z (so) is q (z; so) E[z (so) Iz].
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Proof For simplicity, write p(z; so) = p, z(so) = zo, and E[z(so)lz] = E[zolz]. Then, Mp



=



E(p - zo)(p - zo)'



== E(p - E[zolz] + E[zolz] - zo) (p - E[zo\z] + E[zolz] - zo)' = E{(p - E[zolz])(p - E[zolz])'}



+



E {(E[zolz] - zo) (E[zolz] - zo)'}



+



E {(p - E[zolz]) (E[zolz] - zo)'}



+



E {(E[zo\z] - zo) (p - E[zolz])'}



(AI)



but, E {(E[zolz] - zo) (p - E[zolz])'}



== E(E {(E[zolz] - zo) (p - E[zolz])'} lz) == E(E {(E[zolz] - zo) Iz} (p - E[zolz])')



== 0



so,



M p == E{(p - E[zolz])(p - E[zolz])'}



+



E {(E[zolz] - zo) (E[zolz] - zo)'}



and,



Mp



M q == E{(p - E[zolz])(p - E[zolz])'}



-



+



E {(q - E[zolz]) (q - E[zolz])'}



If q == E[zolz], then,



Mp for every P



-



Mq



== E{(p - E[zolz])(p - E[zolz])'}



* q, which is always nonnegative-definite.



•



Result A2 Let



() ==



,B ==



b ll



b 12



b Im



b 2I



b 22



b 2m



,D ==



In



0



0



o



In



0



o



0
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,Fo ==



f ij ==



J12



(so, So)



J22 (So,



So)



f ll



f l2



f lm



f 21



f 22



f 2m



f ml



f m2



f mm



· .. JIm (So, · .. J2m



So)



(So, So)



F oo == Jm2



F ij



==



and F ==



(SO, SO)



· .. Jmm (SO,



Jij(Sh



SI)



Jij(Sh



S2)



· .. hj(Sh Sn)



hj(S2'



SI)



hj(S2'



S2)



· .. hj(S2' Sn)



hj(Sn,



S2)



· .. hj(Sn' Sn)



F II



F 12



F lm



F 21



F 22



F 2m



F ml



F m2



Fmm



So)



where iii is given in (2), fij (Sb S/) is defined in (22), and In is an (n xI) vector with each element 1. For ease of notation, suppose that all m variables occur at all n spatial locations, so 


Proof Define 1m as an (m xI) vector with each element 1, and an (mn X 1) vector with each element 1. Notice that, F == iil:nn 0 


+



Imn ii'



0



Imn ii



Imn



as



"



F o == 


+



Im[ii(so)]' 0 1m[ii (So)]'



where 0 is the Hadamard product (Magnus and Neudecker, 1988, p. 45). Substituting for the F's yields,
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- F



+ DFb + FoD' - DFooD'



where all Hadamard products cancel because DIm



= lmn-



Therefore,



(4)B' (-F + DFb + FoD' - DFooD')B = [B' 5 - 5 (so)] [B'5 - 5 (so)]' because B'D = 1m •



•



Result A3 (i) In tenns of covariance, the MSPE matrix is M B = B'~B - B'C C'B + ~o, and B satisfies B'X = X o, where ~, C, X, and X o are defined below Eqs. (A2) and (A3). Then, the matrix A that satisfies A'X = X o and makes M B - M A nonnegative-definite for every B, subject to B'X = X o, is A = ~-lC



+



~-lX(X'~-lX)-I(X(SO)



- C'l:-lX)'



(A2)



provided all inverses exist. (ii) Likewise, in tenns of cross-variograms, M B = - B'rB + B'G + C'G - Go, assuming B satisfies B'X = X o and B'D = I (see Eg. 21), and where r is defined below (12) and G is defined below (24). Then the matrix A that satisfies A'X = X o and A'D = I, and makes M B - M A nonnegative-definite for every B, subject to B'X = X o and B'D = I, is A



=



r-1G



+ r-1X(X'r-1X)-I(X(so) - G'r- 1 x)'



provided all inverses exist. (iii) The matrices A in (i) and (ii) are identical. Proof Straightforward multiplication shows that A'X and (ii). For the covariance case (i), write



MB



-



=



(A3)



X o in both (i)



M A = E {[B'z - A'X] + [A'X - z(so)]} . {[B'z - A'X]



+ [A'X - z(so)]}, - M A



= (B'1:B - B'1:A - A'1:B +



A'~A)



+R



where,



R =



B'~A



+



A'~B



-



2A'~A



- B'C - C'B



+



A'C



+ C'A



Using the fact that B'X = X o and the definition of A in (A2), it is not difficult to show R = 0, so



MB



-



M A = (B -



A)'~(B



- A)



which is always nonnegative-definite if 1: is nonnegative-definite. Using Result
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A2, condition (21), the fact that B'X (ii) we can show similarly that MB



-



Xo and the definition of A in (A3), for



M A = -(B - A)'r(B - A)



This is always nonnegative-definite if (B - A)'lmn = Om' which is true because A'D = B'D = 1m (Eq. 21) and DIm = lmn (as a Result A2). To see why -(B A) 'r (B - A) is nonnegative-definite, define



u-



var [Zl (St)]



var [Zl (Sn)]



var [Zm (51)]



var [Zl (Sn)]



var [Zl (51)]



var [Zl (Sn)]



var [Zm (St)]



var [Zl (Sn)]



and notice that 2r = U - 21: + U'. But, from Eq. 21, (A - B)' U = 0, so -(B - A)'r(B - A) = (B - A)'1:(B - A), which is nonnegative-definite. For (iii) note that M B is a strictly convex function of the elements of B, and hence any A, for which M B - M A is nonnegative definite, is unique.
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