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Introduction



The goal of the paper is studying the asymptotic behaviour of OLS estimator of residual autocovariances and of the Ljung-Box portmanteau test statistic for multiple autoregressive models with nonindependent errors. Under mild assumptions Ljung-Box test statistic has an asymptotic distribution of a weighted sum of chi-squared independent variables. However, given conditional heteroskedasticity asymptotic distribution will be different. The paper provides a method of correction for heteroskedastic errors case.



VAR(p) models



Let’s assume VAR(p) model specification where d-dimensional vector Xt are represented by linear combination of past p values Xt−1 , . . . , Xt−p and an error t . The number of parameters that are to be estimated - pd 2 . In practice the choice of p is important, because p is unknown. Thus it is crucial to check the fit of VAR(p) for a given p. Portmanteau test for statistical significance of residual autocovariances Chitturi(1974), Hosking(1980). The main goal of the article is to give asymptotic distributions of Q statistic under H0 for a classical case ie. t are iid, and for the case where t are not independent but are uncorrelated.



OLS estimation of Var(p)



Let’s write Xt =



p X



A0i Xt−i + t



for



t∈Z



i=1



with standart regularity condition det(Id −



Pp



i=1



A0i z i ) 6= 0 for |z| < 1.



Define vector of unknown parameters θ0 = vec(A01 , A02 , . . . , A0p ). ˜t = (X 0 , X 0 , . . . , X 0 )0 , and write Now X t



t−p



t−1



˜ ˜ Σ Xt ,X



t−h



= 1/n



n X



˜t−h , Xt X



˜˜ ˜ Σ Xt , X



t−h



t=1



θˆOLS,n = vec







˜ ˜ Σ Xt ,X



= 1/n



n X



˜t X ˜t−h X



t=1



t−1



˜ −1 Σ ˜







˜t−1 Xt−1 ,X



Its possible to show that given that p is whell chosen and under t strong white noise, it follows that θˆOLS,n is consistent and asymptotically normally distributed.



Empirical residuals of VAR(p), given θˆOLS,n



Residuals are defined as ˆt = (ˆ 1t , ˆ2t , . . . , ˆdt )0 = Xt −



p X



Ai Xt−i



i=1



and are dependent on θˆn . Empirical autocovariances are defined in the natural way ˆ (1)}0 , {vec Γ ˆ (2)}0 , . . . , {vec Γ ˆ (m)}0 )0 γ ˆm = ({vec Γ where ˆ (h) = 1/n Γ



n X t=h+1



t 0t−h



Empirical residuals of VAR(p), given θˆOLS,n



Now to get the correlations, there is one by one standarization ˆ  (1)}0 , {vec R ˆ  (2)}0 , . . . , {vec R ˆ  (m)}0 )0 ρˆm = ({vec R ˆ (h)S ˆ−1 ˆ  (h) = S ˆ−1 Γ R with ˆ = diag {ˆ S σ (1), σ ˆ (2), . . . , σ ˆ (d)},



v u n X u σ ˆ (i) = t1/n ˆ2it t=1



Under this specification it can be shown that normal distribution.



√



nρˆm will have asymptotically



Qm statistic



The multivariate version of Box Pierce statistic Qm takes a form Qm = n



m X



ˆ0 (h)Γ ˆ (0)−1 Γ ˆ (h)Γ ˆ (0)−1 } tr {Γ



i=1



or equivalently Qm = n



m X



ˆ (h))0 [Γ ˆ (0) ⊗ Γ ˆ (0)]−1 vec(Γ ˆ (h))} {vec(Γ



i=1



The statistic under correct specification of VAR(p) and strong white noise will converge to chi-squared distribution with (m − p)d 2 degrees of freedom. (This is under convergence with m → ∞, it may be shown that it is close to md 2 )



Weakly dependent errors case



There are two variables estimated under H0 by OLS, θˆm and



ˆ = Γ ˆ (0) = 1/n Σ



n X



ˆt ˆ0t



t=1



Through ergodicity of t it may be proven that θˆt → θ0 , almost surely.



ˆ t → Σt Σ



Asymptotic normality of θˆOLS,n under weak errors



Let’s assume mixing of Xt , αX (h) = supA∈σ(Xu ,ut) |P(A ∩ B)P(A)P(B)| with ∞ X



{αX (h)v /(2+v ) } < ∞,



||Xt ||4+2v < ∞



h=0



for some v > 0, then we get asymptotic distribution of θˆn √



D



n(θˆn − θ0 ) − → N(0, Σθˆn )



Σθˆn =



∞ X h=−∞



−1 0 ˜ ˜0 E {Σ−1 ˜ Xt−1 Xt−h Σ ˜ ⊗ t t−h } Xt



Xt



Asymptotic distribution of residual covariances under H0 and weak error assumption



Empirical covariances are derived identically as in t strong white noise case. Given t (θ0 ) write  cm = {vecC1 }0 , {vecC2 }0 , . . . , {vecCm }0 ,



Ch = 1/n



n X t=h+1



S = diag (σ (1), σ (2), . . . , σ (d)),



0≤h


Now define  t−1  .  ˜0 = −E  ..  ⊗ Xt−1 ⊗ Id t−m 



Φm



t 0t−h



Asymptotic distribution of residual covariances under H0 and weak error assumption



and Ξ=



Σcm Σ0 ˆ



cm ,θn



Σcm ,θˆn Σθˆn



! =



∞ X



E Υt Υ0t−h



h=−∞



where Υt =



  wt , vt



wt = (0t−1 , 0t−2 , . . . , 0t−m )0 ⊗ t , ˜ vt = Σ−1 ˜ Xt−1 ⊗ t Xt



Asymptotic distribution of residual covariances under H0 and weak error assumption



then √



D



nˆ γm − → N(0, Σγˆm )



Σγˆm = Σcm + Φm Σθˆn Φ0m + Σcm ,θˆn Φ0m + Φm Σ0c



ˆn m ,θ



and √



D



ˆ ρˆ ) nρˆm − → N(0, Σ m



ˆ ρˆ = {Im ⊗ (S ⊗ S )−1 }Σ ˆ γˆ {Im ⊗ (S ⊗ S )−1 } Σ m m



Estimation of Ξ, Φm , S



ˆ γˆ , Σ ˆ ρˆ depend on unknown matrices Ξ, Φm , S . Σ n n S (variance of t element by element) may be approximated from empirical counterpart. Φm may be estimated using the following Φm = −



m−1 X



˜ i 0 ⊗ Id {1m×p (i + 1, 1) ⊗ Σt }A



i=0



where 



0 0  . . . 1m×p (i, j) =     .. . 0



0 0 .. . 1i,j .. . 0



... ... .. . .. . ...,0



 0 0  ..   .    ..  . m×p



Estimation of Ξ, Φm , S



and A1  Id  ˜= A  



... 0 .. . 0



Ap−1



Ap



    



Id



0



Recall that Ai are estimated coefficients of VAR(p) forming θˆOLS,n after stacking and vectorization. Ξ is estimated using spectral density approach.



Corrected Box Pierce statistic Qm



ˆ m converges in distribution as In the weak VAR(p) framework, portmanteau statistic Q n → ∞ to 2



Zm (ξm ) =



d m X



ξi,d 2 m Zi2 ,



Zi ∼ N(0, 1)iid



i=1



where 0 0 0 0 ξm = (ξ1,d 2 m , ξ2,d 2 m , . . . , ξd 2 m,d 2 m )



is the vector of eigenvalues of     −1/2 −1/2 −1/2 −1/2 Ωm = Im ⊗ Σ ⊗ Σ Σγˆm Im ⊗ Σ ⊗ Σ



Some notes



Correction for the weak errors is obtained through estimating weights for generic independent standart normals Zi . Distribution of Zm (ξm ) is obtained using the Imhof algorithm (1961). The question may be asked whether this asymptotic limit will be obtained through using the derivatives of VAR(p) process.
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