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Abstract



Using the data on domestic air transport in Japan, this paper ﬁnds that an increase in airport users has a positive impact on air travel demand. The estimation results of a nested logit model describing air travel demand reveal that the positive impact from a 10% increase in airport users is as large as that from a 10% discount on airfares or from one additional ﬂight per day. The results also show that if an air travel demand model omits the term representing the network eﬀect through airport usage as in previous studies, the estimated coeﬃcients are biased and ampliﬁed. Keywords: Network eﬀect; Air travel demand; Omitted variable bias JEL classification: L93; L14; L15
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Introduction



Network eﬀects, which refer to the change in the value from consuming a product as the number of its users increases, have been investigated in the literature on industrial organization. Network eﬀects can be classiﬁed into two types: direct and indirect. Direct network eﬀects arise when the value from consuming a product comes from the interactions among consumers, as in mobile phones. Indirect network eﬀects arise when the value is linked to the diversiﬁcation of auxiliary products or services that depends on how many consumers use the product, as in video games. Empirical studies have reported the existence of network eﬀects for various products, such as mobile phones (e.g., Kim and Kwon, 2003) and video games (e.g., Clements and Ohashi, 2005).
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This paper focuses on air travel demand, and empirically investigates the existence and economic signiﬁcance of the network eﬀect on it: the primary question is whether or not the number of air passengers inﬂuences the value of air travel demand. Since air passengers necessarily use airports, an increase in air passengers is followed by an increase in airport users. There may be at least two eﬀects through which the number of airport users aﬀects the value of air travel demand; we refer to these eﬀects as the network eﬀects through airport usage. The ﬁrst eﬀect is a negative direct network eﬀect: the discomfort of congestion at airports (Birke, 2008). The second eﬀect is a positive indirect network eﬀect: the diversiﬁcation of auxiliary services. An air traveler consumes not only air transport services but also auxiliary services, such as access means to airports, shops in terminal buildings, and parking facilities and hotels around airports. Hence, the diversiﬁcation of these services may enhance the value of air travel.
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In addition, the



diversiﬁcation may depend on the number of airport users. For example, the Haneda airport, the most utilized airport in Japan, has provided a new terminal building and diversiﬁed restaurants and shops in 2004. On the other hand, the withdrawal of Japan Airlines, which is one of the largest airlines in Japan, from Fukushima airport forced some restaurants and shops in the airport terminal to shut down in 2009. In summary, an increase in air travelers, or airport users, may follow the diversiﬁcation of auxiliary services, which may enhance the value of air travel. This paper provides the ﬁrst attempt to empirically identify the network eﬀect on air travel demand, employing the monthly data on domestic air transport in Japan by route and airline during 2000-2005. We begin with a reduced-form estimation to examine the existence of the network eﬀect. The estimation with careful handling for identiﬁcation reveals that the number of passengers on a route is positively aﬀected by those on the other routes relating to either airport on the route. For example, the passengers traveling between airports A and B increase when those between A and C or between B and D increase. This implies the existence of the net positive network eﬀect through airport usage, suggesting the signiﬁcance of the indirect network eﬀect based on auxiliary services. Then, using the same data set, we estimate a nested logit model describing air travel demand. The estimation results reveal that the value of air travel is positively inﬂuenced by the number of airport users, again suggesting that the network eﬀect is net positive. The network eﬀect is not only statistically but also economically signiﬁcant: the positive impact from a 10% increase in airport users is as large as that from a 10% discount on airfares or from one additional ﬂight per day. Although many empirical studies on the airline industry employ the estimation of air travel electronic payments systems (Gowrisankaran and Stavins, 2004). 2 Today, many airports generate a large proportion of their income from non-aeronautical (or concession) activities relating to auxiliary services. Hence, in the literature on airport operations, the importance of auxiliary services has been recognized (e.g., Zhang and Zhang, 2003). However, to my knowledge, no study regards the diversiﬁcation of auxiliary services as a factor inﬂuencing air travel demand. 3 In the present paper, we diﬀerentiate “air travel” from “air transport service.” Air transport services refer to ﬂights provided by airlines. Air travel consists of not only the air transport service but also auxiliary services.
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demand,
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to my knowledge, there exists no work that includes the network eﬀect. If there exists



the network eﬀect on air travel demand as suggested by the estimation results of the paper, the estimates of the previous studies may suﬀer from the omitted variable bias. Thus, another objective of this paper is thus to investigate whether or not and to what extent the bias is entailed by the misspeciﬁcation in that an air travel demand model omits the term representing the network eﬀect. Our demand estimation reveals that the omitted variable problem makes the estimates of the coeﬃcients biased and ampliﬁed. For example, the price coeﬃcient, which is expected to be negative, is biased negatively by more than 20%. Further, the coeﬃcients of the variables representing the inconvenience of air travel, expected to be negative, are also biased negatively. The possible cause of this ampliﬁed bias, which is discussed more comprehensively in the body of this paper, is that the omitted network eﬀect is confused with the direct eﬀect from the explanatory variables and/or that the variables have a tendency to simultaneously move in the same direction in the samples. Note that this paper focuses on the eﬀect from the number of airport users, and not on the eﬀect from the network conﬁguration of the airlines. However, the result of this paper is also related to the literature on the network conﬁguration of the airlines. The main interest of these works is the advantages and disadvantages of a hub-and-spoke system, where the airports are linked via a hub airport, as compared to a point-to-point system, where the airports are directly connected to each other.
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These works cover such issues as the supply-side economies of scale (e.g., Brueckner



and Spiller, 1994 and Mayer and Sinai, 2003) and the strategic eﬀects on entry deterrence (Oum, Zhang, and Zhang, 1995), on product diﬀerentiation (Berechman, Poddar, and Shy, 1998) or on the determination of capacity (Barla and Constantatos, 2005).
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The positive eﬀect from the number



of airport users, which this paper sheds light on for the ﬁrst time, can be an additional advantage of a hub-and-spoke system: the system can leverage the positive network eﬀect because it gathers passengers at the hub airport. The next section begins by explaining the data used in the following analysis, and then, outlines the empirical strategy to identify the network eﬀect. Section 3 estimates a reduced-form model to conﬁrm the existence of the network eﬀect in a relatively reliable manner. Section 4 estimates a nested logit model using the term representing the network eﬀect, and quantiﬁes its signiﬁcance. This section also investigates the possible bias owing to the exclusion of the network eﬀect. Section 5 provides some concluding remarks. 4



The investigated topics include the passenger’s evaluation of safety (Hartmann, 2001), mergers (Richard, 2003; Peters, 2006), and airline alliances (Gayle, 2007; Armantier and Richard, 2008). 5 After the deregulation, major airlines have constructed hub-and-spoke systems. Recently, while low-cost carriers have adopted point-to-point systems, the hub-and-spoke systems are still prominent, especially in international networks. 6 As another example, Kawasaki (2008) investigates the network conﬁguration of the airlines using a theoretical model with heterogeneity in the value of time across passengers.
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Empirical Framework



Subsection 2.1 displays the data used in the following estimation analyses. This subsection also provides the scatter chart that implies a positive correlation between the number of passengers on a route and those on the other routes employing a common airport. Although this positive correlation is consistent with the positive network eﬀect through airport usage, there are other possible factors that may be generating the correlation. Subsection 2.2 summarizes our empirical strategy to identify the network eﬀect and to distinguish it from the other factors. Following the strategy, we estimate, in the subsequent sections, a reduced-form model and a discrete choice demand model.



2.1



Data



This study employs the publicly available data on domestic air transport in Japan. The core data on ﬂight frequency and the number of passengers are obtained from the Annual Report on Air Transport Statistics, which provides the data aggregated by month, route, and airline. In the present study, a route is deﬁned as a pair of airports and is not distinguished by the direction of transport, since the annual report does not provide the data disaggregated by direction. The data sources of the other variables are reported in the Appendix. The data period is from April 2000 to October 2005,
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and we employ the data for the month of January, April, July, and October in



each year for the estimation.
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Figure 1 is the scatter chart with the dots corresponding to the month-route pairs. The vertical axis represents the number of passengers on a route (e.g., Haneda-Fukuoka). The horizontal axis represents the number of airport users excluding the passengers on the route (for example, the total number of users at the Haneda airport and the Fukuoka airport other than those on the HanedaFukuoka route), that is, the total number of passengers on the other routes relating to either airport on the route (for example, the sum of the number of passengers on the Haneda-Sapporo, HanedaItami, Fukuoka-Sapporo, etc., routes). The dots in the right part of Figure 1, which denote the large numbers of airport users, correspond to the routes relating to the Haneda airport, the most utilized airport in Japan. The dots in the upper right part, which denote not only the large numbers of airport users but also the large numbers of passengers on the routes themselves, correspond to the Haneda-Sapporo, -Fukuoka, -Itami, and -Naha routes. The subsequent sections conﬁrm the robustness of the empirical results to these outlier samples. 7 In Japan, the deregulation of the airline industry was completed in February 2000, enabling airlines to set airfares freely. 8 In the following estimations, we control seasonality by time dummy (i.e., month-year dummy) variables. Further, when we divide the samples into four groups by month and conduct the estimations separately for each group, qualitatively similar results can be obtained.
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Figure 1 implies a positive correlation between the number of passengers on a route and the number of airport users. This is consistent with the existence of the positive network eﬀect through airport usage: the demand on a route is positively aﬀected by an increase in the passengers on other routes because it is followed by an increase in airport users. Of course, there are other factors that may be generating the positive correlation shown in Figure 1. For example, if the air travel demand curves of each route shift simultaneously in the same direction according to the economic climate, then the positive correlation will be obtained. The next subsection outlines the strategy to identify the network eﬀect and distinguish it from the other factors.



2.2



Identification Strategy



Air passengers necessarily use airports. There are at least two possible network eﬀects on air travel demand through airport usage. One is the negative direct network eﬀect: an increase in airport users may give rise to the discomfort from airport congestion. The other is the positive indirect network eﬀect: an increase in airport users may generate the comfort from the diversiﬁcation of auxiliary services, such as access means to airports, shops in terminal buildings, and parking facilities and hotels around airports. As the ﬁrst step to empirically investigate these network eﬀects on air travel demand, this paper tries to identify the net eﬀect of them. This subsection outlines the identiﬁcation strategy to distinguish the network eﬀect from the other factors. To identify the network eﬀect on air travel demand, we utilize its characteristic in that it is through airport usage. Speciﬁcally, we investigate whether or not and to what extent the number 5



Figure 2: Identification Strategy



Air travel demand on route AB (between airports A and B) Network effect through airport usage Users of airport A



Users of airport B



Passengers on route AB Passengers on route AC



Investigating the influence of these numbers



Passengers on route AD



of passengers on a route is aﬀected by an increase in passengers on the other routes that take oﬀ from/land at either airport relating to the route (Figure 2). For example, we examine the inﬂuence on the air travel demand on route AB (the route between airports A and B) of the number of passengers on other routes relating to either airport A or B (e.g., routes AC, AD, BC, and BD). If the positive (negative) network eﬀect is signiﬁcant, an increase in the passengers on route AC strengthens (weakens) the demand on route AB. By contrast, if the net eﬀect is insigniﬁcant, we observe no impact on the demand on route AB from an increase in the passengers on route AC. As noted in the previous subsection, simultaneous shocks to all the routes sharing an airport may generate the positive correlation between the numbers of passengers on these routes. For example, a vogue of sightseeing spots around airport A will strengthen the demand on all the routes relating to the airport (e.g., routes AB, AC, and AD). The positive correlation between the numbers of passengers then would be confused with the positive network eﬀect. To eliminate this confusion, we utilize the variation in the number of passengers that comes not from unobserved shocks but from the variation in ﬂight frequency. Speciﬁcally, we conduct a 2SLS estimation and employ ﬂight frequency as an instrumental variable for the number of passengers. As the next section discusses in detail, ﬂight frequency seems a valid instrument: it is expected to positively aﬀect the number of passengers because a high ﬂight frequency is likely to enhance the convenience of passengers, and, in addition, expected to have no correlation with the error term representing the short-run shocks.
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In short, to distinguish the network eﬀect from the simultaneous unobserved



shocks, we investigate whether the number of passengers on a route is aﬀected by the increases in the passengers on the other routes that depend not on the unobserved shocks but on the increases 9



We control the long-run shocks using route dummy variables.



6



in ﬂight frequency.
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There is another concern with regard to the identiﬁcation of the network eﬀect: the confusion with the “hub eﬀect.” In the following estimations, we focus on the coeﬃcient of the number of airport users, which is expected to represent the network eﬀect through airport usage. However, the number has a strong positive correlation with the number of routes available from the airport (i.e., the number of airports directly connected with the airport). The correlation coeﬃcient is 0.80 in the present data. The number of routes available from an airport may have a positive impact on the demand of each individual route relating to the airport because an increase in the available routes will grow the number of transit passengers making connections at the airport. For example, an additional route from airport A (route AE) may develop new air travel markets with transfer at airport A (markets B-A-E, C-A-E, and D-A-E), and thereby, increase transit passengers using each spoke route (routes AB, AC, and AD). Hereafter, we refer to this as the “hub eﬀect” that is a positive eﬀect in that an increase in routes available from an airport increases the transit passengers on each spoke route. If the hub eﬀect exists, it would be confused with the network eﬀect because of the strong positive correlation between the number of airport users and the number of routes. By using the data on domestic air transport in Japan, the confusion relating to the network eﬀect and the hub eﬀect is not that bothersome, because the hub eﬀect is not important in Japan: most travelers in Japan do not make connections. robustness of our empirical results by two methods.
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However, to be certain, we conﬁrm the



The ﬁrst is to directly control the hub eﬀect



with adding the number of routes available from an airport into the set of explanatory variables. Although this method seems straightforward, it may be diﬃcult to distinguish the eﬀect of the number of routes (the hub eﬀect) from that of the number of passengers (the network eﬀect) due to the strong collinearity between the two. Hence, we employ another method to mitigate the confusion: restricting samples to the routes relating to the non-hub airports, the airports at which passengers scarcely make connections. For such samples, since the hub eﬀect is less signiﬁcant, the confusion between it and the network eﬀect becomes less serious. Based on the above identiﬁcation strategy, Section 4 estimates an air travel demand model to 10



An important presumption for identiﬁcation is that the demand of a route is not directly aﬀected by the ﬂight frequency on the other routes. The indication of Manski (1993) for identiﬁcation of peer eﬀects serves as a useful reference. Manski (1993) stresses that it is diﬃcult to distinguish an “endogenous eﬀect” (or a peer eﬀect) from an “exogenous eﬀect.” In the present case, it seems impossible to distinguish the network eﬀect, which corresponds to the endogenous eﬀect, from the direct eﬀect from the ﬂight frequency on the other routes, which corresponds to the exogenous eﬀect. Hence, it is worth emphasizing that we assume no direct eﬀect from the ﬂight frequency on the other routes, and that we discuss the robustness of the empirical results to this assumption in Subsection 3.2. 11 For example, non-transit passengers accounted for 95.3% of the domestic passengers according to the Air Passenger Movement Survey (Koku Ryokyaku Dotai Chosa in Japanese) in 2003. 12 The most straightforward method is to employ the data on only the non-transit passengers. Unfortunately, the number of passengers in our data contains both the transit and non-transit passengers. The Air Passenger Movement Survey’s available data is disaggregated into transit and non-transit passengers. However, the survey takes place one day in autumn once every two years. Since the suﬃcient length of time dimension is necessary to control for the route ﬁxed eﬀects, we do not use the Survey’s data but the data described in the previous subsection.
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quantify the impact of the network eﬀect and to investigate the bias owing to the omission of the term representing the eﬀect. Before introducing such a model, Section 3 conducts a relatively simple and reliable analysis to examine the existence of the network eﬀect by estimating a reduced-form model and conﬁrming the robustness to some possible problems.
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Reduced-form Estimation



This section conﬁrms the existence of the network eﬀect in the market under study. Subsection 3.1 introduces a simple reduced-form model, in which it is easier to check the robustness of the results than the demand model introduced in Section 4. Subsection 3.2 shows the estimation result suggesting the existence of the positive network eﬀect, and conﬁrms its robustness to some possible empirical problems.



3.1



Reduced-form Model



If the number of passengers on a route is aﬀected by those on the other routes sharing an airport with it, we can conclude that there exists the network eﬀect through airport usage. Based on this idea, we estimate the following regression model: qrt = α1 qotrt + α2 frt + Rr + Tt + ert ,



(1)



where subscripts r and t represent the route and time (i.e., month-year pair), respectively (hereafter, the subscripts are omitted if there is no confusion); qr denotes the number of passengers on route r; qotr denotes the total number of passengers on the other routes sharing an airport with route r;
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and f denotes the ﬂight frequency. R and T represent the route- and time-ﬁxed eﬀects, respectively, and we control them by employing dummy variables in our estimations below. e is the error term with mean zero. Our primary interest is in α1 , which expresses the impact from the number of passengers on the other routes sharing an airport, and can be interpreted as the network eﬀect. If there exists the net positive eﬀect, then α1 > 0. (If negative, α1 < 0.) On the other hand, without the network eﬀect, qot would have no impact on q, i.e., α1 = 0. In the present study with the data period less than six years, we presume that fr is uncorrelated with the “short-run” shocks remaining in er after controlling for the “long-run” shocks included in the route ﬁxed eﬀect Rr . Although it is possible that the determination of ﬂight frequency by airlines depends on the short-run shocks in theory, it seems diﬃcult in reality to adjust the ﬂight 13 Our data consist of passengers on domestic routes, i.e., the routes connecting two airports in Japan. However, since the network eﬀect under study is through airport usage, if possible, we should also take into account the passengers on international routes, i.e., the routes connecting a Japanese airport and a foreign airport. Subsection 3.2 conﬁrms the robustness of the empirical results to the exclusion of international passengers.
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frequency at short intervals because of various reasons: limitation of airport slots, complicated airplane utilization schedule from the viewpoint of the whole airline network, and time lags between the determination and implementation of the change in frequency.
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Indeed, ﬂight frequency is



not adjusted very often: a change in ﬂight frequency on a route occurs on average once every four years in our samples.
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Hence, it seems reasonable to assume that fr and er are independent after



controlling for the long-run shocks Rr . As pointed out in Subsection 2.2, the errors may be positively correlated across the routes sharing an airport. If so, qotr becomes positively correlated with the error er , and the OLS estimation will result in a positively-biased estimate of α1 . To deal with the possible correlation, we estimate (1) by 2SLS with f otrt , the sum of the ﬂight frequencies on the other routes relating to either airport on route r, employed as an instrumental variable for qotrt . Since an increase in ﬂight frequency is likely to enhance the convenience of air travel, f ot will be positively correlated with qot. In addition, if fr is independent of the short-run shocks in er as discussed in the previous paragraph, f otr is expected to be uncorrelated with er . The next subsection shows the estimation results, and conﬁrms the robustness to some possible problems including the validity of the instrumental variable.



3.2



Results of the Reduced-form Estimation



Table 1 shows the results of the estimation of the reduced-form model (1). Column 1-1 displays the results from the OLS estimation, and Column 1-2, from the 2SLS estimation. In both columns, the estimate of α1 , the coeﬃcient of qot, is positive and signiﬁcant at the 1% level, suggesting the existence of the positive network eﬀect. The estimate of α1 from OLS is larger than that from 2SLS; this is consistent with the expected upward bias owing to the positive correlation between qot and the error term. Column 1-3 reports the results of the ﬁrst-stage regression of the 2SLS estimation of column 1-2, showing a signiﬁcant positive impact of f ot on qot as expected. These results suggest that f ot works well as an instrumental variable for qot. Last, the ﬂight frequency coeﬃcient is estimated to be signiﬁcantly positive; this can be interpreted as the passengers taking the ﬂight frequency into account because this determines the convenience of air travel. In summary, along with providing seemingly reasonable estimation results, the reduced-form analysis suggests the existence of the positive network eﬀect through airport usage. Before introducing a discrete choice model to describe the air travel demand, in the following part of the section, we conﬁrm the robustness of the reduced-form estimation results to some possible problems: the disturbance of the outliers, the confusion with the hub eﬀect, the validity of the instrumental variable, and the 14



For example, the press release on January 2011 of All Nippon Airways, one of Japan’s largest airlines, announced the changes in ﬂight frequency in July of that year. (ANA News 11-008) 15 This average is calculated for the 195 routes that appear in our data in every October of the period 2000-2005.
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Table 1: Results of the Reduced-form Estimation



Variable



Unit



qot



1-1



1-2



OLS



2SLS



Est.



[Std. err.]



Est.



1-3 First-stage of 1-2 (Regressand: qot )



[Std. err.]



Million passengers/day



18.01 [1.31] ***



12.02 [2.19] ***



f



100 flights/day



8.65 [0.70] ***



8.89 [0.70] ***



fot



100 flights/day Adjusted R



[Std. err.]



Est.



-0.001



[0.004]



0.013 [0.0003] ***



2



0.986



0.986



0.993



Notes: All estimations are based on 5,931 observations, and include the route and time dummy variables, which are not reported in the table. The regressands of 1-1 and 1-2 are q (in 1,000 passengers/day). Std. err. represents the heteroskedasticity robust standard error. *** denotes the 1% significance.



Table 2: Robustness of the Reduced-form Estimation Results



qot f



2-1



2-2



Excluding outliers



Excluding Haneda



6.38 [1.20] *** 6.15 [0.35] ***



10.18 [1.89] *** 5.49 [0.41] ***



0.976 5839



2-3



Non-hub airports



2



2-5 Routespecific time trends 18.02 [3.57] *** 7.88 [1.03] ***



2-6



2-7



2000.42003.1



2003.42005.10



13.41 [2.48] *** 10.27 [1.58] ***



29.28 [8.42] *** 5.21 [0.83] ***



2-8 Noninternational airports 8.07 [2.45] *** 9.94 [1.10] ***



7.99 [2.04] *** 5.04 [0.49] ***



0.963



6.26 [3.24] * 8.81 [0.71] *** 1.67 [0.43] *** 0.986



0.955



0.989



0.988



0.989



0.984



4885



5931



3826



5931



3210



2721



3334



nr Adjusted R Observations



2-4



Notes: qot is in million passengers per day, f is in 100 flights per day, and nr is in 100 routes. In all estimations, the regressand is q (in 1,000 passengers per day), and the route and time dummy variables are included, but not reported in the table. The heteroskedasticity robust standard errors are reported in brackets. *** denotes the 1% significance; * 10% denotes the significance.



exclusion of the international routes. Disturbance of the Outliers



Figure 1 shows that the top four most popular routes, Haneda-



Sapporo, -Fukuoka, -Itami, and -Naha, have much larger qrt values than the other routes, and that the routes relating to the Haneda airport have much larger qotrt values than the other routes. Although we control for the route-ﬁxed eﬀects R, our estimation result may suﬀer from these outlier samples. Column 2-1 in Table 2 reports the results of the estimation excluding the top four popular routes, and column 2-2, of the estimation excluding the Haneda-related routes. In both columns, the coeﬃcient of qot is still estimated to be signiﬁcantly positive. Confusion with the Hub Eﬀect



As discussed in Subsection 2.2, since qotrt has a strong positive



correlation with nrrt , the number of routes available from the airports on route r, the positive estimate of the coeﬃcient of qotrt may reﬂect not the network eﬀect but the hub eﬀect. The hub 10



eﬀect is deﬁned as the increase in transit passengers using route r according to an increase in nrrt . In the Japanese domestic air transport market, the hub eﬀect seems insigniﬁcant because most passengers do not make connections. However, to be certain, we conﬁrm the robustness by two methods. First, we add the number of routes available from the airports on route r, nrrt , to the right-hand side of (1). Column 2-3 reports the results of the estimation and shows the signiﬁcantly positive estimates of the coeﬃcients of both qot and nr. While this result again suggests the existence of the positive network eﬀect again, both the level and statistical signiﬁcance of the coeﬃcient of qot in column 2-3 are smaller than those in column 1-2, which reports the base estimation. I think that this comes from the strong collinearity between qot and nr, and that it is diﬃcult to distinguish the eﬀect of qot from that, if any, of nr. Hence, for the second method, we restrict the samples to the routes relating to non-hub airports: the airports at which passengers scarcely make connections. In such routes, since the hub eﬀect scarcely exists, the confusion between it and the network eﬀect is hardly serious. According to the Air Passenger Movement Survey in 2003, transit passengers accounted for only 4.7% of all domestic passengers, and 58% of transit passengers made connections at the Haneda airport. The top three airports, Haneda, Naha (17%), and Kagoshima (9%), accounted for more than 80% of transit passengers. Column 2-4 reports the results from the estimation excluding the routes relating to these three airports. The estimate of the coeﬃcient of qot is signiﬁcantly positive, supporting the existence of the positive network eﬀect. Validity of the Instrumental Variable We employ f otr , the sum of the ﬂight frequencies on the other routes sharing an airport, as the instrumental variable for qotr . There are at least two concerns about the validity of this instrument: the direct eﬀect from f otr to qr , and the correlation between ﬂight frequency and the shocks remaining in the error term. First, it is possible that qr , the number of passengers on route r, is directly inﬂuenced by f otr . If such an omitted direct eﬀect of f ot is signiﬁcant, then the error term of our model (1) includes the eﬀect and correlates with the instrument f ot. Through two possible paths, the direct eﬀect can be obtained. One is runway congestion: an increase in the total ﬂight frequency at an airport congests its runways and results in delays of takeoﬀ and landing, which are likely to cause disutility to passengers. Note, however, that at airports in Japan, delays due to runway congestion are not a serious problem because the landing slots are strictly circumscribed. In addition, runway congestion, if any, will strengthen our conclusion: the existence of the positive network eﬀect. The signiﬁcance of runway congestion generates a negative correlation between f ot and the error e. Since qot and f ot correlate positively, the estimate of the coeﬃcient of qot will be biased negatively. Hence, our positive estimate of the same is expected to be conservative. 11



Another possible path through which f ot directly aﬀects q is the convenience of transit passengers: an increase in ﬂight frequency on a route will enhance the convenience of the route, which increases the transit passengers using the route, and thereby, increases the passengers of the other routes relating to either airport on the route. If this path is signiﬁcant, f ot will be positively correlated with e and the estimate of the coeﬃcient of qot will be biased positively. Note that since more than 95% of the passengers do not make connections in the Japanese domestic air transport market at that time, this path seems unimportant and the bias will be insigniﬁcant. In addition, the coeﬃcient of qot is estimated to be signiﬁcantly positive based on the samples excluding the three airports that accounted for more than 80% of the transit passengers in Japan (column 2-4). Another concern about the validity of the instrument is the possible correlation between ﬂight frequency and the shocks remaining in the error term. If the correlation is signiﬁcant, since the shocks are likely to positively correlate across the routes sharing an airport, f ot and the error will be positively correlated. Since ﬂight frequency does not change at short intervals, we presume that after controlling for the long-run shocks using the route dummy variables, ﬂight frequency is independent of the error e including the short-run shocks. However, if the route dummies do not fully control the long-run shocks inﬂuencing the determination of ﬂight frequency, then e too includes a portion of the long-run shocks (e.g., route-speciﬁc time trends), and may have the positive correlation with ﬂight frequency, which will result in a positive bias in the coeﬃcient of qot. We conﬁrm the validity of the presumption of independence between ﬂight frequency and the error term by two estimations to eliminate the long-run factors from the error e. If the presumption is invalid, the estimations generate a coeﬃcient of qot smaller than that in the base estimation because the correlation between ﬂight frequency and the shocks remaining in the error term will yield a positive bias, if any, of the coeﬃcient of qot. The ﬁrst method to eliminate the long-run factors from the error is controlling for the route-speciﬁc time trends by including the cross terms between the route dummies and the time trend variable. The second method is dividing the sample period into two halves to shorten the period. Columns 2-5, 2-6, and 2-7 show the results of these estimations. The estimate of the coeﬃcient of qot is signiﬁcantly positive and no smaller than that in column 1-2, the base result. This suggests that the presumption of independence between ﬂight frequency and the error term is valid. Exclusion of the International Routes



Thus far, we employ the data on the domestic routes.



That is, owing to the data constraint, we do not take into account the international routes that connect a Japanese airport and a foreign airport. However, when there exists the network eﬀect through airport usage, the number of international passengers inﬂuences each domestic route; the inﬂuence is included in the error term in our reduced-form model (1). On the other hand, the number of international passengers may be aﬀected by qot, which depends on f ot, through the 12



network eﬀect. In sum, if the network eﬀect exists, the instrument, f ot, will correlate with the error term including the inﬂuence from the number of international passengers. To deal with this possible correlation between f ot and the error, we restrict the samples to the routes relating to the non-international airports: the airports at which international passengers account for less than 10% of the domestic passengers. Column 2-8 in Table 2 shows the estimation result based on such samples. The estimated coeﬃcient of qot is signiﬁcantly positive, supporting the existence of the positive network eﬀect.



4



Demand Estimation



The previous section provides the evidence for the existence of the positive network eﬀect on air travel demand. To quantify the economic signiﬁcance of the eﬀect, this section estimates a nested logit model to describe air travel demand. The model introduced in Subsection 4.1 is estimated by employing the instrumental variables explained in Subsection 4.2. Subsection 4.3 shows the estimation results and discusses the bias owing to the omission of the term representing the network eﬀect.



4.1



Nested Logit Model



The study follows the method presented in Berry (1994) for applying a nested logit model to the markets with aggregate data, and assumes each individual consumer to be a deciding entity. To be speciﬁc, we consider the decision on a one-way movement between a pair of airports.
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17 18



Each individual decides whether or not to travel by air, and if travelling by air, which airline to use. That is, the set of alternatives consists of operating airlines and not travelling by air. When choosing not to travel by air, an individual makes no movement or travels by other modes. Individual i is assumed to maximize the following indirect utility on route r in time (month-year pair) t by choosing alternative j ∈ {0, 1, . . . , N Art }, where N A is the number of operating airlines: −1/2



uijrt = g(aurt ) + β1 ln(pjrt ) + β2 fjrt



+ β3 hlfjrt + Rr + Tt + Jj + ξjrt + νirt + (1 − σ)ϵijrt .



(2)



We set the mean utility from the outside option (j = 0), not to travel by air, normalized to be zero as usual in the literature: ui0rt = (1 − σ)ϵi0rt .
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For example, Berry, Carnall, and Spiller (2006) and Armantier and Richard (2008) employ discrete choice models to describe air travel demand. 17 Since transit passengers account for only about 5% of the Japanese domestic air transport market, we describe the air travel demand in the model without considering the transit usage. 18 We abstract the direction of movement because the data on the number of passengers and ﬂight frequency are not disaggregated by the direction of travel.
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The term g(aurt ) expresses the network eﬀect of our primary interest: the (dis)utility from the total number of users at the two airports relating to route r, aurt . This term represents the utility from the services relating to the access to airports or the stay at airports that are auxiliary for air transport services; the utility also may depend on the degree of congestion at the airports. In the following, we try various functional forms for g(aurt ). One-way airfare is denoted by p, and adjusted by the overall CPI. obtained from the timetables.
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Our measure of airfares is



Although it is well known that a discrepancy exists between the



airfares on timetables and those that passengers actually pay, but unfortunately, adequate data on the latter is not available in Japan.
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Based on the concept of “schedule delay,” ﬁrst introduced by Douglas and Millar (1974), we include two variables in (2): f , ﬂight frequency, and hlf , the dummy variable representing a high load factor (which equals 1 if the load factor, the ratio of the number of passengers to the number of available seats, exceeds 70%, and 0 otherwise). The concept of schedule delay comes from the presumption that a passenger has his/her own preferred arrival time, and schedule delay refers to the discrepancy between the preferred time and the actual arrival time. Schedule delay has two components: “frequency delay” and “ stochastic delay.” Frequency delay represents the elapsed time between an individual’s preferred time and the arrival time of the “best” ﬂight (i.e., the ﬂight whose arrival time is the closest to the preferred time). Since frequency delay will decrease as ﬂight frequency increases, we employ f −1/2 as a measure of frequency delay, the measure often used in the literature (e.g., Richard, 2003).
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The coeﬃcient of f −1/2 expresses the disutility from frequency



delay, and is expected to be negative. The other component of schedule delay is stochastic delay, which represents the additional elapsed time when the “best” ﬂight is fully booked. As the load factor becomes high, a stochastic delay becomes more likely. Hence, we include the high load factor dummy, hlf , representing the state where there is a high possibility of the “best” ﬂight being fully booked.
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The coeﬃcient of hlf denotes the expected disutility from stochastic delay, and is



expected to be negative.
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19



If we employ p instead of ln(p), our conclusions described below do not change. The timetables report some classes of airfares on each route. The measure here is the minimum airfare reported. When we utilized the maximum or the mean airfare instead of the minimum, the result reported below stayed largely the same. 21 The Air Passenger Movement Survey provides the available data on the actual airfares paid by the passengers. However, the survey takes place one day in autumn once every two years, and has surveyed airfares since 2003. Since the suﬃcient length of time dimension is necessary to control the route-ﬁxed eﬀects, we employ the airfares in the timetables. 22 When employing f −1 or f , we achieve very similar results. 23 Here, the high load factor dummy equals 1 if the load factor exceeds 70%. The average load factor in the samples is 0.592 and the samples whose value of the dummy is 1 account for 19% of the samples. When we use the dummy that equals 1 if the load factor exceeds 60% or 80% instead of 70%, the results reported below stayed largely the same. 24 Note that the terms of f −1/2 and hlf represent the mean disutility from a schedule delay. Each individual has his/her own speciﬁc preferred time and a speciﬁc degree of schedule delay. We suppose that the discrepancy between 20
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R, T , and J denote the route-, time-, and airline-ﬁxed eﬀects, respectively.
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ξ stands for



the unobserved (by an econometrician) quality of an alternative (e.g., the passengers’ evaluation of the safety level) with E(ξ) = 0. The last two terms of (2) represent the nest structure: we place airlines in one nest and the outside option in another nest. We assume that ϵ independently follows the Type I Extreme Value distribution and ν is distributed such that ν + (1 − σ)ϵ (0 ≤ σ < 1) also follows the Type I Extreme Value distribution.
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The parameter σ measures the correlation



in the unobserved individual-speciﬁc utility from diﬀerent airlines. In other words, it measures the substitutability among the airlines. When σ = 0 , the model becomes a standard logit model. As σ approaches 1, the substitutability among the airlines becomes high.



4.2



Estimation of the Demand Model



Following Berry (1994), we derive a linear regression model for the nested logit model described above: −1/2



ln(sjrt ) − ln(s0rt ) = g(aurt ) + β1 ln(pjrt ) + β2 fjrt



+ β3 hlfjrt + Rr + Tt + Jj + σ ln(¯ sjrt ) + ξjrt ,



where sj denotes the market share of alternative j, s¯j denotes the share within airlines (i.e., the share of people who choose airline j given that they choose to travel by air). The market share of airline j is deﬁned as the ratio of the number of passengers of j to the potential market size, which is calculated under the assumption that each individual makes a decision on two one-way trips for every destination each week. ∑ Art as 1 − N j=1 sjrt .



27



The market share of the outside option, s0rt , is calculated



As explained in Subsection 3.1 and conﬁrmed in Subsection 3.2, ﬂight frequency f is likely to be uncorrelated with the short-run shocks remaining in the error term ξ after controlling for the long-run shocks by the route-ﬁxed eﬀects. Hence, we presume that f and ξ are independent. On the other hand, the unobserved quality ξ is plausibly correlated with the other four explanatory variables: the airfare measure p, the number of airport users au, the high load factor dummy hlf , and the share within airlines s¯. If ξ is correctly perceived by the passengers and airlines, then this unobserved quality term is likely to be correlated with airfare: better-quality services may induce a higher willingness to pay, and the airlines may charge higher fares due to the higher marginal costs or oligopolistic market power. Further, since the better service of an airline will attract more the disutility from a speciﬁc schedule delay and the mean disutility represented by the terms of f −1/2 and hlf is included in ϵ. 25 These are controlled by dummy variables. 26 Cardell (1997) shows that such a distribution of ν exists and is unique for each value of σ ∈ [0, 1). 27 When we redeﬁne the potential market size under the assumption that each individual makes a decision every day or every two weeks, we achieve very similar results.
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individuals to travel via it, ξ will be correlated with au, hlf , and s¯. To deal with the possible correlations between the error and the four explanatory variables, we employ a 2SLS estimation with the following six instrumental variables: plsizejrt , plsizejrt ∗ f uelt , f rivaljrt , discountrt , f aprt , and N Art . First, since cost-related variables are likely to be related to p, we include in the set of instruments, the measure of airplane size (plsizejrt ) and the cross-term between it and the index of fuel price (plsizejrt ∗ f uelt ).
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Airplane size is measured by the



average number of seats per ﬂight. Previous studies report that operating costs depend on airplane size (e.g., Wei and Hansen, 2003). Moreover, since plsize directly inﬂuences the load factors, it is expected to be correlated with hlf . In addition, as is known in the literature, the exogenous characteristics of the other products are appropriate instruments in a product diﬀerentiation model. With market power in supply, since the markup of each product may depend on the distance from its neighbors in the characteristics space, the prices are related to the characteristics of the other products. Hence, we employ as an instrument, the sum of ﬂight frequencies of the other airlines competing on a route (f rivaljrt ), which is expected to be correlated with the airfare. To identify the passengers’ sensitivity to airfare, we also exploit a supply-side shock in the sample period: the price discount after the merger between Japan Airlines (JAL) and Japan Air System (JAS). In order to obtain the approval for the merger by the Japan Fair Trade Commission, JAL and JAS committed themselves to make uniform 10% discounts on the airfares for all routes. Indeed, the discounts were in eﬀect from October 2002 to June 2003. To exploit this supply-side shock to the airfares, we include the discount dummy (discountrt ) that equals 1 if JAL and/or JAS operate on route r in time t during the discount period, and equals 0 otherwise.
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Last, there exist two another instruments employed in the following estimation. The ﬁrst instrument is the total ﬂight frequency at the two airports relating to route r (f aprt ), which is likely to positively correlate with aurt because an increase in ﬂight frequency on a route enhances the convenience of air travel on the route. The second instrument is the number of operating airlines (N Art ), which is expected to negatively correlate with s¯. The entry into and exit from the market are likely to be relatively long-term decisions like ﬂight frequency, and be uncorrelated with the short-run shocks in ξ after controlling for the long-run shocks by the route-ﬁxed eﬀects. Indeed, the number of operating ﬁrms does not change very often: once in ten years in our samples
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According to the rule to determine the fuel surcharges for the international routes (there is no surcharge for the domestic routes in Japan), f uelt is the 3-month lag of the 3-month moving average of the fuel price index (see the Appendix for details). 29 Airlines other than JAL and JAS could set their airfares freely even during the discount period. However, in most routes where they competed with JAL and/or JAS, they discounted airfares to counter JAL and JAS. Similar results can be obtained when we add in the set of instruments, the dummy variable (discount2jrt ) that equals 1 if the airline j is JAL or JAS and the time t is in the discount period, and equals 0 otherwise.
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on average.



4.3



30



Results of the Demand Estimation



This subsection ﬁrst provides the estimation results of the nested logit model described above. Then, by comparing the estimates with and without the term representing the network eﬀect, g(aurt ), we show the substantial bias owing to the omitted variable problem. At the end of this subsection, we conﬁrm the robustness of the conclusions. Table 3 shows the estimation results. Column 3-1 reports the estimation results by OLS; the other columns report the results by 2SLS and diﬀer in the form of g(aurt ). It is known that 2SLS estimation can produce severely biased estimates, if the instruments are weak. We thus check the explanatory power of the instruments, conditional on the included exogenous variables in the ﬁrst-stage estimation. We obtain the F -statistics for each of the endogenous variables discussed in Subsection 4.2. To conserve space, Table 3 reports the average value of the F -statistics. We ﬁnd that all the averages are suﬃciently large, indicating that the instruments are not weak. Moreover, the chi-square statistics do not reject the orthogonality condition between some of the instruments and the error term. These suggest that the instrumental variables presented in Subsection 4.2 are valid. We ﬁrst focus on the parameters in g(au). The coeﬃcient of au in column 3-2 and that of au1/2 in column 3-6 are signiﬁcantly positive, suggesting that the positive network eﬀect exists as in the reduced-form estimation result. Columns 3-3, 3-4, and 3-5 correspond to the more ﬂexible functional forms of g(au), into which au2 , au3 , and au4 are added in stages.
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Figure 3 depicts



estimated functional forms of g(au), showing that as au increases, an air traveler’s utility increases but the marginal eﬀect decreases. Since this pattern is well approximated by the model with au1/2 , we basically focus on column 3-6 as the base result in the following discussions.
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We now focus on the other variables. The coeﬃcient of airfare is estimated to be signiﬁcantly negative as expected. Its estimate from OLS (in column 3-1) is much larger than that from 2SLS (e.g., in column 3-6). This is consistent with the upward bias owing to the positive correlation between the price measure and the error term, which is well documented in the literature. The nest parameter, σ, is estimated to be 0.82, suggesting a relatively high substitutability among the airlines. The average of airline-level own-price elasticities, calculated by using the estimates 30



This average is calculated for the 195 routes that appear in our data in every October during the period 2000-2005. In the estimations of columns 3-3, 3-4, and 3-5, we employ additional instruments f ap2 , f ap3 , and f ap4 in stages. 32 Nair, Chintagunta, and Dub´e (2004) show in their analysis on the indirect network eﬀect in the market of personal digital assistants, that the term representing an indirect network eﬀect can be expressed as γN δ , where N is the number of hardware users and γ(0 < γ) and δ(0 < δ ≤ 1) are parameters, under some assumptions: e.g., the software market under monopolistic competition with free entry, and the CES utility function for software. Our estimated functional form depicted in Figure 3 seems consistent with the expression γN δ . We can regard airports as hardware, and auxiliary services as software. 31
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Table 3: Results of the Demand Estimation



g( au ) au au au au au



3-1 OLS



3-2



1.06 [0.06] ***



1.81 [0.37] ***



3-3



3-4



3-5



3-6



3-7



2SLS



2



5.94 [0.85] *** -2.13 [0.38] ***



3



9.76 [1.42] *** -8.89 [2.09] *** 2.84 [0.87] ***



4



9.48 [2.45] *** -8.12 [5.97] 2.16 [5.32] 0.20 [1.59]



1/2



3.93 [0.58] ***



Other variables ln( p )



0.01 [0.04] -2.95 [0.18] *** 0.11 [0.01] ***



-1.56 [0.54] *** -2.13 [0.24] *** -1.53 [0.23] ***



-1.44 [0.51] *** -2.04 [0.24] *** -1.47 [0.21] ***



-1.45 [0.52] *** -2.04 [0.24] *** -1.49 [0.21] ***



-1.44 [0.52] *** -2.04 [0.24] *** -1.49 [0.21] ***



-1.46 [0.51] *** -2.05 [0.23] *** -1.45 [0.21] ***



-1.78 [0.60] *** -2.23 [0.27] *** -1.74 [0.26] ***



0.72 [0.01] ***



First-stage F -statistics



0.82 [0.04] *** 424.92



0.82 [0.03] *** 361.28



0.82 [0.03] *** 312.32



0.82 [0.03] *** 272.45



0.82 [0.03] *** 476.11



0.81 [0.04] *** 521.81



Chi -square statistics (d.f.)



4.25 (2)



4.20 (2)



4.24 (2)



4.25 (2)



4.36 (2)



4.41 (2)



0.684



0.714



0.706



0.706



0.717



0.594



f



-1/2



High load factor dummy (hlf ) Nest parameter σ



Adjusted R



2



0.971



Notes: All estimations are based on 6,131 observations, and include the route, time, and firm dummy variables, which are not reported in the table. au is in million passengers per week, p is in 10,000 JY, and f is in 1 flight per week. In the estimations of 3-3, 3-4, and 3-5, we add instruments 2



3



4



fap , fap , and fap in stages. In the estimation of 3-7, we exclude fap from the set of instruments. The first-stage F -statistics provide the average explanatory power of the instruments, conditional on the included exogenous variables. The chi -square statistics are for the tests of overidentifying restrictions. The heteroskedasticity robust standard errors are reported in brackets. *** denotes the 1% significance.
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Figure 3: Functional Form of g(au) g(au) 6 5



(3-6) au1/2



(3-5) au, au2, au3, au4 (3-4) au, au2, au3



4 3



(3-3) au, au2 2



(3-2) au 1 0 0



0.2



0.4



0.6



0.8



1



1.2



1.4



1.6



au (million passengers/week) Note: Graphs of 3-4 and 3-5 are almost identical.



in column 3-6, is -3.66. The average of the route-level price elasticities, i.e., the elasticities of the aggregate air travel demand of each route, is -1.45.
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These estimates are similar to those



reported by the previous studies on the airline industry.
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The coeﬃcients of the two variables



representing schedule delay, f −1/2 for frequency delay and hlf for stochastic delay, are estimated to be signiﬁcantly negative as expected. While the positive eﬀect from au is statistically signiﬁcant, is it also economically signiﬁcant? We compare the economic signiﬁcance of au to that of airfare or ﬂight frequency based on the estimates in column 3-6. When au increases by 10%, a passenger’s utility increases on average by 0.126. This is as large as the average impact from a 10% airfare discount (0.153) or that from one additional ﬂight per day (0.134). In sum, the positive network eﬀect in the airline industry is not only statistically but also economically signiﬁcant. Then, we turn to the consideration on the possible bias from the omission of the term representing the network eﬀect. Bias from the Omission of the Network Eﬀect



Although our demand estimation reveals



that the network eﬀect is signiﬁcant, the previous studies estimating air travel demand do not 33



As Peters (2006) describes, the aggregate elasticity of each route approximately equals the coeﬃcient of ln(p) when the share of the outside option is close to one. 34 For the airline-level own-price elasticity using discrete choice models, Armantier and Richard (2008) report from -1.5 to -2.8, and Peters (2006) reports from -3.2 to -4.0. Peters (2006) also reports the route-level elasticity to be from -1.7 to -2.5. The route-level elasticity has been traditionally estimated using log-linear models, and often reported to be about -1.5 (e.g., Oum, Zhang, and Zhang, 1993).
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take into account the eﬀect, and omit the term g(au) from their demand speciﬁcation. This may yield the omitted variable bias if g(au), which is included in the error, is correlated with the other explanatory variables. Column 3-7 in Table 3 reports the estimation results of the model omitting the term g(au) as in the previous studies.
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The estimated coeﬃcients of ln(p), f −1/2 , and hlf



are smaller than the base estimates in column 3-6: omitting the term g(au) generates “ampliﬁed” biases in the coeﬃcients. For example, the airfare coeﬃcient is negatively biased by more than 20%. There are at least two possible explanations about this bias. One is the confusion with the original eﬀect of an explanatory variable and the network eﬀect; an increase in the variable whose coeﬃcient is negative (for example, airfare) results in a decrease in the passengers on the route through the original eﬀect of the variable, and later follows the decrease in airport users to yield an additional decrease in the passengers by diminishing the positive network eﬀect. Hence, when we omit the network eﬀect term, the additional eﬀect from the decrease in airport users will be confused with the original eﬀect of the variable. This confusion will result in an “ampliﬁed” bias in the coeﬃcients: an upward (downward) bias when a true coeﬃcient is positive (negative).
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Another possible explanation of the ampliﬁed bias is the linked movement of an explanatory variable across the routes sharing an airport. For example, when operating costs increase for some reason, the ﬂight frequencies of all routes will decrease, and thereby, the number of airport users au will decrease. This generates a positive correlation between ﬂight frequency and au, or a negative correlation between f −1/2 and au. Then, f −1/2 negatively correlates to the error term including omitted g(au), if g(au) is an increasing function of au as depicted in Figure 3. This will yield a negative bias in the coeﬃcient of f −1/2 . The omitted variable bias is not resolved even when the instrumental variables are employed. One possible interpretation is the linked movement of an instrument across the routes sharing an airport. For example, the linked movement of an instrument relating to airfares suggests the linked movement of the ﬁtted values of the airfares in the 2SLS estimation. That is, when the predicted airfare on a route is high, those on the other routes will also be high, and thus, make au smaller. This generates a negative correlation between the ﬁtted value of an airfare and au. Then, the ﬁtted value of an airfare negatively correlates to the error term including omitted g(au), if g(au) is an increasing function of au. This will yield a negative bias in the airfare coeﬃcient in the 2SLS estimation. As discussed in the previous two paragraphs, the linked movement of an explanatory variable 35



Note that when estimating the model omitting g(au) in column 3-7, we exclude from the set of instruments, the total ﬂight frequency at the airports, f ap. This is because f ap is expected to be correlated with au and has been included in the set. Indeed, previous studies, which omit g(au), do not employ f ap as an instrument. 36 Indeed, when we employ f instead of f −1/2 , the coeﬃcient is positively biased.
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can generate the “ampliﬁed” bias due to the omission of the positive network eﬀect. If the linked movement of an explanatory variable is joined with the positive coeﬃcient, the variable will have a positive correlation with au, and thereby, a positive correlation with the error, which may generate an upward bias in its coeﬃcient. On the other hand, if the linked movement of a variable is joined with the negative coeﬃcient, the variable will have a negative correlation with au, and thereby, a negative correlation with the error, which may generate a downward bias. As discussed in the previous paragraph, this problem will be carried over to the 2SLS estimation if the movement of an instrument is linked. Robustness of the Demand Estimation Results



In sum, the results of our demand estima-



tion reveal that there exists a signiﬁcantly positive network eﬀect on air travel demand, and that omitting the term representing the network eﬀect results in ampliﬁed biases in the coeﬃcients in an air travel demand model. Here, we conﬁrm the robustness of these conclusions, especially focusing on two concerns directly relating to the network eﬀect: the possible confusion with the hub eﬀect and the exclusion of international passengers. As discussed in detail in Subsection 2.2, we attempt to eliminate the confusion with the hub eﬀect and the network eﬀect by restricting the samples to non-hub airports. Columns 4-1 and 4-2 in Table 4 show the results of the estimations excluding the routes relating to the Haneda airport, where more than half of Japan’s transit passengers make connections. Further, the estimations reported in columns 4-3 and 4-4 exclude from the samples, the routes relating to the top three airports for transit usage (Haneda, Naha, and Kagoshima). These columns show the robustness of the conclusions: the coeﬃcient of au1/2 is signiﬁcantly positive, and omitting it results in ampliﬁed biases in the coeﬃcients of ln(p), f −1/2 , and hlf . Last, we conﬁrm the robustness to the exclusion of international passengers. Although our measure of the number of airport users, au, does not include international passengers due to the data constraint, the number of international passengers also aﬀects the air travel demand of each domestic route if the positive network eﬀect exists. To mitigate this problem, we estimate the model by restricting the samples to non-international airports, where the international passengers are less than 10% of the domestic passengers. Columns 4-5 and 4-6 show the results. We can conﬁrm the robustness of the conclusions again.
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Conclusion



This paper empirically investigated the network eﬀect through airport usage, which has not gathered attention in the literature on air travel demand. Using the data on domestic air travel in Japan, we began with a reduced-form estimation to examine the existence of the network eﬀect. After 21



Table 4: Robustness of the Demand Estimation Results 4-1



4-2



4-3



Excluding Haneda au



1/2



ln( p ) f



Non-hub airports



5.68 [0.66] *** -1.58 [0.61] *** -2.15



-1/2



High load factor dummy (hlf ) σ 2



Adjusted R Observations



4-4



5.15 -1.92 [0.80] ** -2.42



[0.21] *** [0.26] *** -1.31 -1.71 [0.17] *** [0.25] *** 0.80 0.78 [0.03] *** [0.04] *** 0.784 0.635 4521



[0.72] *** -1.87 [0.67] *** -2.49



4-5



4-6



Non-international airports 3.34



-2.19 [0.83] *** -2.76



[0.21] *** [0.25] *** -1.27 -1.56 [0.18] *** [0.25] *** 0.77 0.75 [0.03] *** [0.04] *** 0.760 0.641 3512



[0.90] *** -1.57 [0.44] *** -1.85



-1.72 [0.48] *** -1.99



[0.27] *** [0.29] *** -0.97 -1.07 [0.21] *** [0.23] *** 0.88 0.87 [0.04] *** [0.04] *** 0.815 0.772 3281



Notes: All estimations include the route, time, and firm dummy variables, which are not reported in the table. au is in million passengers per week, p is in 10,000 JY, and f is in 1 flight per week. The heteroskedasticity robust standard errors are reported in brackets. *** denotes the 1% significance; ** denotes the 5% significance.



conﬁrming it, we turned to the estimation of a nested logit model describing air travel demand. The estimations revealed that an increase in airport users has a positive inﬂuence on the air travel demand on each route. This network eﬀect is not only statistically but also economically signiﬁcant: our demand estimates implied that the positive impact from a 10% increase in airport users is on average as large as that from a 10% airfare discount or from one additional ﬂight per day. Hence, our results recommend that we should take into account the network eﬀect when discussing the problems regarding the airline industry, especially airport-related problems (e.g., integration of some airports in a region, and subsidies for airport usage). Further, though we employ the data on domestic air travel, it is likely that the network eﬀect through airport usage also exists in international air travel markets, where countries have competed to construct international hub airports. In addition, our demand estimation revealed that the estimates of the coeﬃcients in demand models would suﬀer from the “ampliﬁed” bias when the term representing the positive network eﬀect is omitted. For example, the airfare coeﬃcient, which is expected to be negative, is biased negatively by more than 20%. The conjectured explanation of this ampliﬁed bias is the confusion with the direct eﬀect of an explanatory variable and the network eﬀect and/or the linked movement of the variable across the routes sharing an airport. The possible bias from the omitted variable problem recommends that in estimating air travel demand, we should take into account the network eﬀect even when the network eﬀect itself is not of direct interest.
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The paper concludes by discussing two directions for future research relating to the network eﬀect through airport usage. One pertains to the speciﬁc paths through which the network eﬀect works. The present paper investigates the net eﬀect of two possible network eﬀects: the negative eﬀect from the congestion at airports and the positive eﬀect from the diversiﬁcation of auxiliary services. If the rich data on airport congestion and auxiliary services (e.g., access means to airports, and shops and restaurants at airport terminals) are available, we will be able to decompose the network eﬀect. The second direction involves studying network eﬀects in general by employing the data on the airline industry. Although previous studies investigate network eﬀects with the data on various industries (e.g., mobile phones and video games), there exist relatively rich data sets for the airline industry. Further, the airline industry has various study cases to study: mergers, subsidies for airport usage, and competition between airports. Investigating these cases from the perspective of network eﬀects will provide knowledge that would be applicable to other industries.



Appendix: Data The appendix provides details on the sources and summary statistics of the data employed in the estimations of the paper. The core data are the number of passengers and ﬂight frequency on each route. We obtain the monthly data for these from the Annual Report on Air Transport Statistics (Koku Yuso Tokei Nempo in Japanese). The number of available seats, utilized to calculate the load factors and to construct the high load factor dummy variable, is also available from the report. This is also used as an instrumental variable. Another variable to construct an instrumental variable is the index of fuel price: the Singapore Kerosene-type Jet Fuel Spot Price FOB obtained from a webpage of the United States Department of Energy. For the measure of airfares, we employ the airfares on the timetables. Last, we obtain from Kanemoto and Tokuoka (2002), the population around airports, which are used to calculate the potential market sizes in the estimation of a discrete choice model. To help interpret the estimation results, Tables A1 and A2 show the summary statistics for the observations for the reduced-form estimation in Section 3 and those for the demand estimation in Section 4, respectively. Note that the unit of observation of the reduced-form estimation is deﬁned by route and month, and that of the demand estimation is deﬁned by airline, route, and month. In the demand estimation, some routes are dropped due to the lack of data on the population around airports.
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Table A1: Summary Statistics of the Variables in the Reduced-form Estimation Observations: 5,931 (by route-month) Variable q qot f fot nr



Unit



Mean



1,000 passengers/day 1,000 passengers/day 1 flight/day 1 flight/day 1 route



Std. dev.



1.0 52.0 7.2 316.8 34.1



2.5 50.6 10.3 237.4 14.7



Min 0.002 0.027 0.1 3.5 4



Max 28.1 193.2 96.3 1033.2 81



Note: The units of qot , f , fot , and nr are different from those in Tables 1 and 2.



Table A2: Summary Statistics of the Variables in the Demand Estimation Observations: 6,131 (by airline-route-month) Variable Unit au Million passengers/week p 10,000 JY f 1 flight/week Load factor Share ( s ) Share within airlines ( s ) plsize fuel frival discount NA fap



100 seats USD/barrel 1 flight/week



1,000 flights/week
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Mean 0.51 2.54 20.1 0.59



Std. dev. 0.41 0.75 18.8 0.12



Min 0.01 1.00 0.2 0.19



Max 1.58 5.18 154.3 0.99



0.000293 0.67



0.000610 0.33



0.000004 0.01



0.009666 1



1.94 36.1 25.1 0.08 1.88 3.05



1.12 11.3 41.0 0.27 0.92 1.88



0.18 22.3 0 0 1 0.17



5.68 67.5 295.5 1 5 8.04
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