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Abstract This thesis introduces a novel matrix converter modulation method based on space vector control referred to as the integrative method. The new scheme employs an original duty cycle determination method and is particularly suited to applications with high input frequencies. The new method can cope with unbalanced input conditions and/or failure of one of the input phases. The operation of the matrix converter in the non-linear overmodulation region is analysed. Matrix converter overmodulation is an important topic in matrix converter research because it increases the output/input voltage ratio, limited to a maximum of



√



3 2



in the high frequency synthesis methods. Unlike conventional



modulation schemes, the new integrative method can operate in the overmodulation region without any change in the control algorithm. Unity output/input voltage ratio, that is close to the theoretical maximum of 1.05, is achieved by the integrative method. The cost for increasing the output/input ratio is the degradation of the output waveform quality. The problems associated with current commutation in matrix converters are studied and different commutation techniques are analysed. An original switch commutation method designed to minimise semiconductor switching losses is introduced. The method is based on the selection of the order in which matrix converter states are applied. The practical implementation of the integrative method using a TMS320C240 13



Digital Signal Processor is also presented. A low voltage matrix converter and a variable frequency three-phase voltage generator were used in the investigation. Simulation and experimental results of the new modulation method operating under several condition are presented.
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Chapter 1 Introduction Matrix converters have enjoyed increasing interest in recent years. This interest is reflected in the number of articles and papers written about matrix converters in the last ten years. This interest is due mainly to the promise of an all-silicon converter which can inherently provide amplitude and frequency conversion, bidirectional power flow and input displacement factor control. Matrix converters are one-stage converters capable of providing simultaneous voltage and frequency transformation. They can be applied to any multi-phase system, but the most significant case is the 3-phase to 3-phase converter. This consists of nine 4-quadrant or bidirectional switches distributed in a 3x3 matrix form as shown in Fig. 1.1. These switches connect each input phase with the three output lines. There are no energy storage elements such as large capacitors and inductors. The inductive load and the input filter capacitors filter the high frequency current components produced by the high frequency switch commutations. Despite all of its eye-catching features, matrix converters are not commonly seen in commercial applications. There are several reasons for this rejection. Firstly, the matrix converter is a new technology. Although the principles of 21
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Figure 1.1: Basic matrix converter



matrix converters have been known since the 1970’s, it has only been in recent years that some of the more critical areas of matrix converter operation, like multi-step commutation techniques, have been developed. Secondly, the number of the semiconductor switches in a matrix converter is greater than the number used in a dc-link converter. Therefore, the cost of implementation of a matrix converter is larger than a conventional dc-link converter of the same ratings. Finally, the amplitude of the output voltages generated by a matrix converter is limited to



√ 3 2



of the input voltage amplitude for the most popular modulation



methods. Consequently, electrical motors or any other standard device connected as load to a matrix converter do not operate at their nominal rated voltage. Despite these drawbacks, there are several reasons why matrix converters remain very attractive for some applications. Firstly, there are applications where
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energy storage elements like capacitors and inductors are to be avoided. For example, the large electrolytic capacitors of a dc-link converter is one of the elements that decreases the reliability of the converter. Secondly, the cost of power semiconductors continues to fall and there is no evidence to suggest that this trend will change for the foreseeable future. On the other hand, the real cost of energy storage elements is not falling. For this reason, matrix converters will became increasingly more cost competitive. Thirdly, a matrix converter is a very attractive solution when regeneration is required. The bidirectional power flow capability and input displacement factor control of matrix converters make them an ideal solution for same application. The matrix converter will also benefit from the current trend in electrical drive technology to integrate the frequency converter, the electrical motor and even the gear or pump into a single unit in order to reduce costs and increase overall efficiency and equipment reliability. By redesigning the motor to operate at lower nominal voltages, the disadvantage of the low output input voltage ratio is overcome. Finally, there are applications where the converter size, weight and performance is of major concern. The lack of bulky energy storage elements and the integration of semiconductors in power modules specifically designed for matrix converters mean that large power density factors are achievable employing matrix converters.



1.1



Review of matrix converter technologies



The first analysis of all-silicon converter structures was carried out by L. Gyurgyi and B. R. Pelly in 1976 [1]. The Unrestricted Frequency Changer (UFC) ,
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which was the name that they gave to the converter we now refer to as a matrix converter, had a number of very interesting characteristics. Among these, it was possible to cite bilateral power flow, unlimited output frequency range, good input voltage utilisation and no input current and output voltage subharmonic components. The converter required only nine bilateral switches and had relatively low switching frequencies. The main disadvantage of the UFC structures treated in [1] was that they generated large unwanted input current and output voltage harmonics. The order of these harmonics was generally low which made them difficult to filter out. A major advance in the modulation theory of matrix converters was made by A. Alesina and M. Venturini in 1981 [2]. They partially solved the main disadvantage of the UFC with the introduction of an imaginative PWM voltage control scheme which can in principle eliminate any number of the unwanted harmonics. Unfortunately, the proposed scheme had a serious drawback. The maximum output to input voltage ratio that could be achieved was only 12 . The same authors later proposed an improved method which increased the output/input ratio to



√ 3 2



by adding zero sequence components to the desired



output voltages [3,4]. Both methods were capable of controlling the input supply displacement factor. A drastically different waveform synthesis approach was proposed by P. Ziogas et al. in [5, 6]. They split the matrix converter into a fictitious rectifier and a fictitious inverter and instead of using the matrix converter to assemble its output voltage directly from consecutive chops of the input voltage, the input voltage was first rectified to create a fictitious dc bus and then inverted at the required output frequency. This technique was referred as the indirect function approach and it allowed the use of well-known techniques for controlling the fictitious rectifier and inverter. 24
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Space vector modulation techniques were first employed by Huber et al. in 1989 [7,8] to control a 3 phase-3 phase matrix converter. Although it was possible to obtain the maximum output input voltage ratio using this technique, it was not possible to control input current displacement factor. The input phase current spectrum obtained with this method was very similar to the corresponding spectrum of a three phase full bridge diode rectifier. A later paper by the same authors [9] presented a modulation technique which employed space vectors in both the rectifier and inverter. The use of space vector modulation at the input end allows sinusoidal input current and control of the input displacement factor. Two different methods based on the use of the instantaneous values of the input voltages for the calculation of the duty cycles were proposed by Roy et al. and Ishiguro et al. in 1987 [10] and 1991 [11], respectively. These methods are very robust in dealing with unbalanced and distorted input voltages but do not offer the possibility of input displacement factor control. Other modulation methods have been reported in the literature. Many different approaches have been adopted including predictive current loop techniques [12–15], fuzzy logic control [16], hysteresis current control [17–19] and sliding control modulation [20]. A full investigation of all these methods is beyond the scope of this thesis, however, a brief description is given in chapters 3 and 8.



1.2



Structure of the thesis



Following this introduction, the principles of matrix converter theory are introduced in chapter 2. The concept of the existence function is presented. The two approaches used in the analysis of matrix converter modulation methods are 25
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presented and discussed. Finally, a review of the high frequency synthesis approach proposed by Venturini and Alesina is given. It is hoped that the analysis of these issues will prepare the reader to recognise the complexities involved in the operation and control of matrix converters. The third chapter presents different modulation methods for matrix converter. The different methods are thoroughly analysed and their main advantages and disadvantages are summarised. In chapter 4, overmodulation in matrix converters is analysed with special emphasis on the generation of subharmonic components in the output voltages. A detailed analysis of the novel integrative modulation method is presented in Chapter 5. The integrative method employs space vectors and one of its features is the ability to operate in the overmodulation region using the same control algorithm as that employed for normal operation in the linear range. The performance of the integrative method is compared to that of conventional SVM method and evaluated through simulations. The sixth chapter describes current commutation in matrix converter. Different bidirectional switch configurations and switching techniques needed to achieve safe commutation are presented. Chapter 7 gives details of the practical implementation of the integrative algorithm using a TMS320x240 DSP. A brief introduction to the DSP architecture and the DSP evaluation module is given plus a description of the external circuits used in the implementation. Experimental results showing output voltage waveforms under several conditions are given in this chapter. Conclusions and recommendations for further investigation on subjects related to this thesis are given in chapter 8.
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Chapter 2 Theory of matrix converters This chapter presents mathematical tools and models which are used to analyse the different control methods commonly employed for matrix converter implementation. A brief introduction to the existence function, used to provide a mathematical form for expressing switching functions, is given [21]. Secondly, different mathematical models of the matrix converter are presented. These models are used in the analysis and simulation of the different modulation methods presented in chapter 3. These include a simplified model, which is useful to understand the relationship between the input and output voltages. State models including load and input filters allow simulation for different load and source conditions. Models in the α-β frame of reference are also presented. These models allow the simplification of the simulations by reducing the number of equations to be solved. The different modulation methods can be classified according to the approach used in the generation of the existence function of each switch of the matrix converter. Direct and indirect approaches are presented in section 2.3. Finally, an overview of high-frequency synthesis of the output voltages as proposed by Venturini and Alesina [2] is given. 27
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2.1



Existence function



The existence function, proposed by Wood [21], provides a mathematical expression for describing switching patterns. The existence function for a single switch assumes a value of unity when the switch is closed and zero when the switch is open. For the matrix converter shown in Fig. 1.1, The existence function for each of the switches is expressed by the following equations.



    1, when sjk sjk (t) =    0, when sjk



is closed



j ∈ {1, 2, 3},



k ∈ {1, 2, 3}.



(2.1)



is open



where sjk (t) is the existence functions associated with the switch sjk . The basic commutation cell shown in Fig. 2.1 consists of two ideal switches and is the simplest possible commutation arrangement. The cell connects a low impedance voltage source, vi (t), to a high impedance current source, io (t). The nature of these sources imposes restrictions on the conditions or possible states of the switches. A voltage or low impedance source must never be short-circuited. Therefore, both switches must never be closed simultaneously. In addition, there must always be a path for the current of the high impedance or current source. Consequently, ii(t)



s(t) vo(t)



vi(t)



io(t)



Figure 2.1: Basic commutation cell
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both switches must never be opened simultaneously. These restrictions mean that the state of one switch determines the state of the second. Consequently, the commutation cell needs only one existence function, s(t), to represent its state at any moment. Taking the existence function of the upper switch to represent the commutation cell state, the values of output voltage and input current are given by equations (2.2) and (2.3). When the upper switch is closed, the output voltage vo (t) follows the input voltage vi (t) and the input current ii (t) is equal to the output current io (t). When the upper switch is open, the lower switch must be closed to provide a path for the output current. Consequently, both output voltages and input current are zero. Equation 2.2 shows how the existence function s(t) applies the effect of the switch states on the output voltage vo (t). When the existence function has an unity value, i.e. the upper switch is closed, the output voltage vo (t) follows the input voltage vi (t). When the existence function value is zero, i.e. the upper switch is open, the output voltage vo (t) is zero. The existence function also can be used to show the effect of the state of the switches on the input current as is shown in equation 2.3



vo (t) = s(t)vi (t)



(2.2)



ii (t) = s(t)io (t)



(2.3)



The output voltages of the matrix converter are produced by the combination of the input voltages and the existence functions associated with the matrix converter switches. The converter switches interact with each other and there are restrictions on the various existence functions. These restrictions are analysed in following sections.
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2.2



Mathematical models for matrix converters



Three different matrix converter models are presented in this section. Firstly, a simple model is presented which is used to analyse the constraints on the switch states and to present the concept of the transfer function matrix. Models which include the dynamics of the input filter and load, including models in the α-β plane, are also described. Although matrix converters are bidirectional converters and energy can flow in both directions, the voltage sources are considered as inputs and the current sources as outputs in the following analysis.



2.2.1



Simplified matrix converter model



2.2.1.1



Allowed matrix converter states



A simplified three-phase matrix converter model is shown in Fig. 2.2 and consists of 9 ideal bidirectional switches which allows each of the three output lines to be connected to any of the three input lines. The three converter inputs are connected to a 3-phase system, vR , vS , vT , which represent the voltages after the input filter. The output lines are connected to a three-phase current source, iA , iB and iC , which acts as the load. Input voltages and output currents are given by equations (2.4) and (2.5), respectively. 







 vR   viP h =   vS  



vT











cos (ωi t)     ³ ´    = Vin  cos ω t − 2 π   i 3   ³ ´   cos ωi t + 23 π
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Figure 2.2: Matrix converter model 







 iA   ioP h =   iB  



iC











cos (ωo t − ϕo )     ´ ³    = Iout  cos ω t − ϕ − 2 π   o o 3   ³ ´   cos ωo t − ϕo + 23 π



      



(2.5)



where vR , vS and vT are three-phase input sinusoidal voltages and Vin is the peak value of the input voltages. Assuming that the output voltage waveforms are sinusoidal and assuming a linear load, the output currents iA , iB and iC are also sinusoidal. Iout is the peak value of the output currents and ϕo is the phase between output voltages and currents. ωi and ωo are the input and output angular frequencies respectively. The column matrices viP h and ioP h provide a compact mathematical form of expressing the input voltages and output currents, respectively. As described earlier, the nature of these voltage and current sources leads to restrictions on the possible states of the matrix converter switches. Firstly, lines which are connected to a low impedance source must never be short-circuited. If these lines are short-circuited, the current rises to a value that will destroy the
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semiconductor switches. Also, lines connected to a high impedance source must not be left open-circuited. The converter must always provide a path for the output current. In order to fulfil these restrictions, only one of the three switches associated with each output line must be closed at any given time. Using the existence function of each switch, the constraints can be expressed as



sj1 + sj2 + sj3 = 1 j ∈ {1, 2, 3}.



(2.6)



These constraints lead to only 27 possible combinations of switches or states of a three-phase matrix converter. These states are shown in Table 2.1. The table also shows which input/output lines are mutually connected for each allowed state. The states are grouped according to the numbers of input lines connected to the three output lines. The first group is formed by the six states in which all three input lines are connected to the output lines. In the second group (states 7-24), two input lines are connected to the output lines. Finally, in the third group (states 25-27) only one input line is connected to all three output lines. 2.2.1.2



Phase voltage transfer matrix



Output voltage waveforms are synthesised by sequential piecewise sampling of the input voltages. For example, the output voltage vA is equivalent to the input voltages vR when switch s11 is on, i.e. when the switch existence function has an unity value. Similarly, vA equals vS when s12 is on and vT when s13 is on. Consequently, vA is composed of segments of the input voltages as it is shown in Fig. 2.3. The value of vA as a function of the input voltages and existence
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Table 2.1: 3-Phase matrix converter allowed states State N◦



GI



G II



G III



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27



input/output connections A B C R S T R T S S R T S T R T R S T S R R T T S T T S R R T R R T S S R S S T R T T S T R S R R T R S T S S R S T T R T T S R R S R R T S S T S S R R R R S S S T T T



Switch existence functions s11 1 1 0 0 0 0 1 0 0 0 0 1 0 0 1 1 0 0 0 0 1 1 0 0 1 0 0



s12 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1 0 1 0



s13 0 0 0 0 1 1 0 0 0 1 1 0 1 1 0 0 0 0 1 1 0 0 0 0 0 0 1



s21 0 0 1 0 1 0 0 0 1 1 0 0 1 0 0 0 0 1 0 0 1 1 0 0 1 0 0



s22 1 0 0 0 0 1 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 0



s23 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0 1



s31 0 0 0 1 0 1 0 0 1 1 0 0 0 0 1 1 0 0 1 0 0 0 0 1 1 0 0



s32 0 1 0 0 1 0 0 0 0 0 1 1 0 0 0 0 1 1 0 1 1 0 0 0 0 1 0



s33 1 0 1 0 0 0 1 1 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 1



functions is mathematically represented by equation



vA = vR s11 + vS s12 + vT s13 .



(2.7)



Each output voltage is given by a combination of the three input voltages and the existence functions of the switches that are associated with each output line. 33
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Figure 2.3: Output composition



This is shown for one output in equation 2.7 and it is graphically represented in Fig. 2.3. The generation of the three output waveforms in a matrix converter can be represented in a matrix form by equation 2.8. 







 vA   voP h =   vB  



vC







 



  s11     = s   21    







s12 s13   vR  s22



     s23   ·  vS    



s31 s32 s33



vT



   = TP hP h · viP h   



(2.8)



The matrix TP hP h in equation 2.8 is referred to as the instantaneous inputphase to output-phase transfer matrix of the converter and it transforms the input phase voltages into output phase voltages. 2.2.1.3



Line voltage transfer matrix



A matrix which transforms the line input voltages to line output voltages can be derived from equation (2.8). Input phase voltages are transformed into line voltage using the transformation matrix HP hL .
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0   vA          −1  ·  vB   = HP hL · voP h



0
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vC



(2.9)



Assuming balanced conditions, the transformation matrix from line voltages to phase voltages is given by HLP h











 vR   viP h =   vS  



vT







 



 1      1  =  −1  3    



0



0 1 −1







−1   vRS      0   ·  vST 1



   



vT R



    = HLP h · viL   



(2.10)



The first step in the derivation of line to line transfer matrix is to write the output line voltage as a function of the output phase voltages using the transformation matrix HP hL .



voL = HP hL · voP h



(2.11)



Secondly, substituting (2.8) into (2.11), we obtain



voL = HP hL · TP hP h · viP h



(2.12)



Finally, substituting (2.10) into (2.12) gives:



voL = HP hL · TP hP h · HLP h · viL



(2.13)



Equation 2.13 may be written as:



voL = TLL · viL
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where TLL = HP hL · TP hP h · HLP h



(2.15)



The matrix TLL is referred to as the instantaneous line-to-line transfer matrix and its element are functions of the individual existence functions of the converter switches as shown in the following equation 



 s11 −s12 −s21 +s22 3



   s −s −s +s TLL =   12 13 3 22 23   s13 −s11 −s23 +s21 3



2.2.1.4



s21 −s22 −s31 +s32 3



s31 −s32 −s11 +s12 3



s22 −s23 −s32 +s33 3



s32 −s33 −s12 +s13 3



s33 −s21 −s33 +s31 3



s33 −s31 −s13 +s11 3



      



(2.16)



Current transfer matrix



Input currents are composed in a similar way. Each of the three input lines has three associated switches that connect the line to each of the three output lines. The input currents are given by equation 2.17 below. 







 iR   iiP h =   iS  



iT







 



  s11     = s   12    







s21 s31   iA        T   · s22 s32   iB   = TP hP h · ioP h



s13 s23 s33



   



iC



 



(2.17)



where TTP hP h is the transpose of the transfer matrix TP hP h .



2.2.2



Model of matrix converter including load and input filter



A more realistic model of the matrix converter is one which includes the effects of the load and input filter. In this section, the inductive load is represented by three RL series circuits connected in star configuration as shown in Fig. 2.4. An LC circuit is inserted between the voltage sources and the matrix converter in
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Figure 2.4: Matrix converter with inductive load and LC input filter



order to attenuate the high frequency components of the converter input currents. Although more complex topologies have been proposed in the literature [22], the LC series circuit is still the most widely used in practical implementations. A matrix converter state-space model can be directly obtained from Fig. 2.4. Currents through the inductors and voltages across the capacitors are chosen as state variables. The equations are derived by applying the Kirchoff’s law to the different loops in the matrix converter circuits. After this first step, the equations are re-arranged in state-space form. Input currents and output voltages are calculated using equation (2.18) and (2.19), respectively. Output currents are given by equation (2.20).
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The instantaneous transfer functions derived in the previous section are used to obtain the capacitor voltages vRS , vST ,vT R and converter currents iRM , iSM , iT M as shown in equation (2.21) and (2.22) respectively. 
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 iRM    i  SM  



    = TT P hP h   



iT M











 iA   ·  iB  



iC



      



(2.22)



By incorporating the instantaneous transfer function into the equations 2.19 and 2.20, a system of nine state equations with nine state variables is obtained. The instantaneous transfer function incorporates the state of the matrix converter into the model. Using this approach, a linear state model is found for each of the states of the matrix converter. Although is possible to solve analytically each of the 27 linear sets of equations, the simulations are usually performed by using numerical methods.



2.2.3



Equation in α-β coordinates



The state-space model of the previous section can be transformed into a model in α-β space. This transformation eliminates one variable from each set of equations and presents the model in a more compact form. The transformation for a three-phase balanced system into a α-β coordinates system is performed by the following transformation matrix  











 xα   1  =   



xβ



















0



− 12 √



3 2



 x1   x1     − 21        ·  x  = H3−2 ·  x  . √   2   2      − 23     x3 x3



(2.23)



where xα and xβ are components in the α − β frame of reference and x1 , x2 and x3 are the components of the three-phase system. The inverse transformation is given by
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xβ



Equations of the matrix converter state-space model in α-β coordinates are given by equation 2.25 to 2.27
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Where  
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The instantaneous transfer functions in α-β coordinates are given by the following equations 
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These equations incorporate the switch states into the α-β model. In terms of the existence functions of the matrix converter switches, Tαβ LL and Tαβ P hP h are given by the equations:







 



 Tαβ LL = 



s11 −s12 −s21 +s22 2



s11 +s12 −2s13 √ −s21 −s22 +2s23 2 3



s11 −s12 +s21 −s √22 −2s31 +2s32 2 3



s11 +s12 −2s13 +s21 +s22 −2s23 −2s31 −2s32 +4s33 6
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 Tαβ P hP h = 



 4s11 −2s12 −2s13 −2s21 +s22 +s23 −2s31 +s32 +s32 6



2s12 −2s13 −s22√+s23 −s32 +s33 2 3



2s21 −s22 −s23 √ −2s31 +s32 +s33 2 3



s22 −s23 −s32 +s33 2



  



(2.31)



2.3



Classification of matrix converter modulation methods



The aim of all matrix converter modulation methods is to obtain a switching pattern for each switch such as to transform the three-phase input voltages into output voltage waveforms of the desired frequency and amplitude. The methods described in the literature can be classified into two categories, the direct transfer function approach and the indirect transfer function approach.



2.3.1



Direct methods



The aim of direct transfer function methods is to find the transfer function matrix as a direct function of the input and output voltages. Direct transfer function algorithms employ all the switching combinations from Table 2.1. Many different methods use this approach. The Alesina and Venturini [2] method, the scalar method [10, 11] and predictive-current loop methods [12–15] are amongst them. These are described in Chapter 3.



2.3.2



Indirect methods



The indirect transfer function approach was first proposed by Ziogas [5,6]. These methods obtain the required output voltages through two analytically independent stages or transformations of the input voltages. These two independent 42
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stages act as a rectifier and an inverter creating a fictitious DC link, as shown in Fig. 2.5. Having obtained this mathematical separation of the rectifier and inverter functions, all established techniques commonly used for rectifier and inverter control can now be employed to obtain the necessary transfer function. The restrictions on switch states that were analysed in section 2.2.1 can now be applied to the rectifier and inverter sections independently of each other. Due to the low impedance of the voltage sources, the switches associated with lines P and N in Fig. 2.5 cannot be simultaneously closed. These restriction are mathematically expressed in equations 2.32 and 2.33.



sRP + sSP + sT P = 1



(2.32)



sRN + sSN + sT N = 1



(2.33)



The allowed states for the rectifier stage are shown in Table 2.2. The first six states are referred to as active states because they transfer an input voltage to the dc-link. The remaining three states produce zero voltage in the dc-link. vR



vS



vT



iR



iS



iT



sRP



sSP



iPN sTP



P VPN



sPA



sPB



sPC



sNA



sNB



sNC



N sRN



sSN



sTN iA



iB



Figure 2.5: Fictitious DC-link
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Table 2.2: Rectifier allowed states 1 2 3 4 5 6 7 8 9



sRP 1 1 0 0 0 0 1 0 0



sSP 0 0 1 1 0 0 0 1 0



sT P 0 0 0 0 1 1 0 0 1



sRN 0 0 0 1 1 0 1 0 0



sSN 1 0 0 0 0 1 0 1 0



sT N 0 1 1 0 0 0 0 0 1



VP N vRS -vT R vST -vRS vT R -vST 0 0 0



A similar analysis can be carried out for the inverter section. In this case, the inverter switches must always provide a path for the output currents. Therefore, one of the two switches connected to each output line must be on at any time. Both switches cannot be on simultaneously since this will create a short circuit in the fictitious dc-link. Equations 2.34 express the switching restrictions which lead to the allowed states shown in Table 2.3. Again, the first six states are the active states of the inverter because they transfer the dc-link voltage to the output phases. The last two states produce zero output voltage.



sP A + sN A



=1



sP B + sN B



=1



sP C + sN C



=1



(2.34)



In order to prove that the fictitious rectifier, inverter and dc-link are equivalent to the matrix converter, each of the combinations of the rectifier and inverter states have to be equivalent to some of the allowed states of the matrix converter given in Table 2.1. The combination of the fictitious states can be divided into two groups. The first group is formed by the combinations which involve one 44
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Table 2.3: Inverter allowed states 1 2 3 4 5 6 7 8



sP A 1 1 1 0 0 0 1 0



sP B 0 0 1 1 1 0 1 0



sP C 1 0 0 0 1 1 1 0



sN A 0 0 0 1 1 1 0 1



sN B 1 1 0 0 0 1 0 1



sT N 0 1 1 1 0 0 0 1



vAB VP N VP N 0 −VP N −VP N 0 0 0



vBC −VP N 0 VP N VP N 0 −VP N 0 0



vCA 0 −VP N −VP N 0 VP N VP N 0 0



of the three rectifier states that produce zero voltage in the dc-link and the two combinations that short-circuit the three output lines. These are equivalent to the states of group III in Table 2.1. All these combined states connect the three output lines to only one of the input lines. The indirect transfer function approach does not use all the allowed states of Table 2.1. The states of group I cannot be used because it is not possible with the indirect approach to connect the three input phases to the three output phases simultaneously. The combination of the six active states of the rectifier with the six active states of the inverter produce a set of 36 active states of the complete dc-link. These states can be grouped into 18 pairs of equivalent states. The states in each pair are equivalent because both connect the same input to the same output. Furthermore, each pair is equivalent to one of the states in group II of Table 2.1. For example, the combination of the rectifier state n◦ 1 and inverter state n◦ 1 is equivalent to the combination of the rectifier n◦ 4 and inverter n◦ 4 since they both result in the connection of output line A and C to input line R and output line B to input line S. Both combinations are equivalent to the matrix converter state n◦ 15 as shown in Fig. 2.6.
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2.4



High-Frequency synthesis



High frequency synthesis of the matrix converter output waveforms was first proposed by Venturini and Alesina in 1981 [2]. By using this general synthesis technique, high frequency existence functions can be synthesised from low frequency modulation functions. Consider the simplified model of the matrix converter shown in Fig. 2.2. i (t) is a The converter input is a set of functions fin (t) where each function fin



continuous function of time. The output is given by equation 2.35, derived from equation 2.8.



fout (t) = M(t) · fin (t) 46



(2.35)
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Matrix M(t) is a set of existence functions which are related to each switch in the converter. The output function fout (t) is composed of segments of the input function and is a dis-continuous function with infinite bandwidth as it is shown in Fig. 2.3. The desired outputs of the converter are limited bandwidth or smooth functions whose frequency spectrum is zero for any frequency higher than ωbw , where ωbw is highest frequency component of the required output function fd (ω).



fd (ω) = 0,



f or



ω > ωbw .



(2.36)



The goal of a matrix converter modulation method is to find a switching matrix M(t) or switching pattern such as



|fout (ω) − fd (ω)| < ²,



f or



ω ≤ ωc



(2.37)



where ωc À ωbw and ² is arbitrarily small, i.e., the low-frequency components of the actual and desired waveform spectrums are similar. Equation 2.37 shows that the low frequency spectrum of the actual output functions fout (ω) can be made as close as it is desired to the required output functions fd (ω) by choosing the value of ². The converter output can then be filtered by a low-pass filter in order to obtain the desired voltage waveforms. The cut-off frequency of the filter must be between the highest frequency of the desired function, ωbw and the frequency ωc . The switches related to a particular output are closed in the sequence shown in Fig. 2.3. The switches are operated at a frequency much higher than the input and output frequency and they are closed for a fraction of the sampling period Ts , as shown in Fig. 2.7. The restrictions on the existence functions can
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Figure 2.7: Duty cycles and existence function



be translated into restrictions on the duty cycles. These restrictions for the kth sampling period are 3 X



dij (k) = 1 i = {1, 2, 3} k = 1, 2, · · ·



(2.38)



j=1



where dij (k) is duty cycle of the switch sij during the k th sampling period. The duty cycles are adjusted, inside each period Ts , in order to obtain an output average that varies according to a desired function fd (t). A modulation matrix m(t) is proposed to determine the duty cycles of each switch. This modulation matrix is composed for a set of low frequency, continuous finite bandwidth functions of time. The duty cycles vary according to



dij (k) = mij (kTs ) = mij (tk ).



(2.39)



In these conditions the average value of the output in each cycle, and therefore the converter filtered output, can be approximated by



fd = m(t) · fin (t).
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The restrictions on the modulation matrix functions mij (t) are given by equations 2.41 and 2.42.



0 ≤ mij (t) ≤ 1,



i ∈ {1, 2, 3}; j ∈ {1, 2, 3}



m(t) · 1 = 1



(2.41)



(2.42)



The modulation function m(t) is used to generate the transfer function M(t). This transfer function is obtained by using the duty cycles of equation 2.39. Venturini and Alesina proved [2] that the transfer function M(t) can be determined for any value of ωc and ². The same authors proposed to model the matrix converter using equation 2.40. The whole matrix converter with its filters included is modelled as a two port time-varying linear circuit element characterised by equations 2.43 and 2.44. This model relates the low frequency components of voltages and currents using the modulation matrix m(t).



Vo (t) = m(t) · Vi (t)



(2.43)



Ii (t) = m(t)T · Io (t)



(2.44)



The use of low frequency functions to generate the existence functions in a matrix converter is a powerful tool. The high frequency synthesis approach is used by the different matrix converter modulation methods described in chapter 3.
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Chapter 3 Modulation methods for matrix converters In the following sections, different matrix converter modulation methods are described. Firstly, the Venturini and Alesina method is presented. The introduction of this method renewed interest in the analysis and development of direct AC to AC converters or matrix converters when it was published in 1981 [2]. It was the first to produce sinusoidal input and output waveforms with minimal higher order harmonic and no subharmonic components. Another widely reported group of methods are those based on space vector modulation (SVM). Space vector modulation methods employ the fictitious dclink representation presented in the previous chapter. They can be classified according to the modulation methods used in the fictitious rectifier and inverter. Scalar methods are direct transfer methods that use the instantaneous values of the input voltages to determinate the required duty cycles. These methods are very robust and have the ability to compensate the effects of unbalanced or distorted input voltages. Other modulation methods include the predictive and fuzzy logic methods. 50
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The main characteristics of these schemes are their high output-input voltage ratios and low switching frequencies.



3.1



Alesina and Venturini method



Venturini and Alesina presented a general waveform synthesis technique in their paper “Solid-state power conversion; a Fourier analysis approach to generalised transformer synthesis” published in 1981 [2]. Initially, the method had a poor maximum output-input voltage ratio of 12 . Later work by the same authors [3, 4] extended this ratio to



√ 3 2



which is the maximum theoretical limit for methods



using high frequency synthesis as described earlier. A brief description of the method used to determine the low frequency modulation matrix m(t) is given below.



3.1.1



Determination of low frequency modulation matrix m(t)



The high-frequency synthesis technique introduced by Venturini and Alesina in [2] allows the use of low frequency continuous functions, referred to as the modulation matrix m(t), to calculate the existence functions for each switch of the matrix converter. Thus, the aim when using the Alesina and Venturini modulation method is to find a modulation matrix which satisfies the following set of equations.



vo (t) = m(t) · vi (t)



(3.1)



ii (t) = m(t)T · io (t)



(3.2)
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where the input voltages vi (t) are given by the following set of functions 







  Vin cos(ωi t)   ´  ³   2 vi (t) =  Vin cos ωi t − 3 π     ³ ´  



(3.3)



Vin cos ωi t + 23 π



and the desired output voltages vo (t) are 



  Vo cos (ωo t)  ³ ´  2 vo (t) =   Vo cos ωo t − 3 π  ³ ´ 



Vo cos ωo t + 23 π



      



(3.4)



output currents io (t) can be expressed as: 



  Io cos (ωo t + ϕo )  ´ ³  2 io (t) =   Io cos ωo t − 3 π + ϕo  ³ ´ 



Io cos ωo t + 23 π + ϕo



      



(3.5)



where ϕo is the phase angle of the linear load. Finally, the desired input current has an arbitrary phase ϕi . This angle can be set to 0 to obtain unity input power factor of the matrix converter. 







 Ii cos (ωi t + ϕi )  ´ ³  2 ii (t) =   Ii cos ωi t − 3 π + ϕi  ³ ´ 



Ii cos ωi t + 23 π + ϕi
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The elements of matrix m(t) that satisfy equations 3.1 and 3.2 are given by ½



mij (t) =



·



1 α1 1 + q cos (ω0 − ωi ) + 3 ½ · 1 α2 1 + q cos (ω0 + ωi ) + 3



where



"



1 tan (ϕi ) α1 = 1+ 2 tan (ϕo ) α2 = 1 − α1



¸¾



2 π (i − j) + 3 ¸¾ 2 π (2 − i − j) 3



(3.7)



#



(3.8) (3.9)



Vo Vi



(3.10)



α1 ≥ 0



(3.11)



α2 ≥ 0



(3.12)



q= with the following restrictions



0≤q≤



1 2



(3.13)



Equation 3.13 corresponds to the output-input voltage ratio restriction, and is a consequence of the fact that the output waveforms to be synthesised must lie within the input waveform envelope, as it is shown in Fig. 3.1. This limitation exists because at any given time, the output voltages cannot be higher than the input voltages from which they are derived. This imposes a severe limitation on a matrix converter using this modulation method. An extension to this limit on the output voltage magnitude was proposed by the same authors in 1989 [3, 4]. This is described in the following section.
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Figure 3.1: Input and output voltages



3.1.2



Maximum output input ratio



The method proposed by Venturini and Alesina to overcome the output-input ratio limitation was based on the addition of third harmonic zero-sequence voltages to the desired output waveforms. The maximum output-input ratio was achieved by adding the third harmonic of the input voltages and the third harmonic of the desired output voltages as shown in equation (3.14). The factors 1 4



and



1 6



maximise the output voltage peak value. The intrinsic limitation for a



three phase-three phase matrix converter was shown to be



√



3 . 2



An example of



the desired output waveforms is shown in Fig. 3.2.







 1 V cos(3ωi t) 4 i



1 V cos(3ωo t) 6 o



Vo cos(ωo t) + +    2 1 1 vo (t) =   Vo cos(ωo t − 3 π) + 4 Vi cos(3ωi t) + 6 Vo cos(3ωo t)   Vo cos(ωo t + 23 π) + 14 Vi cos(3ωi t) + 16 Vo cos(3ωo t)
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Figure 3.2: Output voltage waveforms for maximum output-input ratio.



The elements of a new modulation matrix are now given by



(



1 mij = 1 + 3 + − − + + + +



√



"



µ



¶



3 2 p cos (ωo + ωi )t + (i + j + 2) π 2 3 µ ¶ 2 cos (ωo − ωi )t + (i − j) π 3 µ ¶ 1 2 cos (3ωo + ωi )t + (j − 1) π 6 3 µ ¶ 1 2 cos (3ωo − ωi )t + (1 − j) π 6 3 Ã µ ¶ 1 2 sgn(p) − √ cos 4ωi t + (j − 1) π 3 6 6 µ ¶!# 7 2 √ cos 2ωi t + (1 − j) π 3 6 6 µ ¶ 2 α1 cos (ωo + ωi )t + (i + j + 2) π 3 µ ¶) 2 α2 cos (ωo − ωi )t + (i − j) π 3
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where θ=



tan ϕi tan ϕo



, a = 2|θ| VVoi , p =



√1 3



³



´



2 vvoi − a



α1 = a α2 = 0 if



θ


α2 = a α1 = 0 if



θ


α1 = α2 = 0



if



and



(3.16)



θ=0



Equation (3.15) represents the time-varying duty cycles of each converter switch as a function of the set parameters



Vo Vi



and



tan ϕi . tan ϕo



The total duration



of duty cycles can not be greater than 1 as it was explained in section 2.4. A restriction on the respective values of these parameters, originated by condition (2.41) can be expressed as "



#



"



#



Vo sgn(p) sgn(p) 2 + √ ≤ 1. |θ| 1 − √ Vi 3 3



(3.17)



where the function sgn(p) is 1 if p ≥ 0 and −1 if p < 0. The modulation algorithm is characterised by unlimited input power factor control. However, the maximum output input voltage ratio achievable is reduced dramatically when input displacement factor is not unity. Figure 3.3 shows the maximum output/input voltage ratio vs. the phase between input voltage and current. Figure 3.4 shows the maximum output/input ratio vs. the parameter θ.
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Figure 3.3: Output/input ratio vs. input phase
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3.2



Space vector modulation



Space vectors represent a very useful and compact mathematical form for the representation of input and output voltages and currents of a power converter. Definitions and a brief description of space vectors are given in Appendix B. The first matrix converter modulation method using space vectors was presented by Huber et al. in 1989 [7, 8]. These methods were based on the indirect transfer function approach in which the matrix converter is divided into two fictitious converters. A description of the two most popular matrix converter space vector modulation methods are presented in the following sections.



3.2.1



Full-bridge diode rectifier space vector modulation



In this method, the rectifier section of the fictitious dc-link is controlled as a fullbridge diode rectifier and space vector modulation is applied only to the inverter section of the matrix converter. The application of space vector modulation is widely reported in the literature [23–26]. This method shows a better performance in terms of output voltage harmonic distortion than the classical carried based PWM control method [27]. 3.2.1.1



Selection of matrix converter states



The rectifier section is controlled to emulate a full-bridge diode rectifier. The existence functions for the rectifier switches are shown in Fig. 3.5. By applying these existence functions to the fictitious rectifier switches of Fig. 2.5, the envelope voltage shown in Fig.3.5 is created in the fictitious dc-link. Switch conditions define six active rectifier states. Names composed of an appropriate a sign and a corresponding letter are given to these states. These names are shown in the Fig. 3.5 and further described in section 3.2.1.4. 58
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Figure 3.5: Input voltage, rectifier existence functions and envelope voltage



Space vector modulation is applied to the inverter section. This modulation technique gives a more intuitive approach to the commutation process than the Venturini and Alesina method. The output voltages are synthesised by the averaging over a period Ts of the appropriate instantaneous voltage vectors. The definition of space vectors given in appendix B is applied to the output line voltages produced by the allowed states of the fictitious inverter. The output voltage space vector Vo is given by the equation 3.18.



Vo =



i 2 4 2h vAB + vBC ej 3 π + vCA ej 3 π 3



(3.18)



Table 3.1 shows the different states of the inverter and its associated space
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Table 3.1: Output voltage space vectors state 1 2 3 4 5 6 7 8



Output line voltage vAB vBC vCA VP N −VP N 0 VP N 0 −VP N 0 VP N −VP N −VP N VP N 0 −VP N 0 VP N 0 −VP N VP N 0 0 0 0 0 0



output voltage Vo V1 V2 V3 V4 V5 V6 V7 V8



amplitude of Vo



√2 Venv 3



0 0



argument of Vo − π6 π 6 π 2 5 π 6 5 −6π − π2



− −



vectors resulting from the substitution in equation 3.18 of the output line voltages generated by the matrix converter when the different states are applied. The output voltage space vectors are shown in Fig. 3.6. The six active states, V1 −V6 , have a fixed angle and an amplitude that changes according to the voltage Venv . Output voltage vectors V7 and V8 produce a space vector with zero magnitude, both vectors are equivalent and are referred to as the zero vector VØ . Im
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Figure 3.6: Output space vectors
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The reference output vector is given by the following equation. Vref = Vo ej ωo t



(3.19)



The basic idea of space vector modulation is to approximate the reference output vector using the output vectors shown in Fig. 3.6. In this technique, the average of the applied vectors over a sampling period Ts is made equal to the reference output voltage vector , Vref (kTs ), sampled at the beginning of the period, where Vref (kTs ) = Vo ej ωo kTs .



(3.20)



The optimum choice of vectors to approximate the sampled reference vector are those that lie adjacent to the reference vector. The use of these vectors minimises the harmonic current distortion that is generated by the inverter [27, 28]. The vectors lagging and leading the reference output vector are named Vα and Vβ , respectively. Fig. 3.7 shows the vectors Vα and Vβ for a reference voltage vector which lies between − π6 and π6 . The vectors Vα and Vβ are applied during a given duty cycle such that the average within each sampling period Ts is equal to the required reference Im



Vref Re



Figure 3.7: Projection of reference vector on vectors Vα and Vβ
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vector Vref . During the remainder of period Ts , the zero vector V0 is applied. Equation 3.21 expresses the average of the output voltage during a period Ts when Vα and Vβ are applied with duty cycles dα and dβ , respectively.



" # Z (dα +dβ )Ts Z Ts 1 Z dα Ts Vo = Vα dt + Vβ dt + V0 dt Ts 0 dα Ts (dα +dβ )Ts



(3.21)



Although the amplitude of vectors Vα and Vβ is continuously changing, if the sampling frequency fs is much higher than the input frequency, the vectors can be assumed to be constant over the period Ts . Equation 3.21 becomes



Vo = dα Vα + dβ Vβ + d0 V0 .



(3.22)



The vector V0 does not contribute to the value of the output voltage. Therefore Vo = dα Vα + dβ Vβ . 3.2.1.2



(3.23)



Duty cycles calculation



The relationship between the vectors of Fig. 3.7 is expressed by equations (3.24) and (3.25)



µ ¶



π 3 ¶ µ ¶ µ π π |Vref | sin − θV = dα |Vα | sin 3 3 |Vref | sin(θV ) = dβ |Vβ | sin
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The values of |Vα | and |Vβ | are given by 2 |Vα | = |Vβ | = √ Venv 3



(3.26)



Substituting in equations (3.24) and (3.25) yields the values for the duty cycles dα and dβ .



µ



|Vref | π dα = sin − θV Venv 3 |Vref | dβ = sin θV Venv



¶



(3.27) (3.28)



The constraints on the duty cycles are given by equations 3.29



0 ≤ dα ≤ 1 0 ≤ dβ ≤ 1



(3.29)



dα + dβ +d0 = 1



3.2.1.3



Maximum output input voltage ratio



The shaded area in Fig. 3.8 is where the output voltage vectors generated by using equation 3.23 can lie. The boundaries of this area are the vectors Vα and Vβ and the straight line which connects the two vector ends. The equation for this line can be obtained by the following steps. Firstly, from equating the real and imaginary parts of (3.23) we obtain: µ



¶



µ ¶



π π + dβ |Vβ | cos 6¶ 6 µ µ ¶ π π = dα |Vα | sin − + dβ |Vβ | sin 6 6



Vod = dα |Vα | cos −



(3.30)



Voq



(3.31)
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Im



VO Venv Re



Figure 3.8: Boundary of output voltage vector



By substituting the modulus value of vectors Vα and Vβ , equations (3.30) and (3.31) become µ



Vod Voq



¶



2 π = √ Venv cos − [dα + dβ ] 6 3 µ ¶ 2 π √ = Venv sin − [dα − dβ ]. 6 3



(3.32) (3.33)



The output voltage vector has maximum amplitude when dα + dβ = 1, i.e., no zero vector is applied.



dα + dβ = 1



(3.34)



Applying this condition to equations (3.32) and (3.33), we obtain



Vod = Venv



(3.35) ·



2 1 Voq = √ Venv − dα 2 3



¸



(3.36)



Equations (3.35) and (3.36) form a parametric equation for a line that connects both vector ends. Similar areas are found by analysing the remaining output voltage vectors. A line that connects the ends of the six output voltage vectors
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forms a hexagon. Any output vector that lies entirely inside the hexagon can be approximated, using the two appropriated vectors. The amplitude of the vectors that form the hexagon vary because the envelope voltage in the fictitious dc-link varies. Figure 3.9 shows two hexagons. The outer and inner hexagons are the hexagons that are formed when the envelope voltage is maximum and minimum, respectively. The locus of the maximum reference output vector is the circle inside the inner hexagon. The radius of this circle is



√ 3 V 2 in



which is the



maximum possible output voltage that may be obtained with this method. Im



Re



Figure 3.9: Maximum output reference locus



3.2.1.4



Matrix converter state selection



The actual matrix converter states to be applied depend on the states of the fictitious rectifier and inverter. These states must transfer the highest input line voltage to the output line voltages selected by the inverter. By assigning to the rectifier and inverter states names that are related to the function they perform, the selection of matrix converter states is simplified. Consequently, any implementation in a microcontroller or DSP system is more efficient in terms of 65
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the required computational effort. The selection of the correct rectifier active state transfers the highest input voltage to the fictitious dc-link to form the envelope voltage shown in Fig. 3.5. Appropriate names for the different rectifier states are formed by a sign and a letter. A sign + or − is assigned to the state names if the corresponding input line voltage (vRS , vST , vT R ) is connected to the positive and negative rails of the fictitious dc-link in direct or reverse order respectively. A letter referring to the input phase that is not connected is chosen to represent the state as shown in Table 3.2. Table 3.2: Rectifier states names N◦ 1 2 3 4 5 6



sRP 1 1 0 0 0 0



sSP 0 0 1 1 0 0



switch state sT P sRN sSN 0 0 1 0 0 0 0 0 0 0 1 0 1 1 0 1 0 1



sT N 0 1 1 0 0 0



dc volt. VP N vRS -vT R vST -vRS vT R -vST



State Name +T −S +R −T +S −R



The names of the active inverter states are assigned using the direction and name of the phase current that is circulating through the fictitious dc-link. Table 3.3 shows the different active states of the inverter together with their respective output space vectors, currents in the dc-link and state names. The rectifier and inverter names are combined to form the name of the corresponding matrix converter state. The matrix converter names are formed using the letters of the inverter and rectifier state names and a sign based on the combination of inverter and rectifier signs, using the sign rule as shown in Table 3.4. As it was described in section 2.3.2, the combination of six active rectifier states and six active inverter states results in 18 pairs of equivalent dc-link states. 66
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Table 3.3: Output voltage space vectors Space Vector V1 V2 V3 V4 V5 V6



Output line voltage vAB vBC vCA VP N −VP N 0 VP N 0 −VP N 0 VP N −VP N −VP N VP N 0 −VP N 0 VP N 0 −VP N VP N



Output vector 6 Vo |Vo | − π6 √2 Venv 3



π 6 π 2 5 π 6 5 −6π − π2



IP N −iB iA −iC iB −iA iC



State Name −B +A −C +B −A +C



Each pair of equivalent dc-link states has its unique corresponding matrix converter state. The naming method described here is consistent with this characteristic. The combinations of inverter and rectifier state names that belong to a pair of equivalent dc-link states will both produce an unique matrix converter state name. For example, Fig. 2.6(a) shows the connection for rectifier and inverter states +T and −B, respectively. Figure 2.6(b) shows the connection for states −T and +B. Both correspond to matrix converter state −BT shown in Fig. 2.6(c). Table 3.4: Matrix converter state name formation



Rectifier States



+T −S +R −T +S −R



−B −BT +BS −BR +BT −BS +BR



+A +AT −AS +AR −AT +AS −AR



Inverter States −C +B −CT +BT +CS −BS −CR +BR +CT −BT −CS +BS +CR −BR
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3.2.2



Full space vector modulation



3.2.2.1



General



This method has been proposed by different authors [9, 26, 29]. This indirect approach method is based on space vector modulation and similarly to the Alesina method, allows sinusoidal input and output waveforms with a controllable input displacement factor. The use of space vector modulation in the fictitious rectifier and inverter gives a better comprehension of the required commutation processes than the Alesina method. The output voltages and input currents of the matrix converter are expressed using space vectors, equations 3.37 and 3.38.



Vo =



i 2 4 2h vAB + vBC ej 3 π + vCA ej 3 π 3



Ii =



i 2 4 2h iR + iS ej 3 π + iT ej 3 π 3



(3.37) (3.38)



The aim of full space vector modulation is to generate a reference output voltage vector with the constraint of unity input displacement factor. This objective is achieved by applying matrix converter states with the appropriate output voltage and input current vectors. The states are applied for a fraction of a period Ts . The matrix converter controller selects the appropriate states and calculates the period of time they are applied for. A full description of these functions is given in the following sections. 3.2.2.2



State selection



The 27 allowed states of the matrix converter can be divided into three subgroups as shown in Table 3.5.
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Table 3.5: Space vectors table



I



IIa



IIb



IIc



III



State output lines Name A B C R S T R T S S R T S T R T R S T S R



output vector 6 Vo |Vo | Vin ωt 4 −Vin −ωt + 3 π −Vin −ωt Vin ωt + 34 π Vin ωt + 32 π −Vin −ωt + 32 π 2



+AT −AT +BT −BT +CT −CT +AR −AR +BR −BR +CR −CR +AS −AS +BS −BS +CS −CS



R S S R S R S T T S T S T R R T R T



S R R S S R T S S T T S R T T R R T



S R S R R S T S T S S T R T R T T R



vRS 2 √ vRS 3 2 √ vRS 3 2 √ vRS 3 2 √ vRS 3 2 √ vRS 3 2 √ vST 3 2 √ vST 3 2 √ vST 3 2 √ vST 3 2 √ vST 3 2 √ vST 3 2 √ vT R 3 2 √ vT R 3 2 √ vT R 3 2 √ vT R 3 2 √ vT R 3 2 √ vT R 3



0R 0S 0T



R S T



R S T



R S T



0 0 0



√



3



1 π 6 5 −6π 5 π 6 1 −6π − 12 π 1 π 2 1 π 6 5 −6π 5 π 6 1 −6π − 12 π 1 π 2 1 π 6 − 56 π 5 π 6 1 −6π − 12 π 1 π 2



-



input vector 6 Ii |Ii | Iout ωt Iout −ωt Iout −ωt + 23 π Iout ωt + 23 π Iout ωt + 43 π Iout −ωt + 43 π 2



i 2 √ iA 3 2 √ iB 3 2 √ iB 3 2 √ iC 3 2 √ iC 3 2 √ iA 3 2 √ iA 3 2 √ iB 3 2 √ iB 3 2 √ iC 3 2 √ iC 3 2 √ iA 3 2 √ iA 3 2 √ iB 3 2 √ iB 3 2 √ iC 3 2 √ iC 3 √ A 3



0 0 0



− 16 π 5 π 6 1 −6π 5 π 6 1 −6π 5 π 6 1 π 2 1 −2π 1 π 2 1 −2π 1 π 2 1 −2π − 56 π 1 π 6 5 −6π 1 π 6 − 56 π 1 π 6 -



The first group includes 6 states, where each output phase is connected to a different input phase. These states generate output rotating vectors and they
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can not be produced by the fictitious dc-link, therefore, they are not employed in this scheme. The second group includes 18 states in which two output phases are connected to one input phase. Consequently, the corresponding output line-toline voltage is zero. These states are referred to as stationary states because the space vectors they produce have a fixed angle as shown in Table 3.5. The third group includes 3 states in which all output phases are connected to one input phase so that all output line voltages are zero. The first step in any space vector modulation scheme is the determination of the most appropriate matrix converter states to generate Vref and the input current IiP h in phase with the input phase voltages ViP h . The most suitable states to produce Vref are those which produce output voltage vectors with adjacent direction to it. These directions are named α and β, lagging and leading respectively. Similarly, matrix converter states that generate input current vectors with adjacent directions to ViP h are the most appropriate to produce a current vector in phase and they are named µ and ν. Consequently, states that share the appropriate directions are chosen. Four matrix converter states share the appropriate vector directions. Table 3.6 and Fig. 3.10 show the states and their associated space vectors. For example, Sαµ is a state with an output voltage vector in α direction, Vαµ , and an input current vector, Iαµ , in µ direction. Table 3.6: Matrix converter states, output voltage and input current space vectors state output voltage vector input current vector



Sαµ Vαµ Iαµ



Sαν Vαν Iαν



Sβµ Vβµ Iβµ



Sβν Vβν Iβν



Group II states produce output voltage vectors with six fixed directions. These directions are shown in Fig. 3.11(a). These directions divide the complex plane
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Im



Im



Re



Re



Figure 3.10: Matrix converter states, output voltage and input current space vectors



into six sectors. The α and β directions are chosen according to the sector in which Vref lies. For the example shown in Fig. 3.11(a), the α direction is −B and the β direction is +A. The analysis is similar for the current directions. For the example shown in Fig. 3.11(b), the µ direction is +T and the ν direction is −S.



Figure 3.11: Mode selection



Combinations of voltage and current directions are used to select the appropriate matrix converter states. Signs and letters are combined in the way that was described in section 3.2.1. For the example given in figure 3.11, the α and µ 71
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directions are −B and +T respectively. Consequently, states Sαµ is −BT . The four states corresponding to Fig. 3.11 are shown in Table 3.7. Table 3.7: Direction and corresponding matrix converter states Sαµ Sαν Sβµ Sβν



−B +T −B −S +A +T +A −S



−BT +BS +AT −AS



Selected states are applied for their respective duty cycles in order to generate the desired output voltages at unity input displacement factor. Formulae for the duty cycles are derived in the following section. 3.2.2.3



Duty cycle calculations



Assuming that the amplitude of the space vectors generated by the matrix converter does not vary during the sampling period Ts , the output voltage and input current are composed by a combination of the vectors generated by the selected matrix converter states.



Vo = Vαµ dαµ + Vαν dαν + Vβµ dβµ + Vβν dβν + V0 d0



(3.39)



Ii = Iαµ dαµ + Iαν dαν + Iβµ dβµ + Iβν dβν + I0 d0



(3.40)



Figure 3.12(a) shows Vref as the sum of vectors Vα and Vβ in the α and β directions, respectively. The vector Vα can be approximated utilising the two states with output voltage vectors in the α direction,Sαµ and Sαν .



Vα = |Vref |



sin( π3 − θSV ) = dαµ |Vαµ | + dαν |Vαν | sin π3



(3.41)



where dαµ and dαν are the duty cycles for the states Sαµ and Sαν , respectively. 72
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Vref



I Ph



(a)



(b)



Figure 3.12: Projections on output and input directions



Equations (3.42) and (3.43) express the values of |Vαµ | and |Vαν | for the example shown in Fig. 3.12. 2 2 |Vαµ | = √ vRS = √ Vin cos (ωi t) 3 3 µ



2 2 2 |Vαν | = − √ vT R = − √ Vin cos ωi t + π 3 3 3



(3.42) ¶



(3.43)



The input line voltage vector ViL is leading the input phase voltage vector by



π . 3



The input current IiP h must be in phase with the vector ViP h in order



to produce unity displacement factor. Figure 3.13 shows the input voltage and current vectors. The relationship between the phase of the input line voltage vector, ωi t, and the phase of the input current vector, θSI , is derived from the



ViL



3 3



ViPh



I iPh



Figure 3.13: Input phase and line space vectors
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figure and expressed in the following equation.



ωi t = θSI



(3.44)



Substituting the value of ωi t into (3.42) and (3.43), we obtain 2 |Vαµ | = √ Vin cos (θSI ) 3 µ



2 2 |Vαν | = − √ Vin cos θSI + π 3 3



(3.45) ¶



(3.46)



Substituting (3.45) and (3.46) into (3.41), yields



µ



¶



π |Vo | sin − θSV 3



·



µ



= Vin dαµ cos (θSV ) + dαν cos θSV



2 + π 3



¶¸



(3.47)



Vectors Iµ and Iν in Fig. 3.12(b) represent the components of the current vector IiP h along the two adjacent directions µ and ν, respectively. The current contribution of the α states are forced to be in phase with input phase voltage vector. This condition is expressed in equations 3.48 and 3.49.



kIµ = k |IiP h |



sin



kIν = k |IiP h |



³



π 3



− θSI



sin π3



´



= dαµ |Iαµ |



(3.48)



sin (θSI ) = dαν |Iαν | sin π3



(3.49)



where k |IiP h | represents the contribution of the α states to the input current and k is a scalar factor. Combining both equations and eliminating k |IiP h | µ



π dαµ |Iαµ | sin (θSI ) = dαν |Iαν | sin − θSI 3 74



¶



(3.50)
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The absolute values of the α states currents in the example presented in Fig. 3.12(b) are 2 |Iαµ | = − √ iB 3



(3.51)



2 |Iαν | = − √ iB . 3



(3.52)



substituting (3.51) and (3.52) into (3.50) µ



dαµ sin (θSI ) = dαν sin



π − θSI 3



¶



(3.53)



Equation 3.47 and 3.53 form a two equation system with two unknown variable dαµ and dαν . Solving for dαµ and dαν µ



dαµ dαν



¶



µ



π 2 |Vo | π = √ sin − θSV sin − θSI 3 3 3 |Vin | µ ¶ π 2 |Vo | sin − θSV sin (θSI ) = √ 3 3 |Vin |



¶



(3.54) (3.55)



Using a similar procedure the remaining duty cycles for the β states are obtained. Vβ = |Vo |



sin θSV = dβµ Vβµ + dβν Vβν sin π3



(3.56)



where µ



dβµ dβν



2 |Vo | π = √ sin (θSV ) sin − θSI 3 3 |Vin | 2 |Vo | = √ sin (θSV ) sin (θSI ) 3 |Vin |
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3.3



Scalar methods



Scalar methods are direct transfer function approaches using the high frequency synthesis method described in section 2.4. The duty cycles of each matrix converter switch are determined by sampling low frequency modulation functions. The low frequency functions are derived from the instantaneous scalar values of the input and reference output voltages. The main advantage of these methods is the ability to compensate for the effects of unbalanced or distorted input voltages. Because the modulation functions are functions of the instantaneous input voltages, they are modified automatically in order to compensate distorted input voltages. This compensation is performed with no extra calculations. A scalar approach modulation method was proposed by Roy et al. in 1987 [10]. This method was based on the measurement of the instantaneous input phase voltages in order to determine the duty cycles of each of the matrix converter switches. This is referred to as the phase voltage scalar method. In 1991, Ishiguro et al. presented a scalar modulation method using the instantaneous values of the input line-to-line voltages [11] to generate the values for the duty cycles. This method is referred to as the line voltages scalar method. Both methods obtain the maximum input output voltage ratio of



√



3 2



and



produce unity input displacement factor. Using these methods, the input displacement factor is fixed at unity for balanced input and load conditions. This lack of control of the input displacement factor is not a major drawback since this is considered an advantage for most practical applications.
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3.3.1



Phase voltages scalar method



The control strategy of the phase voltages scalar method [10] is to make the ratio between two specific input phase voltages equal to the ratio between the periods that these voltages are applied to the output. Output voltages vA , vB , vC are synthesised by the connection of the different input voltages during respective duty cycles.



vA = dAK vK + dAL vL + dAM vM vB = dBK vK + dBL vL + dBM vM



(3.59)



vC = dCK vK + dCL vL + dCM vM



where vK , vL and vM are input phase voltages which are assigned to the input phase voltages vR , vS and vT according to the following rules: Rule 1 The input voltage which has a different polarity to the other two is designated as vM . Rule 2 The two remaining voltages which share the same polarity are designated as vL and vK . The smaller one in terms of their absolute values is chosen as vK and the higher vL . Figure 3.14 shows a set of balanced input voltages vR , vS , vT and the resulting fictitious phase voltages vK , vL and vM that are obtained from the application of rules 1 and 2. The control strategy is to set the ratio between the voltages vK and vL equal to the ratio between the period that these voltages are applied to the specific output phase. This relationship is demonstrated in equation 3.60.
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1 0



vR



vS



vT



-1 1



vK



0 -1 1



vL



0 -1 1



vM 0 -1



0 Figure 3.14: Input phase voltages vR , vS and vT and fictitious phase voltages vK , vL and vM .



vK tXK dXK = = = ρKL vL tXL dXL



(3.60)



Due to the inductive nature of the load, the output lines must never be open circuit at any time. Therefore



dXK + dXL + dXM = 1



(3.61)



The duty cycles can be determined by using the high frequency synthesis described in section 2.4.



dij (k) = mij (tk ) i ∈ {A, B, C} j ∈ {K, L, M }
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In the case of a three-phase balanced supply, the modulation function are:



mXL =



[vX − vM ]vL 2[vX − vM ]vL = 2 2 2 2 vK + vL + vM 3vin



(3.63)



2[vX − vM ]vK 2 3vin



(3.64)



mXK =



mXM = 1 − mXK − mXL



(3.65)



Figure 3.15 shows a set of normalised input voltage, an output voltages and the resulting low frequency modulation functions. A maximum output/input voltage ratio of



1 2



can be achieved by this method.



The reasons for this limitation are explained in section 3.1.1. This maximum ratio can be extended by adding zero-sequence components to the output reference voltages in a similar manner to that described earlier in section 3.1.2. The 1 0



vR



vS



vT



vA



-1 1



mAK 0 1



mAL 0 1



mAM 0



0 Figure 3.15: Modulation functions for the phase voltage scalar method
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maximum output input voltage ratio can then be enhanced to



√



3 . 2



A modified



reference voltage and the corresponding low frequency modulation functions are shown in figure 3.16. 1 0



vR vA



vS



vT



-1 1



mAK 0 1



mAL 0 1



mAM 0



0 Figure 3.16: Modulation functions for maximum output input voltage ratio



3.3.1.1



Input power factor



One of the main advantages of the application of the high frequency approach is the absence of low frequency harmonics in the input and output voltage and current waveforms. The input filter eliminates most of the high frequency harmonics of the input current. Therefore, the input power factor is mostly determined by the displacement factor. The phase voltage scalar method produces unity input displacement factor when it operates under balanced input supply and output load [10].
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3.3.2



Line voltages scalar method



The modulation method proposed by Ishiguro et al. [11] synthesises the output line-to-line voltages using the instantaneous values of the input line-to-line voltages in each sampling period. The control strategy is to make the period that each line voltage is applied for proportional to their magnitudes. A careful selection of the appropriate input line voltage is made in order to use only positive voltages. A set of fictitious voltages vK , vL and vM is assigned to the input voltages vR , vS and vT according to the following rules Rule 1 The most positive input voltage is designated vL . Rule 2 The most negative input voltage is designated as vM . The remaining voltage is designated as vK . Figure 3.17 shows a set of normalised and balanced input voltages vR , vS , vT and the fictitious line voltages vKM , vLM and vKL resulting from the application of the above rules. Next a new set of reference voltages vU , vV and vW is created for the reference voltages vA , vB and vC according to the following rules Rule 3 The most positive output voltage is designated as vU . Rule 4 The most negative output voltage is designated as vW . The remaining voltage is designated as vV . The new line-to-line voltages resulting from the application of rules 3 and 4 can be synthesised from the line-to-line input voltages resulting from the application of rules 1 and 3 as shown in equations 3.66 and 3.67.
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1
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vKM 0 2
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vKL 0



Figure 3.17: Input phase voltages vR , vS and vT and fictitious line voltages vKM , vLM and vKL .



vU W = a2 vKM + a3 vLM + a1 vM M



(3.66)



vU W = b2 vKM + b3 vLM + b1 vM M



(3.67)



where a1 , a2 , a3 , b1 , b2 , b3 are the modulation functions associated to their adjacent line voltages and are given by equations 3.68, 3.69 and 3.70



a2 =



vU∗ W [vKM + vKL ] 2 + v2 ] 2 + vLM [vKM KL



b2 =



vV∗ W [vKM + vKL ] 2 + v2 ] 2 + vLM [vKM KL (3.68)



a3 =



vU∗ W [vLM − vKL ] 2 + v2 ] 2 + vLM [vKM KL



b3 =
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The new modulation functions have the following constraints



a1 + a2 + a3 = 1



(3.69)



b1 + b2 + b3 = 1



(3.70)



The maximum input output voltage ratio is derived from these constraints and from equations (3.68). For a balanced input voltage source, the maximum input output voltages ratio is 3.3.2.1



√ 3 . 2



Input power factor



Because of the absence of low frequency harmonic components, the input power factor depends mainly on the input displacement factor. The analysis of the input displacement factor is made assuming that the input voltages and output reference voltages are balanced. The input currents are given by the following equations.



iK = iL = iM =



∗ vK [vU∗ iU + vV∗ iV + vW iW ] 2 ] 3 [vK2 + vL2 + vM ∗ ∗ ∗ vL [vU iU + vV iV + vW iW ] 2 2 2 3 [vK + vL + vM ] ∗ vM [vU∗ iU + vV∗ iV + vW iW ] 2 2 2 3 [vK + vL + vM ]



(3.71) (3.72) (3.73)



The previous equations show that if the output currents are balanced, the input phase currents are in phase with their respective voltages. This happens regardless of the power factor of the load [11].
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3.4



Other methods



A predictive current loop control method and two methods using a fuzzy logic controller are outlined in this section. These methods provide a different approach to matrix converter modulation than the analytical methods described early.



3.4.1



Predictive-current loop control



Two matrix converter modulation methods based on a predictive current loop algorithm were introduced by E. Wiechmann et al. [12–15]. The aim in these methods is to minimise the error between the output current vector and its reference. The first method is referred to by the author as the asynchronous direct frequency changer (ADFC), and the second as the synchronous direct frequency converter (SDFC). Both use space vectors to minimise the number of calculations. The first uses the direct transfer function approach while the second uses the indirect transfer function approach. A brief description of both methods and the mathematical models involved is given below. Equations for the output currents were earlier presented in section 2.2.2. Output current equations, (2.20), can be rearranged as follows: d iA R vxa = − iA + dt L L R vxb d iB = − iB + dt L L R vxc d iC = − iC + dt L L



(3.74)



where vxa , vxb and vxc are just auxiliary variables to reduce the required number
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of computations in the predictive algorithm [12]. Their values are given by 











 vxa    vx =   vxb   



vxc







 vAB − vCA        =  vBC − vAB       



vCA − vBC



        



(3.75)



Equation (3.75) shows that the variables vx depend on the output voltages of the matrix converter. Consequently, they depend on the switching states of the matrix converter elements. Transforming the equation 3.74 to the α-β plane d io R vx = − io + dt L L



(3.76)



A first order approximation of equation (3.76) is now used to find a recursive equation for the output current. ·



¸



R ∆t io (k + 1) = io (k) 1 − ∆t + vx L L



(3.77)



where ∆t is the sampling period. An error variable ² is defined as the magnitude of the difference between the output current vector io and the reference output current vector.



² = |io − iref |



(3.78)



Figure 3.18 shows the graphic representation of equation (3.78). A composite error function E is defined as the sum of the error along m samples. Equation (3.77) is used to predict the value of output currents.
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E=



k+m X



²(i)



(3.79)



i=k



where ²(i) = |io (i) − iref |



(3.80)



The aim of the predictive algorithm is to find the matrix converter state that minimises the composite error function. In order to achieve this, the algorithm continuously senses the error signal ². If the error ² is smaller than a predefined value r, the algorithm maintains the existing state of the matrix converter. The area in which the output current vector can lie without affecting the state of the matrix converter is shown in Fig. 3.18. As soon as ² becomes greater than r, the algorithm predicts the output currents using equation 3.77 for all the valid states of the matrix converter. The composite error function E is evaluated using the predicted current values and the state which minimises E is chosen as the next state of the matrix converter. ADFC performs the evaluation of the composite error function only for the Im



r



io ioref



Re



Figure 3.18: Error ², output current vector and output reference current vector.
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21 states used in the indirect transfer function. Simulations show that the remaining states only add processing time to the predicting algorithm with no clear advantage. SDFC utilises the indirect transfer function approach in order to reduce the number of computations in the predictive algorithm. The rectifier is controlled as a full-bridge diode rectifier producing the now familiar envelope voltage in the fictitious dc-link. The function E is evaluated for the 6 active states of the inverter using the envelope voltages as the input to the inverter. Results show that these modulation methods result in a low switching frequency, thus reducing switching losses. Furthermore, the methods are robust and can function despite variations in the amplitude of the input voltages. The reported input-output voltage ratio achieved with these methods is high at 0.99, which is close to the maximum theoretical limit of 1.05 (see section 4.1.1). On the other hand, these methods suffer from several disadvantages. The number of calculations involved in the predictive algorithm makes it difficult to implement these methods in real time. Another drawback is that the algorithm uses a simplified model to predict the output current. Load parameter identification is required to assure a correct matrix converter state selection. Usually, back emf, load’s inductance and resistance values are required. This increases processing time and the complexity of the control algorithm.



3.4.2



Fuzzy logic Control



Two expert knowledge-base matrix converter modulation methods were presented by Wiechmann et al. [16]. These methods use a combination of fuzzy logic, expert systems and space vectors. One of the methods is based on the direct transfer function approach and the other on the fictitious dc-link arrangement or indirect transfer function approach. 87
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Expert space vector modulation (XSVM) uses a set of rules to determine the next converter state. The rules are developed based on an understanding of the converter operation. These techniques require a reduced processing time compared to other methods. The algorithms are independent of load parameters and no on-line parameter identification is needed. The control algorithm has two objectives. The first is to find the sequence of matrix converter states that produces the desired output voltages and load currents. The second is to find the sequence of states that reduces the input current distortion and improves the input power factor. The control actions to fulfil both goals may not be unique. A fuzzy controller is implemented to determine which control action has priority. A brief description of the control algorithm proposed by Wiechmann is presented here. 3.4.2.1



Expert direct transfer function approach



This algorithm uses three different controllers to determine the appropriate matrix converter states. Figure 3.19 demonstrates the interactions between the three controllers. The output current controller determines the state of the matrix converter, So , that maintains the error between the load current and the reference current to a value lower than a predefined error. The input current controller determines the converter state, Si , that improves the input displacement factor. The fuzzy controller decides which of the two states is applied to the matrix converter. 3.4.2.2



Fuzzy controller



The fuzzy controller employs two fuzzy variables and a control variable. The fuzzy variables are fuzzy output error, eo , and fuzzy input error, ei . They are 88
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Figure 3.19: Expert direct transfer function controllers defined as follows eo = |Iref − Io |



(3.81)



ei = |Ih |



(3.82)



where Iref is the current reference space vector, Io is the output current space vector and Ih is the input distortion current space vector obtained by filtering the input current with a digital band pass filter. The universe of disclosure of the fuzzy variables is divided into three fuzzy sets as shown in figure 3.20. The fuzzy sets are called null error, N, small error, S, and big error, B. A triangular membership distribution is chosen for linear interpolation. The number of segments for the fuzzy variables is chosen to have maximum control with the minimum number of rules. A set of linguistic description rules is defined. These rules are based on expert knowledge of the converter operation. An example rule is [16]: Rk If the input error is Big and the output error is Null then the input controller has priority 89
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Figure 3.20: Universe of disclosure for fuzzy variable ei and eo A summary of the of the proposed rules is given in Table 3.8. The fuzzy controller uses these rules to determine which of the two controllers has priority. Output current controller The function of the output current controller is to maintain the error between the load current vector and the reference current vector lower than a prefixed value. The algorithm measures the output currents and calculates the output current space vector. Output voltage vectors leading and lagging the output current vector are applied if the output current vector is lagging or leading the reference current vector respectively. Zero vectors are applied if the absolute value of the output current is larger than the absolute value of the reference current. Table 3.8: Set of Fuzzy rules
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Input current controller The input current controller selects the converter state that reduces the input current distortion. The control algorithm controls the input displacement factor by selecting matrix converter states with the appropriate input currents vector. 3.4.2.3



Expert indirect transfer function approach



The use of the indirect function approach splits the matrix converter into a fictitious rectifier and inverter. The matrix converter controller generates two independent control actions, SR for the rectifier and SO for the inverter. These states are then combined to obtain the appropriate matrix converter state. A block diagram of the expert indirect controller is shown in Fig 3.21. The output current controller uses an XSVM algorithm similar to the output current controller in the direct approach. The controller is less complex than the direct approach because the number of active vectors is only six and their directions are independent of the input voltages.
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Figure 3.21: Expert indirect controller block diagram 91
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The function of the rectifier controller is to maintain an appropriate voltage level in the fictitious dc-link and to reduce the input current distortion. The dc-link voltage controller and the input current controller generate the states of the rectifier that perform these functions. These two control actions could be different and the fuzzy controller decides which has priority. The fuzzy variables are defined as eo = |Vref − Vdc |



(3.83)



ei = |Ih |



(3.84)



The main feature of these methods is to achieve unity output input transfer ratios. This feature is important because it eliminates the need for a coupling transformer and allows the matrix converter to drive motors at the system nominal voltage. XSVM techniques reduce the computational effort and maintain a low commutation frequency allowing the matrix converter to operate at higher power rates.



3.5



Summary



In this chapter, different matrix converter modulation methods including the original Venturini and Alesina method, space vector modulation, scalar methods, predictive-current loop and fuzzy logic control methods were reviewed in some detail. In addition to these methods, modulation algorithms based on hysteresis current control and variable structure control operating in sliding mode have been reported in the literature [17–20]. The proliferation of modulation methods proves that matrix converter modulation is not a settled matter. New approaches are 92
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continuously being explored to overcome some of the disadvantages of existing control methods and extend the range of matrix converter potential applications.
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Chapter 4 Overmodulation, subharmonics and the effects of high input frequencies Three important issues and their effect on matrix converter performance are discussed in this chapter. These are the operation of matrix converters in overmodulation mode, the generation of subharmonics in the output voltage waveforms and the effect of high input frequencies on the output waveforms. Although the small output/input voltage ratio is often quoted in the literature as one of the major disadvantages of matrix converters, overmodulation has surprisingly not received much attention to date. The power output and the dynamic performance of matrix converters can be improved by increasing the output-input voltage ratio through overmodulation. The second issue is the generation of subharmonic components in the matrix converter output voltages. One of the important features of high frequency synthesis modulation methods is that they do not generate subharmonic components. When other methods are used or when the matrix converter is operated 94
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in the overmodulation range the generation of subharmonics must be examined. These components present a big problem in many applications because they can not be filtered out by an inductive load and can generate large low frequency currents which saturate the magnetic materials. Finally, a discussion on the errors caused by high input voltage frequencies on the matrix converter output voltages is presented.



4.1



Overmodulation in matrix converters



Any power converter operates in its overmodulation range when it generates output voltages greater in amplitude than the maximum voltages that are possible to generate using a high frequency synthesis modulation method. The overmodulation region has been described as nonlinear [30] because the original sinusoidal reference waveform is effectively replaced by a distorted waveform. Although overmodulation in dc-link converters has been widely described in the literature [27, 30, 31], it has been largely ignored in matrix converters. A modulation method that operates in the overmodulation range must be able to increase the output voltage in a continuously controllable fashion up to the maximum possible value. The price of increasing the output voltage magnitude is the degradation of its frequency spectrum. Furthermore, overmodulation in matrix converters may produce subharmonic components.



4.1.1



Maximum voltage analysis



The theoretical maximum matrix converter output/input voltage ratio is derived in this section. Using the indirect transfer approach, the transfer function can be split into two as shown in equations 4.1.
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 vAB    voL =   vBC   



vCA











  FI1       =   FI2      



FI3







  "   · FR1    



FR2







 vRS #    FR3 ·   vST   



vT R



        



(4.1)



One set of functions (FR1 ,FR2 ,FR3 ) is related to the rectifier and the other set (FI1 ,FI2 ,FI3 ) to the inverter. The analysis is carried out in two parts. In the first part, ideal continuous sinusoidal functions are assumed. These functions can not be generated by a matrix converter operating in switching mode but they are useful to understand how the input voltages are transformed first into a dc voltage and then into sinusoidal output voltages of arbitrary frequency. In the second part of the analysis, the ideal functions are replaced by transfer functions that can be produced by a matrix converter and have their fundamental component identical to the ideal functions used in the first part. A set of rectifier functions, FR1 , FR2 and FR3 , transforms a 3-phase voltage system into a dc voltage. This dc voltage is then transformed into output voltages by the inverter functions FI1 , FI2 and FI3 . Equation 4.2 shows the ideal transfer functions. The frequencies of the rectifier functions and the input voltages are identical and they are in phase with the input voltage in order to obtain the highest dc voltage. In order to transform the dc voltage generated by the rectifier into output voltages the inverter functions must be in phase with the reference output voltages.
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(4.2) where A and B are the amplitudes of the inverter and rectifier functions, respectively and Vin is the amplitude of the input voltage. Through mathematical manipulation, equation 4.2 may be written as: 







 vAB      vBC   
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(4.3)



Therefore, the output/input voltage ratio is



R=



The ratio



Vo Vin



Vo 3 = AB Vin 2



(4.4)



is maximum when the maximum possible values of A and B are



applied. The ideal functions presented in equation 4.2 are continuous. Consequently, they can not be produced by a matrix converter operating in switching mode. In practice, rectifier transfer functions can have only 3 values because line input voltages can be directly applied, applied in reverse or not applied to the dc bus. These values are expressed as 1,−1 and 0, respectively. Only one line voltage can be connected to the dc link at any given time. This
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constraint can be expressed as X



abs(FRi ) = 1



i ∈ {1, 2, 3}



(4.5)



In order to obtain the maximum output input ratio, the functions must produce the highest possible voltage in the dc bus. This voltage is obtained using rectifier transfer functions that perform like a full bridge rectifier. These functions are shown in Fig. 4.1. FR1



FR2



FR3



Figure 4.1: Envelope rectifier transfer function



The fictitious inverter transfers the dc voltage directly to the output line voltages. The switches of the fictitious inverter are set in such a way that one of the three line voltages is equal to the dc link voltage, another is equal to the dc link voltage applied in reverse and the remaining one is equal to zero. Therefore the inverter transfer functions can have values of 1, −1 or 0, respectively. They must also fulfil the constraints expressed by the equation X



FIi = 0



i ∈ {1, 2, 3}
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The maximum output fundamental voltage component is obtained using quasisquare waveform or six step inverter operation [30]. The transfer functions for this modulation mode are shown in Fig. 4.2. FI1
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FI3



Figure 4.2: Inverter transfer function



Both rectifier and inverter transfer functions can be expressed as a Fourier series. 
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(4.7)



           



(4.8)



where Bk and Ak are the amplitudes of the k th component of the rectifier and inverter functions, respectively. 99
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The fundamental components of the rectifier and inverter functions perform the required amplitude and frequency transformation. The remaining terms generate harmonics that have to filtered out by the load. The values of the fundamental components A1 and B1 are given by √ 2 3 A1 = π



B1 =



2 π



(4.9)



(4.10)



The maximum theoretical value for the output/input transfer ratio is thus obtained from equation 4.4



RM AX



√ Vo 3 6 3 = = A1 B1 = 2 = 1.05296 Vin 2 π



(4.11)



Equation 4.11 shows that the maximum possible output/input ratio is 1.05296. This theoretical value is significantly larger than the maximum obtained using the Alesina or space vector modulation methods. The cost for the enhancement of this ratio is the degradation of the frequency spectrum as shown in section 4.2.



4.2



Subharmonic components



The generation of subharmonic components in the output voltage waveforms is analysed in this section. Although the indirect transfer function approach is used in this analysis, the generation of subharmonics is not exclusive to this method and similar results may be obtained for the direct transfer function approach. Assuming that the voltage in the fictitious dc link is identical to the voltage produced by a full bridge rectifier, equation 4.12 shows that this envelope voltage
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has a dc component plus harmonic components at frequencies given by multiples of 6 times the input frequency.



Venv = C0 +



∞ X



Cl cos (6 lωi t)



(4.12)
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This envelope voltage is multiplied by the inverter functions to obtain the output voltages 
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(4.13)



Similarly, the inverter function can be divided into its fundamental component and the remaining harmonic components. Equation 4.13 becomes
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(4.14)



Ak cos k ωo t + π 3



The dc term, C0 , produces the fundamental component of the desired output voltage and all the remaining harmonic components. 101
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The first term in equation 4.14 corresponds to the desired output voltages. The second term represents the harmonic components whose frequencies are integer multiples of the output frequency. The first two terms are similar to those representing e voltages produced by an inverter operating in six step quasi square wave mode. The last term, however, has elements generated by the multiplication of component of different frequencies. This generates components at frequencies given by the sum and difference of the input and output frequencies.



4.3



Effects of high input frequencies



All methods analysed in chapter 3 that use high frequency synthesis assume that the change in the magnitude of input voltages during the sampling period Ts is negligible. The voltages are measured or estimated at the beginning of the sampling period and the calculation of the required duty cycles is made assuming that the input voltages are constant during this period. This is a reasonable assumption since the variation in the input voltages during sampling period Ts is negligible when the sampling frequency fs is much higher than the input frequency. Acceptable sampling/input frequency ratios are not usually a problem when a matrix converter is connected to the 50 Hz mains supply. Modern semiconductor devices can operate at frequencies between 5 kHz and 25 kHz with acceptable performance and low switching losses. This produces a sampling/input frequency ratio of between 100 and 500. This situation changes dramatically, however, when a matrix converter is used with high frequency voltage generators such as a high speed directly coupled turbogenerator. Input voltage frequencies between 300 Hz and 2 kHz give low sampling/input frequency ratios resulting in errors in the amplitude of the fundamental components and the generation of additional 102
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Figure 4.3: Input frequency errors harmonic components. Figure 4.3 shows the errors produced for two different input frequencies. The period sampling Ts is the same for both input frequencies and the input voltages are sampled at the same voltage value and the duty cycle δ is the same in both figures. Figure 4.3(a) shows the error produced with a low frequency input voltage. The error increases significantly at the higher input frequency shown in Fig. 4.3(b). The input frequency error may lead to low frequency and subharmonic component generation in the output voltage waveform. Output errors have a fundamental frequency equal to six times the input frequency. Components at this frequency in the fictitious dc-link produce subharmonic components in the output voltage waveforms as described earlier in section 4.2. An interesting effect can be analysed using Fig. 4.4. With increasing input frequencies, it becomes more likely that the envelope voltage is formed by different input phases during the period Ts .
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One way to deal with this problem is to make independent the control of the fictitious rectifier. This allows the matrix converter to change its state in order to transfer the highest voltage to the output. Figure 4.4 shows the envelope voltage used to produce the desired output voltage. The average error is reduced because there is period in which the actual voltage is greater than the sampled voltage and this compensates for the period when the voltage is smaller. (+)
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(-) error
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Figure 4.4: High frequency input errors
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Chapter 5 New Modulation Method This chapter presents a new modulation method for matrix converters developed by the author as part of this thesis. The new method is referred as the integrative method and one of its features is the ability to cope with high frequency input voltages. The integrative method also enjoys two additional advantages. Firstly, it is very robust in terms of dealing with unbalanced and contaminated input voltage sources. Unbalanced conditions are not rare in industrial environments. A modulation method which can operate effectively in such conditions increases the number of potential applications of matrix converters. Secondly, it has the advantage of being able to operate in the overmodulation region without any modification to its control algorithm. The input voltage source may be contaminated by external and self-generated distortions. In any matrix converter, the input voltage will be distorted as a result of the switching action of the converter. The extent of this distortion depends on the switching frequency and the degree of filtering used [32]. This effect has the potential to generate low frequency harmonics in the output voltage. Simulations of matrix converter operation with severe input voltage contamination show that
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the integrative method generates lower low frequency and subharmonic components in the output voltages than conventional space vector modulation methods.



5.1



The integrative method



The main difference between the integrative method and the high-frequency synthesis methods described in chapter 3 is that the duty cycles, or the time period that each vector is applied for, are not calculated at the start of the sampling period. Instead of calculating the duty cycles, the output vectors are applied until the value of the corresponding integral that is continuously evaluated reaches a reference or target value. The method is based on the indirect transfer function approach. The rectifier section is controlled as a full-bridge rectifier as described early. This produces the envelope voltage presented in Fig. 3.5. The analysis of the inverter section is also similar to that presented in section 3.2.1. The space vector definition is applied to the output voltages generated by the allowed inverter states. Two vectors, Vα and Vβ , are selected according to the position of the reference output vector, as is shown in Fig. 5.1. The two output vectors Vα and Vβ are applied during fractions of the switching period in order to generated the desired average output voltage vector given by " # Z (dα +dβ )T Z T 1 Z dα T Vα dt + Vβ dt + V0 dt Vo = T 0 dα T (dα +dβ )T



(5.1)



where dα and dβ are the fractions of the period Ts that vectors Vα and Vβ are applied for. In contrast to the full bridge space vector modulation method, this modulation method does not assume that the vectors are constant during the
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Figure 5.1: Axis projections period Ts . For this reason, they can not be extracted from the integrals. The output line voltages can be obtained using the projections of the output voltage vector on the 0, 32 π and 43 π axes. Applying equations B.3, B.4 and B.5 given in appendix B to the reference output vector, the required output line voltages are derived as functions of the two vectors Vα and Vβ .
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The output space vectors produced by the allowed states of the matrix converter divide the plane into six 60◦ sectors. The sector in which the reference vector lies define the vectors Vα and Vβ . For the case shown in Fig. 5.1, the
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vectors Vα and Vβ are given by the equations π 2 Vα = √ Venv e−j 6 3



(5.5)



π 2 Vβ = √ Venv ej 6 3



(5.6)



Substituting into equations 5.2-5.4, we obtain:



vAB vBC vCA



" # Z (dα +dβ )T 1 Z dα T Venv dt + Venv dt = T 0 dα T 1 Z dα T = Venv dt T 0 Z (dα +dβ )T 1 = Venv dt T dα T



(5.7) (5.8) (5.9)



The period of integration in equation 5.8 is the period in which the vector Vα is applied. This means that vector Vβ does not contribute to the output voltage vBC and this output voltage is only formed by the contribution of the vector Vα . This can also be deduced from Fig. 5.1. The output voltage vBC 2



is the projection of output space vectors on the ej 3 π axis (see appendix B). As 2



vector Vβ is orthogonal to the ej 3 π axis, the application of this vector cannot contribute to vBC because its projection is equal to zero. A similar analysis can be made for equation 5.9 and the conclusion is that the output voltage vCA is only formed by the contribution of vector Vβ . Thus, instead of pre-calculating the two duty cycles dα and dβ , Vα is simply applied until the desired value vBC is obtained, then Vβ is applied until the desired value of vCA is obtained, and finally, the zero vector V0 is applied until the end of the sampling period Ts to produce the three output line voltages. A similar analysis can be presented when the reference vector lies in other sectors.
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Table 5.1 shows the line voltages to be integrated depending on the sector in which the reference output vector lies. The second and third columns show the line voltages corresponding to the vectors Vα and Vβ , respectively. In order to implement this method in a digital system, equations 5.8 and 5.9 are approximated. The digital system samples the envelope voltage Venv with a frequency



1 . ∆t



Using the forward approximation for the integrals equations 5.8



and 5.9 become n1 ∆t X −Venv (l∆t) T l=1



(5.10)



n2 ∆t X vCA (k) = −Venv (l∆t) T l=n1



(5.11)



vBC (k) = and



Figure 5.2 shows the flow chart for the algorithm applied for one cycle. The algorithm begins by applying the vector Vα corresponding to the sector where the reference output voltage vector lies. A target value intα for the integral approximation is obtained and an auxiliary variable Σ is set to zero. Then, the algorithm performs a loop in which the envelope voltage is acquired and added to the variable Σ. When the variable Σ is greater than the target value intα the loop is broken and a similar process is carried out using the vector Vβ and its corresponding target value intβ. The vector V0 is then applied until the end of Table 5.1: Line voltage to be integrated in the different sectors output argument − 16 π < ϕo < 16 π 1 π < ϕo < 21 π 6 1 π < ϕo < 65 π 2 5 π < ϕo < 67 π 6 7 π < ϕo < 23 π 6 3 π < ϕo < 11 6π 2
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Figure 5.2: Flow chart for the integrative algorithm for one sampling period Ta
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5.2



The integrative method in the overmodulation range



Two characteristics of this new method make it possible for the matrix converter to operate in the overmodulation region. Firstly, the integrative method uses the maximum voltage available to generate the output space vector. When the maximum output-input ratio for space vector modulation was analysed in section 3.2.1, a hexagon was defined as the area where the matrix converter can produce output space vectors. This hexagon varies with the envelope voltage in the fictitious dc-link. By using the maximum voltage available, the integrative method is limited by the instantaneous hexagon and not by the minimum voltage hexagon like in conventional space vector modulation methods. Secondly, the integrative method produces a continuous transition between the two overmodulation modes shown in Fig. 5.3 representing one of the six sectors of the hexagon. Figure 5.3(a) shows the output space vector produced by the matrix converter operating at the limit of the linear region. The trajectory reference vector describes a circle inside the hexagon and the locus of the average D
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Figure 5.3: Output vector in linear range (a), in overmodulation mode I (b) and overmodulation mode II (c)
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output space vectors produced by the matrix converter lies in the same circle. Figure 5.3(b) shows the output vectors when the magnitude of the reference vector is increased beyond the linear region but is partly still inside the hexagon. This kind of operation is referred as overmodulation mode I. While the reference vector is within the hexagon, the matrix converter produces vectors which lie in the reference trajectory. The output space vector locus is along arcs A-B and B-C in the figure. However, when the original reference trajectory passes outside the hexagon, the average vector locus is the segment B-C which coincides with the hexagon. Overmodulation mode II is when the whole trajectory of the reference voltage lies outside the hexagon. In this mode, the output space vector locus changes gradually from a continuous hexagon to the discrete six step mode. Figure 5.3(c) shows how the output vectors concentrate in a region near the corners of the sector. The segments A-B and C-D becomes smaller when the amplitude of the reference is increased.



5.3



Simulation results



Simulations of the integrative modulation method have been carried out in order to evaluate its performance. Simulations were carried out using Matlab and Simulink . As a programming language and data visualisation tool, Matlab offers a rich set of capabilities to simulate non-linear systems. Simulink is an extension to Matlab that allows the user to rapidly and accurately build computer models of dynamical systems using block diagram representation. Simulink is a very effective tool for modelling complex nonlinear systems. These models can include both continuous and discrete-time components. The advantage of using block diagram notation to simulate matrix converter 112
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Figure 5.4: Matrix converter and control block diagram



operation is the clear separation between the converter and the control system. This separation allows the user to simulate the converter with different controls and evaluate their relative performances. Fig. 5.4 shows a block diagram of the matrix converter including the load and the input filter. All the currents and voltages are represented by space vectors. Models of the matrix converter, input filter and load were built using the α-β coordinate equations given in section 2.2.3. This decreases the number of equations to be solved and speeds up the simulations. The characteristics of the matrix converter are modelled assuming ideal conditions. The matrix converter is formed by 9 ideal bidirectional switches. The switching times are assumed to be negligible and no energy is dissipated in the switches. The output of the control block is a code that indicates the state of the matrix converter. This code is used as an input to blocks TLL and TTP hP h . These blocks represent the matrix converter and their values are given by equations 2.30 and 2.31.
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Any algorithm implemented in a digital system is time demanding and therefore, decisions can not be taken instantaneously. This processing time is taken into account in the simulation presented in this chapter. Simulation results are presented in three groups. The first group (Figs. 5.55.14) show simulation results for the integrative method operating under different operating conditions. The second group (Figs. 5.15-5.30) presents a comparison of the integrative method with full space vector modulation. The third group are simulations of the integrative method operating in the overmodulation region. The figures of the first group show output line voltages and input currents together with their respective frequency spectrums. Figs. 5.5 and 5.9 show integrative method generated output voltage waveforms. Fig. 5.6 and 5.10 show the frequency spectrums. The figures show fundamental components of the correct amplitude and no significative low frequency harmonic components. High frequency components are grouped near frequency multiples of the switching frequency fs . Figures 5.7, 5.8, 5.11 and 5.12 show input current waveforms and their corresponding frequency spectrums. As expected, the current frequency spectrums are similar to those of a three phase diode bridge rectifier and includes the familiar 5th , 7th 11th , 13th ,...etc. harmonic components as well as some high frequency components related to the switching frequency. Simulations were made assuming a sinusoidal current sources load. Figures 5.13 and 5.14 shows the integrative method operating with dc input voltages. This operating condition is interesting for applications such as uninterrupted power supplies (UPS) where it is possible to take advantage of the bidirectional power flow feature of matrix converter.
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Figure 5.5: Simulated line voltage waveform with voltage transfer ratio of f i = 50Hz, f o = 40Hz and f s = 2.5kHz
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Figure 5.6: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.5
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Figure 5.7: Normalised input current with voltage transfer ratio of 50Hz, f o = 40Hz and f s = 2.5kHz
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Figure 5.8: Frequency spectrum corresponding to the input current shown in Fig. 5.7
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Figure 5.9: Simulated line voltage waveform with voltage transfer ratio of f i = 50Hz, f o = 80Hz and f s = 2.5kHz
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Figure 5.10: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.9
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Figure 5.11: Normalised input current with voltage transfer ratio of 50Hz, f o = 80Hz and f s = 2.5kHz
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Figure 5.12: Frequency spectrum corresponding to the input current shown in Fig. 5.11
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Figure 5.13: Simulated line voltage waveform for integrative method and dc input voltage, f i = 0Hz, f o = 50Hz and f s = 2.5kHz
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Figure 5.14: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.13
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5.3.1



Comparison between Integrative and full space vector modulation methods



In order to compare the performance of the integrative and full space vector modulation methods, simulations were carried out for identical operational conditions. Comparisons are made in terms of the effects of high input frequencies and unbalanced and distorted input voltages on the quality of the output voltage waveforms. 5.3.1.1



Input frequency effects



Simulation results show that the integrative method produces a fundamental component whose magnitude (0.86960) is close to the reference value while conventional space vector modulation produces an error in the amplitude of the fundamental component equal to 6.27%. Figures 5.15-5.18 shows output line-to-line voltage waveforms and its frequency spectrum for operation with the integrative method and conventional SVM, respectively. The waveforms are simulated for operation with an input frequency of 350 Hz, an output frequency of 50 Hz, a switching frequency of 2.5 kHz and for a output/input voltage ration of
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Figure 5.15: Simulated line voltage waveform using integrative method with volt√ 3 age transfer ratio 2 , f i = 350Hz, f o = 50Hz, f s = 2500Hz
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Figure 5.16: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.15
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Figure 5.17: Simulated line voltage waveform using SVM method with voltage √ 3 transfer ratio 2 , f i = 350Hz, f o = 50Hz, f s = 2500Hz.
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Figure 5.18: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.17



122



Chapter 5. New Modulation Method



5.3.1.2



Effect of unbalanced input voltages



The generation of subharmonics in matrix converters operating under unbalanced supply conditions has been analysed in several papers [24, 33–35]. Due to the absence of internal energy storage, the matrix converter is sensitive to disturbances in input voltages because they are coupled directly to the output. The effects of unbalanced input voltages can be summarised as following. Firstly, the presence of unbalanced input voltages generates low order harmonics in the output voltage waveforms. Harmonics are generated at frequencies below the output frequency if this is higher than the input frequency. Also, the maximum output/input voltage ratio changes with the variation in the amplitude of the available input voltage. Figures 5.19-5.22 show simulated waveform results for the integrative and space vector modulation method. Simulations were carried out for unbalanced input conditions in which the phase voltage vR has an amplitude equal to 70% of its nominal value. The integrative method generates an output waveform with a fundamental component of 85.94% compared with 78.71% for the conventional space vector modulation method. The largest subharmonic component is generated by both methods at 20Hz, (2fi − fo ). The magnitude of this component is only 1.42 % for the integrative method compared with 4.27 % for the conventional space vector modulation method.
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Figure 5.19: Simulated line voltage waveform using integrative method with volt√ age transfer ratio 23 , f i = 50Hz, f o = 80Hz, f s = 2500Hz.
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Figure 5.20: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.19
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Figure 5.21: Simulated line voltage waveform using SVM method with voltage √ 3 transfer ratio 2 , f i = 50Hz, f o = 80Hz, f s = 2500Hz.
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Figure 5.22: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.21
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Figures 5.23-5.26 show the results of the simulation of a matrix converter operating under extreme unbalanced condition in which the phase voltage vR is zero. Because of the lower voltage available in the dc link the transfer ratio was reduced to 0.5. The ability of the integrative method to use all the voltage available, produces better quality waveforms than the conventional space vector modulation method. Fig. 5.24 shows that no error is produced in the fundamental component, and components whose frequencies are close to the fundamental remain low. On the contrary, the spectrum of output waveforms produced by conventional space vector modulation shows a 30% error in the fundamental component and higher component values at frequencies close to the fundamental than the integrative method.
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Figure 5.23: Simulated line voltage waveform using integrative method with voltage transfer ratio 0.5, f i = 50Hz, f o = 40Hz, f s = 2500Hz.
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Figure 5.24: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.23
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Figure 5.25: Simulated line voltage waveform using SVM method with voltage transfer ratio 0.5, f i = 50Hz, f o = 40Hz, f s = 2500Hz.
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Figure 5.26: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.25
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5.3.1.3



Input voltage distortion effects



As mentioned earlier, the lack of storage energy elements in the matrix converter means that any disturbances in the input voltages are transferred directly to the output. Figures 5.27-5.30 show matrix converter simulation results in which the input voltage is distorted. This distortion has an amplitude equal to 30 % of the input voltage amplitude and a frequency equal to 5 times the input frequency. The frequency spectrums generated by both methods are similar except for the Table 5.2: Output voltage components for simulation results presented in Fig. 5.27 and 5.29 Frequency Integrative [Hz] [p.u.] 40 0.8621 60 0.0002 80 0.0004 100 0.0038 120 0.0004 140 0.0007 160 0.0008 180 0.0007 200 0.0247 220 0.0002 240 0.0002 260 0.0146 280 0.0112 300 0.0002 320 0.0021 340 0.0236 360 0.0007 380 0.0005 400 0.0025
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SVM [p.u.] 0.8714 0.0008 0.0001 0.0018 0.0004 0.0010 0.0007 0.0004 0.0255 0.0002 0.0013 0.0809 0.0149 0.0004 0.0001 0.0807 0.0002 0.0008 0.0010
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components at 260Hz and 340Hz, 3fi − fo and 3fi + fo , respectively, which are significantly lower for the integrative method. 1
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Figure 5.27: Simulated line voltage waveform using integrative method with volt√ age transfer ratio 23 , f i = 50Hz, f o = 40Hz, f s = 2500Hz.
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Figure 5.28: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.27
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Figure 5.29: Simulated line voltage waveform using SVM method with voltage √ transfer ratio 23 , f i = 50Hz, f o = 40Hz, f s = 2500Hz.
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Figure 5.30: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.29
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5.3.2



Simulation results for operation in the overmodulation range



Simulations were performed in order to evaluate the performance of the integrative method operating in the overmodulation region. Figure 5.31 shows the value of the output input voltage ratio versus the modulation index for different input frequencies. The relationship between the output input voltage ratio and the modulation index is linear in the linear range and beyond. The integrative method extends the linear region up to a value of output/input voltage ratio of 1. 1.1
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Figure 5.31: Output-input ratio vs. modulation index. fo = 50Hz.



Figures 5.32 and 5.33 show the output line voltage waveform and its respective frequency spectrum. Figure 5.32 shows the output voltage waveform for a unity transfer ratio and input frequency equal to 50 Hz. Figure 5.34 shows the output voltage waveform for unity transfer function and input frequency equal to 500 Hz. The frequency spectrum shows no subharmonic components.
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Figure 5.32: Simulated line voltage waveform with voltage transfer ratio of almost 1, f i = 50Hz, f o = 50Hz
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Figure 5.33: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.32
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Figure 5.34: Simulated line voltage waveform with voltage transfer ratio of almost 1, f i = 500Hz, f o = 50Hz
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Figure 5.35: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 5.34
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5.4



Summary



A novel modulation method referred as the integrative method was introduced in this chapter. The new method was evaluated through simulations and its performance compared to that of the full space vector modulation method under several conditions. This comparison shows that the integrative method can cope with high frequency, unbalanced and distorted input voltages better than the space vector modulation method generating lower low frequency harmonics in the output waveforms.
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Chapter 6 Current commutation in matrix converters This chapter is concerned with some of the techniques employed in the practical implementation of matrix converters including the different methods reported in the literature to implement bidirectional switches and the various multi-step techniques employed to produce safe current commutation between switches. Methods for the calculation of semiconductor power losses are also presented. A novel technique to obtain the matrix converter state sequence that is optimum in terms of minimising the switching losses in introduced in this chapter.



6.1



Bidirectional switches



Switches used in the matrix converter are four-quadrant or bidirectional switches. They are by definition capable of conducting currents and blocking voltages in both directions. True bidirectional switches are not yet available as single devices. Therefore, the switches are synthesised using combinations of one quadrant devices like diodes, MOS transistors and IGBT transistors. The following sections 136
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present a description of the different topologies used for producing bidirectional switches.



6.1.1



Diode bridge switch configuration



This topology was the first practical bidirectional switch implementation introduced by Ziogas et al. in [6]. It consists of a diode bridge arrangement plus one switching device as shown in Fig. 6.1. This topology requires only one IGBT or MOS transistor and therefore only one gate control.



G



Figure 6.1: Diode bridge bi-directional switch



The main drawback of this topology is that 3 semiconductor devices conduct current simultaneously. Consequently, conduction losses are relatively high. Another disadvantage is that none of the multi-step commutation techniques explained later in this chapter can be implemented with this switch topology.



6.1.2



Back-to-back configurations



Two IGBTs with anti-parallel diodes connected back-to-back as shown in Fig. 6.2 can act as a bidirectional switch. The IGBT or MOS transistor can be connected in common emitter or common collector configuration. Each transistor has its own gate signal which allows independent control of the current in both directions. This feature can be used to control the switch 137
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Figure 6.2: Back to back configurations



in a way that reduces the commutation losses and produce safe commutations between matrix converter states as described later in section 6.2.3. The back to back configuration has lower conduction losses than the diode bridge switch configuration because only two semiconductor devices conduct current when the switch is turned on. There is a difference in the number of independent power supplies needed for the common emitter and common collector configurations. In the case of the common emitter configuration, one independent power supply is needed for each bidirectional switch. Therefore, the total number of power supplies needed is 9. Although an isolated power supply is needed for each gate driver in the case of the common collector configuration, the total number of power supplies needed is only 6 because the 3 bidirectional switches connected to one input or output can share a power supply.



6.2



Switching techniques



Ideally, the switching between converter states must be instantaneous and simultaneous. These switching conditions are impossible to achieve in real circuits. The finite turn on, turn off and delay times of semiconductor devices could lead 138
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to a short-circuit of the input voltages or open-circuit of the inductive load. The risks involved in the commutation from one state to another can be described using the section of the matrix converter shown in Fig. 6.3. This figure shows two bidirectional switches that connect two of the input voltage sources to the load. When switch SW1 is closed, load current flows through this switch and the voltage V1 is applied to the load. If SW2 is turned on before SW1 is completely turned off a short-circuit is created through V1 − SW1 − SW2 − V2 . Current in this loop will soar because there is no element that limits its value. This current spike will destroy the semiconductor devices. Another potential destructive situation is produced if SW1 is turned off before SW2 is turned on. In this case, there is no path for the inductive load current. Consequently, the voltage across the switches will rise destroying the semiconductor devices. Matrix converter switching techniques can be classified into two groups. The first group includes dead time and overlap techniques, where the aim is to limit the magnitude of the current or voltage transients. These techniques were used in early implementations of matrix converters. The second group includes techniques where safe commutation is achieved by avoiding the conditions that produce voltage and current spikes. Multi-step V1
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Figure 6.3: Basic commutation circuit
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commutation methods belong to this group.



6.2.1



Dead-time Techniques



These techniques introduce a dead-time between turn-off of the outgoing switch and turn-on of the incoming switch. The dead-time must be long enough to ensure that the outgoing switch is off when the incoming switch is turned on. Clamping diodes provide an alternative path for the current and limit the voltages rise. Figure 6.4 shows the transfer of current between two input phases using this method. Initially, the load current flows through the switch SW1 . When this switch is turned off, the current flywheels through one of the clamping diodes D1 , D2 depending on the output current direction. During this period, the output V1
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Figure 6.4: Dead time switching technique
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voltage is clamped to the voltage of the clamping circuit represented by the two batteries in Fig. 6.4. In practice, these batteries are replaced by large capacitors and associated circuits that recover or dump the energy absorbed during the clamping period. Finally, SW2 is turned on. This produces the commutation of the current from the clamping diode to the switch SW2 . A major disadvantage of this technique is the high switching losses incurred if the clamping circuit energy is not recovered.



6.2.2



Overlap techniques



These techniques introduce an overlap between the conduction times of the outgoing and incoming switches. Inductances are added to the input lines in order to limit the current surges. A clamping circuit is necessary to avoid overvoltages in the added inductances when the switches are turned off. Figure 6.5 shows two switches and the additional components needed for this commutation circuit. Current and voltage waveforms during the commutation process are shown in Fig. 6.6. Initially, the load current flows through switch SW1 . During the period t1 -t2 , both outgoing and incoming switches are closed and the current through the switches is limited only by the two inductors L1
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Figure 6.5: Overlap commutation circuit
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Figure 6.6: Voltage and currents waveforms during an overlap commutation



and L2 . When the outgoing switch SW1 is turned off at t2 , the energy stored in these inductors must be transferred to the clamping circuit. Inductors L1 and L2 present an identical impedance to the current spikes and to the load current. Therefore, they reduce the output voltages available and cause distortion of the input voltages. A circuit which provides a high impedance to the circulating current and a low impedance to the load current was proposed by Beasant et al. [36]. A reduction factor in the circulating current equal to 100 was reported. A simplified circuit is shown in Fig. 6.7. The input currents flow through coils that are wound onto a common core. All the currents contribute to the creation of a magnetic flux in the same direction in the common core. The effect of this arrangement is that the flux does not change when the current is transferred from one switch
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Figure 6.7: Commutation circuit proposed by Beasant



to another. However, the circulating current increases the magnetic flux when it flows through the coils, consequently, the coils present a high impedance to this current. A separate coil with a free wheeling diode allows the small circulating current to die away without interfering with the load current. Since the coils are arranged to create flux in one direction only, an extra coil is included in order to produce a flux that cancels the low frequency and dc components. This avoids the necessity for a very large core but introduces the need to continuously monitor the input currents. This technique presents several disadvantages. Mainly, the use of a bulky and expensive magnetic core and the additional conduction losses in the diodes.
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6.2.3



Multi-step commutation techniques



Back-to-back bidirectional switches can have independent control of each switch. Because of this, each switch has four different states, completely closed, completely open, allowing current in one direction and allowing current in the other direction. For the first two states, both control signals are on and off, respectively. When only one transistor is turned on, the whole bidirectional switch operates as a diode, blocking voltage on one polarity and conducting current in the other. Table 6.1 shows the different switch states and the symbols used in this thesis to represent their states. Table 6.1: Bidirectional switch symbols Symbol



State



on



on



off



off



on



off



off



on



Multi-step techniques make use of the extra states to perform safe commutations between converter states. These states are safe only under some conditions of load current and input voltage. Consequently, voltage or current measurement must be carried out so that these techniques may be applied successfully. The simplified example of Fig. 6.3 showed only two switches. Consequently, the number of possible state combinations is 16. The combinations are shown in table 6.2 and are divided into four groups. The first group is formed by 144
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Table 6.2: State combinations for Fig. 6.3. SW1



Current direction



SW2



not allowed



I



not allowed both



both



both



both



positive



both



positive



both



positive



both



negative



both



negative



both



negative



both



both



positive



both



positive



both



positive



both



negative



both



negative



both



negative



II



III



Voltage polarity



IV



combinations of states that are not allowed because they cause either a shortcircuit of the voltage sources or an open-circuit of the load. In group II, one switch is completely turned on and the other completely turned off. Line voltage can be positive or negative and the load current can flow in any direction. The combinations of group III can handle line voltages of both polarities but they can be applied only when the output current flows with the direction indicated in the table. If these state combinations are applied when the current is flowing in the wrong direction, the load current will not have an available path and overvoltages occur.
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If the current direction is known, the group III combinations could be applied to produce safe multi-step commutations between the states of group II. These combinations are employed in the current controlled multi-step commutation techniques described in section 6.2.4 . The state combinations in group IV can handle current flow in both directions but can be applied only when the appropriate line voltage has the polarities shown in the table. These combinations are used in voltage controlled multi-step commutation techniques described in section 6.2.5 to produce safe multi-step commutation between the states of group II.



6.2.4



Current controlled multi-step commutation methods



This technique was first introduced by Bur´any in 1989 [37]. The direction of the current is obtained and used to determine which of the allowed states are to be used in the required multi-step commutation. Figure 6.8 shows the different steps in a multi-stage commutation. Initially, SW1 is fully on, SW 2 is fully off and current flow is as shown in Fig. 6.8(a). The commutation process starts by turning off the IGBT in switch SW1 which is not conducting current (Fig. 6.8b). The next step is to turn on the IGBT in SW2 which is capable of conducting the load current. At this stage, the polarity of the line voltage determines through which switch, SW1 or SW2 , the output current flows. If V2 is more positive than V1 , SW1 turns off and the load current is transferred to the incoming switch SW2 (Fig. 6.8c). On the other hand, the load current is not transferred if V1 is more positive than V2 (Fig. 6.8d). Next, SW1 is turned fully off. The load current will now transfer to SW2 if it had not done so in the previous step (6.8e). Finally, the second IGBT in switch SW2 is turned on to allow for possible changes in the 146
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Figure 6.8: Stages of current controlled multistep commutation
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direction of load current (Fig. 6.8f). Figure 6.9 shows the state diagram for the three bidirectional switches that share an output line in a three-phase matrix converter. Two kinds of states are shown in the diagram. Steady states are shown in solid line circles and transient states in dashed line circles. Steady states are those which allows changes in the load current direction and input voltage polarity corresponding to Figs. 6.8a and 6.8f. The transient states are the states created by the multi-step commutation techniques corresponding to Figs. 6.8b-6.8e. Transitions for positive and negative load current are shown in solid and dashed lines, respectively. Problems could occur at low current levels when the R



VR VS VT



R-



VR



VR



VS



VS



VT



VT



VR



R+



VR



VS



VS



VT



VT



S+



TVR



VR



VR



VS



VS



VS



VS



VT



VT



VT



VT



VR



S



VR



VR



VR



VS



VS



VT



VT



VR



VS



VS



VT



VT VR



T



VR



VS



VS



VT



VT



S-



T+



Figure 6.9: State diagram current controlled multi-step commutation
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current direction could not be determined with certainty and the incorrect outgoing switch is turned off. This situation causes overvoltages because the path of the load current is interrupted. A modification of this method was proposed by Svensson [39]. In this method only the transistor capable of conducting current is turned on. This is represented by the states R+, R−, S+, S−, T + and T − in the state diagram. Consequently, the commutation steps are reduced to 2. When the current is below a certain threshold value, both transistors are turned on, corresponding to states R, S and T . These states allow for current reversal. Whilst the current remains below the threshold level, commutations between switches are not allowed because the current direction is uncertain. The main drawback of this method is the large value of threshold current in high current converters. This causes delay times in the commutation and a deterioration in the output waveform quality. Another variation of this method was proposed by Chang et al. [40]. Due to stray inductances on both the line and load sides, the current through the outgoing bidirectional switch can not decrease to zero instantaneously and the current in the incoming switch can not instantaneously rise up to the value of the load current value. The time needed to transfer the load current from one phase to the other depends on the load current value, the value of the stray inductances and the input line-to-line voltages. Chang et al. proposed to vary the time period of the transition states depending on the load current value. Commutation times are minimised at the expense of increased circuit complexity. Another method based on current sensing was proposed by Empringham et al. [41,42]. The correct operation of this method relies on precision current direction detectors. The proposed precision detectors use the voltages across the devices in each bidirectional switch to determine the current direction. Information from the three bidirectional switches is combined to obtain the load current direction. 149
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Figure 6.10: State diagram for multi-step commutation method proposed by Empringham



Figure 6.10 shows the state diagram for this commutation method. Only the switch that conducts current is turned on. In order to transfer the current to another switch, an incoming switch capable of conducting the current is turned on before the outgoing switch is turned off. When zero current is detected both switches are turned on for a brief period. The aim is to compensate for possible delays in the current direction information. Then, the switch capable of conducting the reverse current is turned on. If the current starts to flow the circuit continues working as described above. If the current does not flow because the current tends to flow in the other direction, the switch is turned off and the other switch is turned on. The major disadvantage of this technique is the complexity of the precision current direction detectors. According to the authors, the delay introduced when the current is zero does not affect the quality of the output waveform [41, 42].
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6.2.5



Voltage controlled multi-step commutation method



A safe multi-step commutation can be achieved using the group IV state combinations. In order to apply these combinations safely, the polarity of the line voltage must be known. Several techniques have been proposed that make use of this feature. Bur´any [37] proposed a commutation technique similar to the current controlled scheme described above. Figure 6.11 shows the state diagram for this technique. Initially, the matrix converter state is one of the steady states shown in the figure, R, S or T. The multi-step commutation starts by changing the incoming bidirectional switch state to the state that blocks the input line voltage. To reach the second stage, the outgoing switch is also commutated to the state that blocks the input line voltage. In this stage, the load current flows either through the incoming or outgoing switch according to the current direction. Finally, the outgoing switch is completely turned off. After this last step, the line voltage may change polarity without causing a short-circuit. The disadvantages of this commutation technique are related to the difficulties in detecting the line voltage polarity. Performing the commutation using the wrong polarity information leads to hazardous short-circuit conditions. In order to avoid this, a window detector may be implemented to ensure the commutations are carried out with the appropriate polarity. When the line voltage is inside the voltage window, the commutations are disabled. Another potential hazard is the possible change of voltage polarity during the commutation process. Unfortunately, this situation leads to dangerous short circuit conditions. The only feasible solution is to widen the window detector in order to assure that this situation never occurs.
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Figure 6.11: State diagram for voltage controlled multi-step commutation



6.2.5.1



Kwon method



A different commutation method was presented by Kwon [43, 44]. This method uses phase voltage information rather than line voltage information in order to obtain a safe commutation. It is similar to the dead time method with the converter switches themselves acting as the clamping diodes. The phase voltages are monitored and the highest and lowest voltages are designated vP and vN , respectively. The remaining voltage is designed vM . Because the input line P has the highest positive voltage, the switch in this line can be set to the state that blocks positive voltage without the risk of a short-circuit. Similarly, the state which blocks negative voltage never causes a short circuit of
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input line N. By setting the switches in this way, a fictitious clamping circuit is formed. The highest and lowest voltages acts as the positive and negative clamping voltages. The bidirectional switches are turned on according to the signal given by the modulation strategy. In order to transfer the output current from one line to another, the outgoing switch is turned off. A dead time is inserted in order to assure the complete turn off of the outgoing switch. During this time the clamping switches are on to provide a path for the load current and the output is clamped to voltages P or N according to the direction of the load current. After the dead time period, the incoming switch is turned on. Fig. 6.12 shows the state diagram for this method. Commutation sequences are shown in solid line. Dashed lines represent the transitions which occur when line P becomes M or line M becomes N. In this situation, the clamping switches change to maintain the fictitious clamping voltage. A potential and hazardous situation exists if this change happens during the dead time. In this case, the change to the new clamping configuration is disabled until the sequence reach one of the states P, M or N. P VP VM VN



VP VM
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Figure 6.12: Simplified Kwon method state diagram



153



Chapter 6. Current commutation in matrix converters



The practical implementation of this technique is very simple. This is its main advantage. The major disadvantage is that the number of hard switching transitions is greater than for other multi-step methods. 6.2.5.2



Ziegler method



An improved two step commutation method was presented by Ziegler et al. in [45]. This method uses the input voltage information to generate a safe commutation sequence even during changes in the line voltage polarity. The input voltages vR , vS and vT are renamed vP , vN and vM , as in the Kwon method. Three different sectors are defined according to the relative values of these voltages. The different sectors are shown in Fig. 6.13. In sectors I, the relationship between the three voltages is certain. The voltage vP is greater than vM and vM is greater than vN . Between these main sectors there are intermediate sectors in which it is not possible to determine the greatest or lowest voltage with certainty. In sector II, it is not possible to determine vP and vM . Similarly, in sector III voltages vM and vN are similar in magnitude. Figure 6.14 shows the state diagram for the method proposed by Ziegler. States P, M and N connect the load current to their respective lines. In addition
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Figure 6.13: Different zones defined for the input voltages
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Figure 6.14: State diagram for the different zones used in the Ziegler method.



to the bidirectional switch that allows the current to flow in both directions, the remaining switches are set into the state which does not short-circuit the input lines. The transition between these states is achieved in two steps. Firstly, the outgoing switch which is not used in the incoming state is turned off. The load current has a continuous path, and no over-voltages occur. In order to finish the
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transition, the incoming switch is turned on. Because the voltage relationships are known in sector I, there is no risk of a short circuit during these transitions. In sector II, the relationship between vP and vM is unsure. Therefore, the switch which could cause a short-circuit is turned off. During sector II, the transition between lines P and M is disabled. This does not affect the output waveform because both lines have similar voltages. The dashed line in the state diagram represents the transition between states which occurs when the voltages in the line designated as M become greater than the voltages in line P. Transitions between line N and the two other lines, P and M, are achieved using an extra state. The state diagram for sector III is similar to the state diagram for sector II. During this sector, the transition between states M and N is disabled. This transition occurs naturally when the voltage vN becomes greater than vM . Commutations in sector I take only two steps, this is one of the advantages of this method because it allows an increase in the switching frequency.



6.3



Loss calculations



Losses in a matrix converter are mainly those in the semiconductor switches. Losses in the input filter are negligible as are IGBT or MOSFET gate and offstate losses. Semiconductors losses can be divided into conduction losses and switching losses. Conduction losses depend on the output current values and are independent of the operating frequency. Switching losses are due to the imperfect switching of the devices and the energy dissipated in the snubber circuits used. These losses depend on the switching frequency and voltages and currents involved in the commutation process.
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Total losses in a matrix converter are given by



Ptotal = Pcond + Psw



(6.1)



where Pcond and PSW are the conduction and switching losses, respectively. In the following sections, conduction losses and switching losses in the bidirectional switches are analysed assuming that they are constructed using a backto-back configuration.



6.3.1



Conduction Losses



For the purposes of this discussion, a three-phase to three-phase matrix converter may be divided into three converters, each associated with one output line. Figure 6.15 shows the converter associated with output line A. Due to the three phase symmetry of the matrix converter, conduction losses associated with each three-phase to one-phase converter are a third of the total conduction loss. vR



iR sw1



vS



iS



iA sw1



vT



iT sw1



Figure 6.15: Three-phase to one-phase converter



The energy E dissipated in the converter shown in Fig. 6.15 is given by the equation.



E=



Z t+T t



[ISW 1 VSW 1 + ISW 2 VSW 2 + ISW 3 VSW 3 ] dt 157



(6.2)
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where ISW 1 , ISW 2 and ISW 3 are the currents through switches SW1 , SW2 and SW3 , respectively, VSW 1 , VSW 2 and VSW 3 are the conduction voltage drops across the switches SW1 , SW2 and SW3 , respectively and T is the integration period. The conduction paths for positive and negative currents are shown in Fig. 6.16. In both cases, the current flows through an IGBT and a diode. Consequently, the voltage drop across a switch is composed by the voltage drops across one IGBT and one diode. The voltage drop across an IGBT transistor is a characteristic of the device used and depends on the current through the device and the junction temperature. The conduction model for an IGBT is given in equation 6.3. This simple model is more than satisfactory for the general accuracy that is expected from the loss calculation [46, 47].



VCE = VT + RT I β



(6.3)



where VT ,RT and β are constant at a particular temperature and can be found or derived from the data sheet of the device. A description of the method used to derive the conduction model parameters is given in appendix C.
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Figure 6.16: Current paths for positive and negative currents
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The conduction model for the diode is given by the following equation.



VAK = VD + RD I



(6.4)



where VAK is the voltage drop across the diode, I is the current through the device and VD and RD can be obtained from the device data sheet. Consequently, the total drop across a bidirectional switch is given by β VSW = VT + RT ISW + VD + RD ISW



(6.5)



Substituting equation 6.5 into equation 6.2, the energy dissipated by the three switches as function of the switch currents is obtained.



E=



·



Z t+T



(VT + VD )(ISW 1 + ISW 2 + ISW 3 ) +



t



³



´



³



´¸



2 2 2 RD ISW 1 + ISW 2 + ISW 3 + β+1 β+1 β+1 RT ISW 1 + ISW 2 + ISW 3



(6.6)



dt



However, the sum of the three switch currents is equal to the output current in the output line. IA = ISW 1 + ISW 2 + ISW 3



(6.7)



Also, because of the switching restrictions described in section 2.2.1, only one of the three switches, SW1 , SW2 and SW3 can be closed at any time. Hence,



E=



Z t+T h t



i



(VD + VT )IA + RD IA2 + RT IAβ+1 dt



(6.8)



Assuming an inductive load, the output currents can be considered sinusoidal
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and can be expressed as



IA = Iom sin(ωo t)



(6.9)



where Iom is the peak value of the output current. Substituting equation 6.9 into equation 6.8



E=



Z t+T h t



i



β+1 2 sinβ+1 (ωo t) dt (VD + VT )Iom sin(ωo t) + RD Iom sin2 (ωo t) + RT Iom



(6.10) As equation 6.10 is valid for positive values of the output current, the period of time T is made equal to half period of the output current. The average power loss Pd is then given by:



Pd =



E



(6.11)



π ωo



π i ωo Z ωo h 2 β+1 = (VD + VT )Iom sin(ωo t) + RD Iom sin2 (ωo t) + RT Iom sinβ+1 (ωo t) dt π 0



Solving the integral 2 β+1 Γ( β+2 ) 2Iom Iom Iom 2 Pd = (VT + VD ) + RD + √ RT β+3 π 2 π Γ( 2 )



(6.12)



where Γ is the gamma function. The total conduction loss Pcond is then given by the equation



Pcond =



Γ( β+2 ) 6Iom 3I 2 3I β+1 2 (VT + VD ) + om RD + √om RT β+3 π 2 π Γ( 2 )
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6.3.2



Switching losses



Switching losses in the matrix converter are produced by the imperfect switching of the semiconductors devices. Transference of current from one bidirectional switch to another involves turning off one bidirectional switch and turning on another. Energy is dissipated in both switches during this period and this energy is dissipated every time a commutation takes place. Therefore, the total energy dissipated depends on the number of commutations and the power losses depend on the number of commutations per unit time as shown in the following equation.



Psw = ESW n



1 Ts



(6.14)



where ESW is the energy dissipated in a commutation, n is the average number of commutations in a period Ts which is the sampling period of the matrix converter control algorithm. Section 6.2 presented different methods for producing safe commutation in matrix converters. For each of these methods, the commutation energy ESW is calculated differently depending on the associated clamping or limiting circuits. However, multi-step methods present a particular case because no additional components or circuits are involved. A simplified analysis of the switching losses incurred when multi-step commutation methods are employed is presented in this section. Multi-step commutation methods produce natural or soft switching in half of the switch commutations. For this reason these methods are referred to as semi-soft commutation methods. Soft commutation reduces the stress on the semiconductors and the energy dissipated in the commutation. Soft switching occurs when the incoming switch is turned on while it is reverse biased. Consequently, no current flows at the moment of switch on and hence no losses are 161
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incurred. Although no energy is dissipated in the incoming switch, energy is dissipated in the outgoing switch when the controlled semiconductor is turned off forcing the current to transfer to the incoming switch. Figure 6.17 shows the voltage and current waveforms corresponding to a commutation between two bidirectional switches. The semiconductors that are not involved in the commutation are not shown in order to simplify the diagram. Initially, SW1 is on and SW2 is off. The output current io flows through the upper switch. In order to produce a safe commutation, the device T2 is turned on at t0 . The current still flows in the upper switch because the diode D2 is reverse biased by the source voltages. The current commutation is carried out when T1 turns off at t1 . SW1 i1 T1 D1 iO SW2 i2 T2 D2 iO
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Figure 6.17: Soft switching commutation
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The commutation process is completed at t3 when the current in the outgoing switch drops to zero and the load current io is carried fully by the incoming switch SW2 , as shown in Fig. 6.17. During this period, energy is dissipated in T1 because it is conducting current and supports the source voltage. This energy is referred as turn-off energy. In IGBTs, the turn-off energy is increased due to the characteristic tail in the IGBT currents when devices are turned off. Hard switching is produced if the outgoing switch is reverse biased by the turning on of the incoming switch. During hard switching conditions, the incoming device causes reverse recovery in the conducting diode of the outgoing switch. The circuit in Fig. 6.18 only shows the devices of the two bidirectional switches that are involved in the commutation process. The figure also shows the current and voltage waveforms during the commutation process. Load current initially flows through T1 and D1 . When T2 is turned on at t1 , the current through it starts to rise. The incoming device, T2 , provides the current for the load and the current for the reverse recovery of the diode D1 . The reverse recovery current depends on the characteristics of the diode and its peak value at t2 can usually be several times the load current. The device T2 supports the source voltage and energy is dissipated in it until the current i1 drops to zero. The average dissipated energy per commutation ESW is the average of the soft and hard switching energies ESOF T and EHARD .



ESW =



ESOF T + EHARD 2



(6.15)



The values for ESOF T and EHARD can be found in the manufacturer’s data sheets.
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Figure 6.18: Hard switching commutation
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Loss reduction techniques



Losses in a matrix converter can be reduced by the selection of semiconductor devices that have the best trade-off between conduction losses and switching losses. Total switching losses can be reduced using two different approaches. Firstly, losses can be reduced by choosing a commutation method that minimises the energy dissipated during a commutation, ESW . Multi-step commutation methods minimise this energy since half of the commutations are soft switching commutations that consume less energy than hard commutations. Secondly, the transition from one matrix converter state to another involves 164
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the commutation of one, two or three pairs of switches. Switching losses can be reduced by choosing a sequence of matrix converter states that minimises the number of switches involved. The full space vector modulation algorithm selects four active and a zero matrix converter states to synthesise the output voltage and input current vectors as described in section 3.2.2. These four active states are defined by the sectors in which the output voltages and input current reference vectors lie. The order or sequence that these states are applied during the sampling period Ts does not affect the average result. However, the sequence has a large effect on the number of bidirectional switch commutations involved in the state transitions. Several authors have proposed different methods to find optimal state sequences. Alesina et al. [29] proposed a method that reduces the number of commutations but it is not optimum. Wheeler and Grant [22] proposed to use the last state of the previous set of matrix converter states as the first state of the next set. This method reduces the switching losses by 33% when it is used in full bridge space vector method and 20% when it is used in full space vector modulation method. An optimum sequence to be used in full space vector modulation was proposed by Nielsen et al. [34]. These authors proposed to split the duty cycles in two to form a symmetrical sequence of states. This method requires only one commutation between matrix converter states but it increases the number of commutations because each state has to be applied twice during each cycle. The method for naming the matrix converter states that was described in section 3.2.2 provides an efficient way of finding optimum sequences. Once the phase angle of the output reference voltage and the input phase voltage are determined, the four matrix converter states to be used are selected. These four states are used until one of the vectors changes the sector in which it lies. Fig. 6.19 shows the 36 sets of the four states used in a sampling period. The transitions in which 165
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there is only one commutation are represented by solid lines.
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Figure 6.19: Optimum matrix converter sequences



A careful examination of the different sets of states leads to the conclusion that the optimum sequence depends only on the sign of the state Sαµ . There is one optimum sequence when Sαµ is positive and another when it is negative. The optimum sequences are shown table 6.3.
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Table 6.3: Optimum sequences



Sαµ positive Sαµ negative



Sαν Sβµ



sequence Sβν S0 Sβµ Sαµ S0 Sαν



Sαµ Sβν



When the same five states are to be used in two consecutive periods, the sequence may be reversed to avoid a commutation between periods. An example is shown in Fig. 6.20.



Tk-1



Tk



Tk+1



Tk+2



Figure 6.20: Direct and reverse sequences



This simple algorithm determines the optimum sequence using very little computational effort. It can be easily implemented in microcontroller systems.



6.5



Summary



Although multi-step commutation methods present an extra complication because of the need to measure phase voltages or load currents, they are the best choice in terms of reducing power losses, because they eliminate the need for no additional energy dissipating circuits. Among the multi-step methods, the current controlled method introduced by Burany is easy to implement. Their major disadvantage is current direction sensing of small currents. By disabling the commutation for small current values a viable solution is obtained.
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Chapter 7 Practical implementation of the integrative method This chapter presents the practical implementation of the integrative method introduced in chapter 5. Firstly, an introduction to the hardware used for the implementation is made. This introduction includes a brief description of the TMS320x240 Digital Signal Processor (DSP), evaluation board and interface board used in the experiments. Secondly, the adaptation of the algorithm in order to make it suitable for a fixed point DSP and software implementation of the new integrative method algorithm is described. Thirdly, the DSP software is described and finally, the experimental output voltage waveforms are presented.



7.1



TMS320x240 Digital Signal Processor (DSP)



As in any converter control scheme, the basic operations that a matrix converter controller performs are the acquisitions of system voltage and current values needed to carry out the mathematical calculations necessary to obtain the
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required gate signals. The mathematical operations involved in the control algorithms are usually additions, multiplications and trigonometric functions. Modern floating point or 16-bit fixed-point DSPs provide a digital solution that does not sacrifice the precision and performance of analog systems. In fact, system performance can be enhanced through the use of advanced algorithms such as adaptive control algorithms and state control algorithms. Other advantages of digital control systems are reliability and programmability. Analog control systems, on the other hand, are hard wired solutions and can experience performance degradation due to ageing, component tolerances, and drift. Among the different options for the control implementation available on the market, Digital Signal Processors (DSPs) are particularly attractive. These processors combine an architecture designed specifically for real-time signal processing with useful controller peripherals. The following characteristics make the DSP a good choice for the implementation of matrix converter controls. • Very flexible instruction set • Inherent operational flexibility • High-speed performance • Innovative parallel architecture • Cost effectiveness The practical implementation of the integrative method algorithm was realised employing the TMS320C240 digital signal processor from Texas Instruments. This DSP controller is based on a 16-bit fixed-point digital signal processor and combines an enhanced architecture for low-cost, high-performance processing capabilities and has several advanced peripherals optimised for motor and motion 169
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control applications. These peripherals include the event manager module, which provides general-purpose timers and compare registers to generate up to 12 PWM outputs, and a dual 10-bit analog-to-digital converter (ADC), which can perform two simultaneous conversions within 6.1µs. One of the general-purpose timers is used as a time base for the integrative algorithm. The PWM generators are not used because the integrative method does not calculate duty cycles. Instead, the PWM outputs are used as general purpose outputs directly controlled by the program to provide the firing signals for the semiconductors. The two A/D converters are used to acquire the values of the input voltages used in the integrative method and output current used in the multi-step commutation of the bidirectional switches. The architecture of the TMS320x240 is described in appendix D.



7.2



DSP evaluation module



The TMS320C24x evaluation module (’C24x EVM) is a digital signal processor (DSP) development package that allows the evaluation of the ’C24x family of DSP controllers. The ’C24x EVM contains a standalone evaluation board that can be used to explore the architecture and operation of the ’C24x CPU and its peripherals. The board is built around the TMS320F240 DSP controller. The evaluation board connects to the parallel port of a PC through the XDS510PPE emulator. The emulator and evaluation board, together with the ’C24x EVM C source debugger, allow for real-time verification of your ’C24x code. The four 34-pin connectors enable the use of expansion boards for peripherals such as predrivers,
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power amplifiers, and user interfaces. The main features of TMS320C24x evaluation board are • TMS320F240 fixed point DSP controller • 128k words of external on-board SRAM ( static random access memory) • On-board, 4-channel, 12 bits digital-to-analog converter (DAC) • RS-232 compatible serial port • XDS510/XDS510 emulation port • Bank of eight I/O memory-mapped switches • Bank of eight I/O memory-mapped LEDs The evaluation module is very convenient to use as a DSP platform for the implementation. It provides all the necessary support for a quick implementation of any system, such as power supplies, clock, external memory and PC connections. All DSP pins are accessible through connectors which are used to connect the interface board between the DSP and the matrix converter power circuit. The interface boards are described in the next section.



7.3



Matrix converter - evaluation board interface



An interface between the DSP evaluation board and the power circuit of the matrix converter is needed in order to provide electrical isolation and signal conditioning of the voltage and current measurements. Figure 7.1 shows a block
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Figure 7.1: Matrix converter/evaluation board interface



diagram of the interface. Electrical isolation is needed because the voltages used in the matrix converter are higher than the maximum voltage rating of the DSP. Three parts can be clearly identified. The first section is the gate driver circuits. The current and voltage sensor sections sense the input voltages and output currents and convert them into suitable inputs for the DSP analog-todigital converters.



7.3.1



IGBT/MOSFET drivers



The IGBT/MOSFET drivers are the interface between the DSP ports and the power semiconductors. The circuit comprises two parts, a gate driver optocoupler (HPCL-3120) and a current buffer, as shown in Fig. 7.2. Although the matrix converter that was built for this implementation operates at low voltages, the drivers were designed for 419V line voltages in order to evaluate the matrix converter with realistic delay and propagation times. The HCPL-3120 contains a GaAsP LED which is optically coupled to an integrated circuit with a power output stage. This output stage is ideally suited
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Figure 7.2: IGBT/MOSFET driver



for driving power IGBTs and MOSFETs. The voltage and current supplied by these optocouplers are suitable for directly driving IGBTs with ratings up to 1200 V/100 A. The isolation voltage is 630 Vpeak. The gate driver optocouplers must be mounted as close as possible to the gate of the semiconductor devices to avoid unwanted coupling of transient signals affecting the HPCL-3120 and degrading its performance. The output stage is fed by an independent power supply. The negative rail is connected to the emitter/source of the IGBT/MOSFET and is shared by the two semiconductors that form a bidirectional switch. The optocoupler diodes are driven by 74ACT05 inverters. These open-drain inverters provide the necessary current to effectively turn on the diodes . The 74ACT05 inverters present a high impedance to the DSP I/O ports. Their inputs are buffered and the current taken from the DSP output is less than 1µA. The propagation delays are balanced for the six inverter in the package and it is typically 3.5nsec. The 390Ω resistor limits the diode current to approximately 173
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12mA. This current exceeds the threshold input current of the HPCL-3120. The complete circuit diagram of the IGBT/MOSFET driver is given in appendix F.



7.3.2



Current sensors



Current direction information is used in the multi-step commutation technique that provides safe commutation for the bidirectional switches. In order to obtain this information, the current is sensed and acquired by the DSP. The sensor and acquisition circuit must be one with a wide frequency bandwidth in order to eliminate delays. The chosen transducer was the LA 25NP which is a closed loop Hall effect current transducer. This transducer provides excellent accuracy and linearity. The transducer provides the galvanic isolation that is needed and due to its wide frequency bandwidth (dc-150kHz.) can be used to measure DC, AC and pulsed currents. The current transducer output acts as a current source. This signal is fed to a operational amplifier to transform the current into a voltage appropriate for the DSP analog-to-digital input channels. Figure 7.3 shows the simplified schematic circuit for the current transducer and conditioner circuit diagram. A complete circuit diagram is given in appendix F. +V
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7.3.3



Voltage sensors



Input line voltages are sensed in order to find in which sector the input voltage vector lies. The sensor circuit must provide galvanic isolation in order to avoid any connection between the power circuit and the controls. The voltage sensor was built using a precision isolation amplifier, ISO122. This amplifier employs a modulation-demodulation technique. The input is duty-cycle modulated and transmitted digitally across a 2pF differential capacitive barrier. The output section receives the modulated signal, converts it back to an analog voltage and removes the ripple component inherent in the demodulation. Because of the digital modulation, the barrier characteristics do not affect signal integrity, resulting in excellent reliability and good high frequency transient immunity across the barrier. The amplifier transmits the signal across the isolation barrier by a 500kHz duty cycle modulation technique. For input signals having frequencies below 250kHz, this system works like any linear amplifier. But for frequencies above
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250kHz, the behaviour is similar to that of a sampling amplifier. The effective small signal frequency bandwidth is 50kHz. The amplifier uses independent power supplies for the input and output sections. Neutral points of the input power supplies are connected to input line voltages. Figure 7.4 shows a simplified schematic circuit of one of the three voltage sensors.



7.4



Integrative method control algorithm



The control algorithm performs the different tasks needed to implement the integrative modulation method described in chapter 5. All calculations must be adapted to be executed by a fixed-point digital signal processor. This adaptation involves scaling, coding and discretization of the algorithm in order to minimise the errors and obtain an efficient program in terms of its execution time. The tasks to be carried out are: (i) Perform the integration of the envelope voltage. (ii) Calculate the integral target values for each period. (iii) Determine the matrix converter state that produces the maximum dc-link voltage. (iv) Provide the bidirectional switch control signals that produce the selected matrix converter states and produce a current controlled multi-step commutation. The first two tasks need some manipulations to be carried out by a DSP. These are described in the following sections. The last two are directly implemented by the software described in section 7.5. 176



Chapter 7. Practical implementation of the integrative method



7.4.1



Integral approximation



The algorithm of the integrative method described in section 5.1 establishes that the output vector Vα has to be applied until the condition given by equation 7.1 is reached.



VXY



1 Z ta +dα Ts = VP N dt T s ta



(7.1)



where VXY is a reference line voltage, Ts is the integration period, ta is the time when the period Ts starts and dα is the unknown duty cycle for which the vector Vα is applied. As was explained in section 5.1, the reference voltage VXY is actually one of the line voltages VAB , VAC , VBC , VBA , VCA and VCB according to the sector in which the reference output vector lies. The integral is approximated by the equation



VXY =



m ∆t X VP N (k) T s k=0



(7.2)



where ∆t is the period of the sampling frequency and VP N (k) is the value of the envelope voltage VP N at ta + k∆t. Since the envelope voltage VP N is a fictitious voltage, it is not posible to measure it directly. The method used to obtain VP N (k) is to sample and acquire the input voltages. By knowing the state of the fictitious rectifier, the value of the envelope voltage is obtained. The value that the built-in ADC acquires is given by the equation Ã



Vacq = int



Vin Vadcref



!



KADC



≈



Vin Vadcref



KADC



(7.3)



where Vin is the voltage in the ADC input, Vadcref is the reference voltage of the ADC, KADC is the acquisition constant of the ADC and the function int(n) gives 177



Chapter 7. Practical implementation of the integrative method



the integer part of the argument. Equation 7.3 is valid when the input voltage is smaller than the converter reference voltage. Thus, the restriction on the value of Vacq is given by the inequality −KADC ≤ Vacq ≤ KADC .



(7.4)



The input voltages are sensed by the isolation amplifier described in section 7.3 and then they are attenuated in order to fulfil the ADC input voltage restriction. This operation is linear and can be represented by the equation.



Vin = Kext VP N



(7.5)



where Kext is a constant. Using equation 7.3 and 7.5, the sum of VP N (k) can be written as m X



VP N (k) =



k=0



The value of



Pm



k=0



m Kext KADC X Vacq (k) Vadcref k=0



(7.6)



VP N (k) is replaced in equation 7.2 and the equation is



rearranged in order to obtain



VXY



m X Ts Vadcref = Vacq (k) ∆t Kext KADC k=0



(7.7)



The right-hand side of equation 7.7 is the target value derived from equation 5.10. The left-hand side has a direct implementation on a DSP. Every ∆t the acquired value VP N (k) is added to a variable, accul in the program, and the result is compared with the target value. If the target value is reached, the next state of the matrix converter is applied and the variable is reset to zero. The risk of overflow in the variable accul is analysed in the following paragraph.
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As previously mentioned, VP N (k) is added to the variable accul once every ∆t seconds. The limit to the number of times that this operation can be performed is the ratio between the period Ts and the sampling period ∆t because at the end of every period Ts the variable accul is reset. The range of VP N (k) is set by the 9 bits of the ADC converter and is given by −(29 − 1) ≤ VP N (k) ≤ 29 − 1.



(7.8)



The limit of the variable accul is given by the product of the maximum Ts number of times the acquired voltage is added ( ∆t ) and the maximum value of



the acquired voltages given by equation 7.8. This limit must be smaller than the maximum capacity of a DSP register (215 − 1). Ts 9 (2 − 1) ≤ 215 − 1 ∆t This constraint is met for the values of



Ts ∆t



(7.9)



used in the implementation, i.e.



100.



7.4.2



Target value calculation



The control algorithm applies an output vector and starts to add the value acquired by the ADC as represented in the right-hand side of equation 7.7. When the accumulation reaches a target value given by the left-hand side of the equation, a new vector is applied. The target values for vector Vα and Vβ are calculated for each new period and stored in variables ialfa and ibeta, respectively. The output line voltages used in the calculation of the target values depend on the sector in which the reference voltage vector lies. Table 7.1 shows the different line voltages used in each sector to generate the target values for Vα and Vβ .
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Table 7.1: Line voltages and ϕ for the different sectors sector
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These line voltages are given by µ



VXY



n = Vˆref cos ϕref + π 3



¶



n ∈ {0, . . . , 5}



(7.10)



where Vˆref is the peak value of the reference voltage and n = 0, 1, 2, 3, 4, or 5 depending on the line voltage used. The line voltages used in each sector are positive. Consequently, the argument ³



´



of the cosine function in equation 7.10, ϕref + n3 π , may be replaced by an angle ϕ such that 0≤ϕ≤



π 2



(7.11)



The angle ϕ for the different sectors is also shown in Table 7.1. This replacement means that the cosine function has to be obtained only in the first quadrant and the size of the required look-up table is reduced. The new function for the line voltages is given by: VXY = Vˆref cos(ϕ)



(7.12)



The cosine function is scaled so that it can be used by a fixed-point DSP and is solved by using a look-up table. A new function fcos(ϕ) is created as the integer part of cos(ϕ) times a scaling factor Kcos . 180
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fcos(ϕ) = int(Kcos cos(ϕ))



(7.13)



The scaling factor Kcos is made as large as possible without overflowing the DSP register capacity. As the cos ϕ is less or equal to unity, the factor is defined as Kcos = 215 − 1



(7.14)



The cosine function is approximated by



cos(ϕ) ≈



fcos(ϕ) Kcos



(7.15)



The error in this approximation is given by



±



1 2 = ±2−16 2 Kcos



(7.16)



Introducing the function fcos(ϕ) into equation 7.7 gives m X fcos(ϕ) Ts Vadcref Vˆref = Vacq (k) Kcos ∆t Kext KADC k=0



The factor



Vadcref Kext KADC



(7.17)



was obtained from measurements made by setting a



known voltage at the input of the isolation amplifier and noting the values acquired by the DSP. Its value was found to be 21.514. The ratio



Ts ∆t



was set to



100. Simulations show that this value produces good quality output waveforms. The target value given right-hand side of equation 7.17 becomes:



21.514 × 100 ×



Vˆref × fcos(ϕ) (215 − 1)
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This presents two difficulties to be solved by the fixed-point DSP implementation. Firstly, divisions by numbers that are not to the power of 2 are time demanding and must be avoided whenever possible. Secondly, fixed-point DSP’s operate with integer numbers. Consequently, suitable scaling has to be carried out in order to efficiently perform this operation with minimum error. The method used in the control algorithm was to perform the calculations with the known values off-line and multiply them by 2x where x is as large as possible µ



without overflowing the DSP register capacity. The factor 21.514 × 100 ×



Vˆref (215 −1)



¶



in equation 7.18 has a value less than 2. Therefore, this value is multiplied by 215 and is referred to as constant k3 in the program.



k3 =



21.514 × 100 × 215 × Vˆref (215 − 1)



(7.19)



After the multiplication of k3 by the value obtained from the cosine routine the accumulator is shifted 15 places to perform the division by 215 and obtain the values of ialfa and ibeta.



7.5



Software description



The following sections present a description of the control software that was used in the implementation. A hard copy of the assembler program code is given in appendix E. The assembler program comprises four parts or modules. Each module has a definite and specific function. The first module is the Initialise Routine. Its function is to initialise the DSP, DSP peripherals and program variables and constants. After initialisation, the DSP executes the main routine called Main Loop. Two other routines service the interrupts generated by the DSP peripherals. The Timer Interrupt
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Service Routine takes control when an interrupt generated by the DSP timer is acknowledged. Another routine called ADC Interrupt Service Routine responds to interrupts generated by the ADC converter.



7.5.1



Initialise routine



The initialise routine is divided into two sections, the initial declaration part and the initialise program part. The initial declaration defines the DSP and EVM constants. General constants for the TMS320x240 are stored in the file f240regs.h. This file contains the values of the register addresses of the TMS320x240. The constants are incorporated into the code using the assembler directive .include. A copy of this file is given in appendix E. The register addresses of the evaluation module I/O map are incorporated using the assemble directive .set. The advantage of declaring the register addresses as assembler constants is an improvement in the legibility of the program code. Program constants are also incorporated using the .set directive. Among these constants are the coding for the position of the reference output vector and the input sector. As explained in section 3.2.1, the reference output vector may lie in one of six 60◦ segments. The sector in which this vector lies defines the output vectors or states of the fictitious dc link inverter. The memory space for the program variables is reserved by using the assembler directive .bss. Memory spaces are allocated by the assembler in the .bss section. Memory spaces for the program stack are reserved using the assembler directive .usect. The .usect directive reserves space for data in a section that can be placed anywhere in memory, independently of the .bss section. The remaining task of the initial declaration is to define the interrupt vectors.



183



Chapter 7. Practical implementation of the integrative method



These vectors jump to the different interrupt service routines. In addition to the two interrupt routines mentioned earlier, there is an interrupt vector for the reset interrupt and an interrupt vector for a ‘dummy’ routine which has the function of trapping any possible spurious interrupt request. The initialise program performs the following tasks. Firstly, the PLL clock control registers, CKCR0 and CKCR1, are initialised with appropriate values in order to set the DSP clock frequencies, CPUCLK and SYSCLK. CPUCLK is the highest frequency provided by the PLL module. It is used by the CPU and is set to 20 MHz. All the clocks are derived by dividing this clock down to a lower frequency. SYSCLK is the clock used by all the peripherals and is set to 5 MHz. Secondly, the DSP peripherals are initialised. The timer is set to produce an interrupt every 10µsec. This interrupt acts as pace-keeper for the program and produces the time period ∆t. The analog-to-digital converter is initialised to acquire the input phase voltages and output currents. The three I/O ports are set as outputs. After the peripheral initialisation, appropriate initial values are given to the program variables. In order to find out the position of the input phase voltage vector, the three input phase voltages are acquired and stored in memory. Finally, the interrupts generated by the timer and ADC are enabled and the program control is given to the Main Loop routine.



7.5.2



Main Loop routine



The Main Loop routine continuously checks if a new reference vector is needed by watching the value of the newref variable. This variable is initially set by the initialise routine and then is set by the timer interrupt service routine. When a new reference vector is needed, the main loop routine calculates the position of
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the new reference vector by adding the value delta phase to the variable phase. Once the position of the new reference vector is obtained, the target values to be used in the next period can be calculated. The first step is to identify the sector in which the reference vector for the next period lies. This information is stored in the variable newmodev. This variable is used to know if the reference vector has moved into a new sector and what the required state transition will be in the next cycle. Figure 7.5 shows a simplified flowchart of the Main Loop routine. from Init routine



new reference required ?



no



yes calculate a new reference and target values



Figure 7.5: Simplified flowchart of Mail Loop routine



Cosine ϕ for the two vectors Vα and Vβ are calculated using a routine that returns the cosine of the value passed as argument. This routine is described in section 7.5.5. The values are stored in variable newalfa and newbeta, respectively. Finally, the variables newalfa and newbeta are multiplied by the factor k3 in order to obtain the next target values as described previously.



7.5.3



Timer Interrupt service routine



The timer interrupt service routine is one of the main parts of the control program. Its basic function is to act as a pace-setter with period ∆t. The control algorithm
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Figure 7.6: Simplified flowchart of Timer Interrupt service routine



uses this period of time to perform an integral approximation in real time by adding the envelope voltage value every ∆t. The routine also checks if the target values are reached and performs the state commutation when it is needed. Figure 7.6 shows a simplified flowchart diagram of the Timer Interrupt routine. The first task of the interrupt service routine is to store the values of status registers and accumulator into the program stack. This is not the DSP stack which is only 8-levels deep and stores return addresses when a subroutine call or interrupt occurs. The program stack is an area in the memory map reserved by the initialise program for the temporary storage of DSP registers. The interrupts 186
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may occur at any point in the program. Therefore, the interrupt service routine must store the DSP registers that are going to be modified in the routine. One of the DSP auxiliary registers (AR7) is used as program stack pointer. The next task is to check if the end of the period Ts has been reached. An auxiliary register is used as a counter for the number of times that the timer interrupt service routine is called. A period Ts is completed every 100 counts. At the beginning of a period, target values are updated by transferring the variables nextalfa and nextbeta to variables ialfa and ibeta. Once the target values are stored in ialfa and ibeta, a new reference vector and new target values are needed for the next period. The need for new values is signalled by setting an appropriate value in the variable newreq that acts as a flag to be read by the Main Loop routine. When an interrupt occurs in the middle of a period, the voltage envelope value, (vpn), is subtracted from the variable accul. If the result is equal to or lower than zero, this indicates that the target value is reached and a new matrix converter state and corresponding new target value are needed. Before finishing the interrupt service routine the values stored in the stack are restored, the interrupt flags are reset and the interrupts are enabled. As the timer interrupt service routine has the highest priority, the interrupts are enabled again just before the routine ends and control is transferred back to the main program.



7.5.4



ADC interrupt service routine



The ADC interrupt service routine handles the analog-to-digital (ADC) converter and controls the bidirectional switches in order to transfer the maximum input voltage to the output. The ADC converter generates an interrupt every time that a conversion is finished and new data is ready to be read. This is the only
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interrupt connected to interrupt level 6 of the DSP (INT6) and there is only one event that causes an interrupt request. Therefore, a jump instruction to the interrupt service routine address is set in the interrupt vector table. The routine stores the values of status registers and accumulator in the program stack. These registers are restored before the end of the routine. The ADC service routine has a lower priority than the timer service routine. Therefore the timer interrupt must be enabled during the time that the ADC service routine is running. Every time that an interrupt is acknowledged the interrupt mode (INTM) bit is automatically set by the DSP in order to disable other interrupts. The timer interrupt is then enabled by writing in the interrupt mask register (IMR) and clearing INTM. Before the end of the routine the ADC interrupts are again enabled. The acquired values of the phase voltages are stored in the variables PhaseR, PhaseS and PhaseT. Before the values are stored, an offset is subtracted in order to compensate for the voltage added by the conditioner circuits. This voltage is added to transform the bipolar voltage to a positive polarity voltage which can be connected to the DSP ADC converter inputs. Once a new value is stored, the routine compares the values of the variables to obtain the highest absolute value. This value is stored in the envelope voltage variable, vpn, used in the timer interrupt service routine. The identity of which is the highest voltage and is stored in variable newmodei. This variable is compared with the variable modei in order to determine if a switch commutation is needed. In this case, the commutation routine is called. Values of load currents are acquired by three channels of the other ADC converter. Because both converters work synchronously, there is a new current value every time that an ADC interrupt service routine is called. The acquired values are stored in variables i a, i b and i c. The current values are used by the 188
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commutation routine to produce a safe commutation of the bidirectional switches.



7.5.5



Cosine calculation routine



Cosine values are calculated by using a look-up table. The look-up table is formed by 256 values of the function fcos(ϕ) described in section 7.4.2. These values correspond to the first quadrant because of the reference phase transformation explained in section 7.4.2. The function values are read from a table stored in the DSP memory. The memory addresses of the required values are obtained by adding the addresses corresponding to the top of the table and the 8 most significative bits (MSB) of the argument ϕ. Figure 7.7 shows the look-up table. Top of table



(215 − 1) cos(0)



+1



1π (215 − 1) cos( 256 )



+2



2π (215 − 1) cos( 256 )



+3 .. .



3π (215 − 1) cos( 256 ) .. .



+255



π (215 − 1) cos( 255 ) 256



Figure 7.7: fcos(ϕ) look-up table



7.5.6



Commutation routine



The commutation routine performs the safe multi-step commutation of the converter switches. This routine sets the 18 firing signals of the I/O ports that control the bidirectional switches. The signals must have the values corresponding to the state of the matrix converter. During the transition from one state to another it produces the right sequence in order to perform a safe multi-step switch commutation using the current controlled multi-step commutation technique described in section 6.2.3. 189
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Six different sectors of the input voltage can be is identified regarding its maximum absolute value. These sectors combined with the six sectors in which the reference vector may lie produce 36 macrostates of the matrix converter. The term macrostate is used because these macrostates decide the state of the matrix converter that produce the vectors Vα , Vβ and V0 . The 36 macrostates are reduced to 18 because they can be grouped in pairs of equivalent macrostates. Two macrostates are equivalent when they share identical matrix converter states to produce the vectors Vα , Vβ and V0 . Information on the sector in which the reference vectors lies is stored in program variable modev and is updated by the main loop routine. Information on the maximum input voltage is set by the ADC interrupt service routine and is stored in variable modei. Before the commutation routine is called, variables modei and modev are combined to find out the macrostate of the matrix converter. A number from 0 to 17 is assigned to each macrostate and is stored in the variable macrostate. Once the macrostate is defined, four kinds of matrix converter commutations can be distinguished. These commutations are described in the following paragraphs. • Commutations where the target state belongs to the same macrostate. These commutations happen when the target values are reached and the next matrix converter is needed or when a new period starts and variables modev and modei has not changed. • Commutations where the target state belongs to a macrostate with different modev.These commutations happen when a new period starts and the new reference vector lies in a new sector, consequently, variable modev has changed. 190
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• Commutations where the target state belongs to a macrostate with different modei.These commutations happen when the ADC interrupt service routine finds that a new line voltage has the maximum voltage. The variable modei is updated and a commutation is required. • Commutations where the target state belongs to a macrostate which has both variables, modev and modei, different. These commutations are very rare. Although the conditions for a simultaneous change in variables modev and modei are possible, the implemented DSP program does not simultaneously acknowledge these conditions. In the eventual case that both conditions are simultaneously presented, the program produces first a commutation to the next modev state and then a commutation to the next modei state. Transitions between the different modev and modei states are performed in a set sequence corresponding to the sequence in which the reference space vector voltage sweeps through the 6 output sectors or the sequence in which the 6 pulse dc link voltage is produced by the balanced input voltages. In case of an input voltage perturbation that changes this sequence, the algorithm produces consecutive commutations until the correct modei is reached. Figure 7.8 shows the possible commutations for a given macrostate. Commutations A1, B1 and C1 are commutations in the same macrostate. Commutations A1 and B1 are produced when the target values are reached and commutation C1 when the end of the period is reached. Commutations A2, B2 and C2 are commutations to states in the next modev macrostate. These commutations are only produced at the end of a period. Consequently, the target state for the three commutations is the state that produces the vector Vα in the next modev
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macrostate. Commutations A2 and B2 are produced when the modulation algorithm is operating in the overmodulation range. Under these circumstances, the period finishes before the target values for Vα and Vβ are reached, and commutations to Vα state of the next macrostate are produced. Finally, commutations A3, B2 and C3 are the commutations when a change in modei is detected. These commutations have target states that produce the same output vector using a different input line voltage. The commutation routine receives three arguments from the main program. These arguments are variables macrostate, state and transition. The variable macrostate indicates the present macrostate. The variable state indicates the state of the matrix converter. This variable takes values of 0, 1 or 2 depending on modev
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Figure 7.8: Different commutations in a macrostate
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which of the vectors Vα , Vβ or V0 is being applied. The variable transition indicate the type of transition needed. It takes the value 0 if the transition is in the same macrostate, 3 if it is a transition to a macrostate with different modev and 6 if it is a transition to a macrostate with different modei. The program obtains the correct transition routine from a table where addresses pointing to the corresponding multistep transition routine are stored. The offset from the top of the table is calculated using the following equation



of f set = macrostate × 9 + state + transition



(7.20)



Once the offset is calculated the address of the required multi-step transition routine is read and the program jumps to this address. The multi-step transition routine writes to the I/O ports the appropriate values to produce a safe multistep commutation. The transition table and the assembler code of the multi-step routine are generated by a program in Matlab . This program identifies the transitions and writes the transition table formed by assembler labels for the multistep commutation routines. It also writes the assembler code for the different multi-step commutation routines. The Matlab program calculates the values required to produce a safe commutation and writes the routine assembler code in trans.asm file. This file is included in the commutation routine using the assembler directive .copy. Hard copies of the commutation routine (comm.asm), multistep commutation routines (trans.asm) and the Matlab program (tran4.m) are given in appendix E.
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7.6



Experimental output voltage waveforms



Experimental verification of the integrative algorithm was carried out using the low power matrix converter and a variable frequency three-phase generator below. The low power matrix converter is a replica of a high power matrix converter but using lower rated semiconductor devices. The semiconductors used were MOSFET transistors and their built in diodes were used as the anti-parallel diodes in the back-to-back bidirectional switch arrangement. A three-phase sinusoidal voltage generator was built in order to supply the matrix converter. The output stages of the generator were designed to handle the bidirectional and pulsating currents generated by the matrix converter. These output stages were built using power operational amplifiers (OPA541) that provide an output current limit for protection purposes. A microcontroller is used to generate values of three sinusoidal signals with a phase shift of 120◦ .



These values are sent to digital-to-analog converters



(MAX506) whose outputs are amplified by the operational amplifiers. Frequency control allows the output frequency to be varied from 5 Hz to 300 Hz. Circuit diagrams of the three-phase sinusoidal voltage generator are shown in appendix F. Some of the experimental waveforms obtained in the experiments are shown in Fig. 7.9 to 7.13. The output voltages were acquired using a digital oscilloscope (HP54540A) and Matlab was used to plot the graphs. The sampling frequency used in the experiments is 1 kHz. Figure 7.9 shows a set of three balanced output line voltages. The input and output frequencies are 100Hz and 40Hz, respectively. Figure 7.10 shows that the output waveform of the matrix converter operating with a transfer ratio equal to



√ 3 . 2



The sampling/input frequency ratio is 10. The
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frequency spectrum in Fig. 7.11 shows that the output voltage waveforms contain no significant low frequency components even with this low sampling/input frequency ratio. Figure 7.12 shows the output waveform of the matrix converter operating in the overmodulation range. The output transfer ratio is equal to 1 and the sampling/input frequency ratio is 10. The frequency spectrum shows no subharmonic components.



195



VAB output voltage [volts]



Chapter 7. Practical implementation of the integrative method



20 15 10 5 0 -5 -10 -15 -20 10



20



30



40



VBC output voltage [volts]



t [msec] 20 15 10 5 0 -5 -10 -15 -20 10



20



30



40



VCA output voltage [volts]



t [msec] 20 15 10 5 0 -5 -10 -15 -20 10



20



30



40



t [msec]



Figure 7.9: Line-to line output voltages with voltage transfer ratio of 0.866, f i = 100Hz, f o = 40Hz and fs = 1kHz.
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Figure 7.10: Experimental line-to-line output voltage waveform with voltage transfer ratio of 0.866, f i = 100Hz, f o = 50Hz and fs = 1kHz
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Figure 7.11: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 7.10
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Figure 7.12: Experimental line-to-line output voltage waveform with voltage transfer ratio of almost 1, f i = 100Hz, f o = 40Hz and fs = 1kHz
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Figure 7.13: Frequency spectrum corresponding to the line-to-line voltage shown in Fig. 7.12
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Chapter 8 Conclusions and further work 8.1



Conclusions



A novel matrix converter modulation method is introduced. The new method uses the indirect transfer function approach and space vectors. This method overcomes the limitations of the matrix converter in terms of tolerance to unbalanced input voltages and input frequencies. The performance of the integrative method was compared with conventional space vector modulation. The integrative method was shown to give a better performance when operating from a high frequency input supply and lower low frequency and subharmonic output voltage components when operating under unbalanced input voltage conditions or from a distorted supply. Analysis of the matrix converter operating in the overmodulation region shows that the output/input voltage ratio of a matrix converter can be increased up to 1.05 by operating the matrix converter in overmodulation mode. One of the major advantages of the integrative method is its capacity to operate in the overmodulation region using the same control algorithm. This
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presents an important feature because the overmodulation methods used in dclink inverters are based on the progressive distortion of the input reference voltage. This capability was extensively investigated through simulations. Results show that the integrative method can provide continuous control up to unity voltage transfer ratio without generating significant low frequency components. The synthesis of bidirectional switches is a major issue in matrix converter technology. The study of all the current commutation techniques concludes that the back-to-back configurations combined with multi-step commutation techniques are the most reliable and efficient in terms of reducing converter power losses. Although matrix converter control is a complex issue, the new modulation method can be implemented using a single chip, low cost, fixed point DSP. The integrative algorithm controller uses only a few of the peripherals built into the DSP. Consequently, the controller can be implemented using a microcontroller or DSP less complex than the TMS320C240. This thesis proposes a novel method of naming the matrix converter states that provides, for the first time, a link between the name or code of the state and the effect the state has on the input currents and output voltages. The new naming method also increases the efficiency of the control algorithm. Matrix converter space vector modulation use five matrix converter states, four active states and one zero state, to generate the output voltage and control the input current. The sequence in which these states are applied does not affect the average voltage and current but has a dramatic effect on the number of switch commutations. The average number of commutations per sampling period has a direct effect on matrix converter switching losses. This thesis proposes an optimum sequence based on the new naming method that minimises the number of switch commutations per sampling period. 200
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As a result, this thesis increases our knowledge about matrix converters and proposes a novel modulation method and optimum state sequence. Modulation methods for matrix converters were thoroughly studied and well understood. As discussed in the next section, however, several issues of matrix converters remain to be addressed.



8.2



Further work



Matrix converter research has progressed rapidly during the past decade. New developments are continuously emerging and several areas of matrix converter research will continue to receive much attention.



8.2.1



bidirectional switch implementation



The development of future bilateral power switches based on the lateral device structure is still in its early stages [40]. Today, bidirectional switches based on the back-to-back configuration have been established as the more efficient configuration because they can produce safe commutations in matrix converters. Unless a new technique emerges, which may include the use of snubber or commutation aid circuits, bidirectional switches will continue to be implemented using the back-to-back configuration. They will also continue to use one of the multistep commutation techniques described in this thesis. However, this means that three-phase matrix converters will employ 18 two-quadrant switches. Practical problems such as the large number of components, the number of connections and the complexity in circuit design and packaging become a major disadvantage. The integration of the different semiconductor devices into an integrated bidirectional power module is the obvious next step in the development of bidirectional switches. Some prototypes using IGBTs rated at 100 A-1200 V and 25 A 201
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-1200 V have been reported in the literature [40, 52]. The design of an integrated bidirectional power module together with the integration of intelligent commutation, faul detection and protection circuits will increase the potential for matrix converter applications.



8.2.2



Sliding mode control



A large number of papers concerned with sliding mode control of power converters have been published in recent years. Every power converter operating in the switching mode can be consider as a variable structure system. The term variable structure system first made its appearance in the 1950’s. Variable structure control with sliding mode control was first proposed and elaborated by Emelyanov [53,54]. Since then, variable structure control has developed into a general design method for a wide spectrum of systems. The distinguishing feature of variable structure control is its ability to produce very robust control systems. In many cases, the control system is insensitive to parametric uncertainty and external disturbances. Despite the many good features of variable structure systems, very few efforts have been made to develop a sliding mode control algorithm for matrix converters. An initial approach has been made by Pinto et al. [20]. Preliminary results are promising but some problems, such as the high switching frequency reported, need to be addressed in order to obtain a practical implementation. One of the major advantages of sliding control mode is the inclusion of the input filter as part of the matrix converter model. This feature and its robustness make sliding mode control a very interesting topic for future research.
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8.2.3



Integrative method with input current control



Research on the integrative method is far from being complete. Initial results presented in this thesis are promising but further work is needed to discover the full potential of this method. The obvious next topic for investigation is the feasibility of input current control. Controlling the fictitious rectifier as a full diode bridge provides the highest dc-link voltage but it does not allow control of the input current. In order to implement input current control, the complex interactions between the fictitious rectifier and inverter must be studied in detail. This interaction is governed by the requirement for balance between input and output powers. Not having any energy storage elements, the input and output powers are balanced at any given time. More research is needed in order to obtain a controller that supervises a fictitious inverter using the integrative modulation method and a fictitious rectifier with input current control.



8.2.4



Implementation of the matrix converter modulator using programable devices



The use of Field Programming Gate Array (FPGA) and Complex Programmable Logic Devices (CPLD) in the implementation of matrix converter control has some interesting advantages. The most time demanding tasks of a DSP or microcontroller when used to implement a matrix converter controller are usually repetitive in nature. Many of these tasks like multi-step commutation firing signal generation and duty cycle generation can be carried out by external logic circuits implemented in a field programming gate array. By transferring these tasks to external circuits or peripherals, the DSP could perform higher hierarchy control 203
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tasks like motion control or power flow control. FPGAs and CPLDs are integrated circuits that contain a large number of simple logic circuits. These logic circuits can be configured or programmed by a designer in order to build complex logic functions. The capacity and complexity of FPGAs have been increased dramatically in the last few years. FPGAs with up to one million system gates are available on the market. Along with the gate capacity increment, the cost of these devices has fallen significantly. The software tools used in the design and programming of FPGAs and CPLDs have also improved in the last decade. Modern design tools allow the designer to make design entries using some of the most popular design capture methods such as Hardware Description Language (HDL) and schematic entry. The use of these powerful tools reduces the development cost and enhances effectiveness. A matrix converter modulator completely integrated into a FPGA is a possible goal. This modulator will form part of a system where a DSP or microcontroller gives information about the output voltage or current required and the FPGA selects the matrix converter states, performs the appropriate calculations and generates the 18 firing signals for the bidirectional switches as shown in Fig. 8.1. DSP/ Microcontroller
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Figure 8.1: FPGA modulation scheme



8.2.5



A current source matrix converter



Although the bidirectional power flow capabilities of a matrix converter is one of its most important features, the use of a matrix converter as a current source
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converter have been ignored so far. Figure 8.2 shows a matrix converter working as a current source converter where power flows from a current source to a voltage source. The current source is represented by the inductors Lf . Potential applications of this scheme include those where energy produced by a high or variable frequency generator injects energy into the 50 Hz mains power grid. A high speed gas turbine in a CHP system is one such application. Another potential application is a wind power generator where the the energy capture in the turbine can be increased by varying the rotational speed of the turbine.
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Figure 8.2: Current source matrix converter



205



9 References [1] L. Gyurgyi and B. R. Pelly, Static Power Frequency Changers, WileyInterscience, New York, 1976. [2] A. Alesina and M. G. B. Venturini, “Solid-state power conversion; a fourier analysis approach to generalized transformer synthesis,” IEEE Transactions on Circuits and Systems., vol. 28, no. 4, pp. 319–30, April 1981. [3] A. Alesina and M. Venturini, “Intrinsic amplitude limits and optimum design of 9-switches direct pwm ac-ac converters,” in PESC ’88 Record. 19th Annual IEEE Power Electronics Specialists Conference, 1988, vol. 2, pp. 1284–91. [4] A. Alesina and M. Venturini, “Analysis and design of optimum-amplitude nine-switch direct ac-ac converters,” IEEE Transactions on Power Electronics., vol. 4, no. 1, pp. 101–12, Jan 1989. [5] P. D. Ziogas, S. I. Khan, and M. H. Rashid, “Some improved forced commutated cycloconverter structures,” IEEE Transactions on Industry Applications, vol. 21, no. 5, pp. 1242–1253, 1985. [6] P. D. Ziogas, S. I. Khan, and M. H. Rashid, “Analysis and design of forced



206



9 References



commutated cycloconverter structures with improved transfer characteristics,” IEEE Transactions on Industrial Electronics, vol. 33, no. 3, pp. 271–280, 1986. [7] L. Huber and D. Borojevic, “Space vector modulator for forced commutated cycloconverters,” in Conference Record of the IEEE Industry Applications Society Annual Meeting, 1989, vol. 1, pp. 871–6. [8] L. Huber, D. Borojevic, and N. Bur´any, “Voltage space vector based pwm control of forced commutated cycloconverters,” in IECON ’89. 15th Annual Conference of IEEE Industrial Electronics Society, 1989, vol. 1, pp. 106–11. [9] L. Huber and D. Borojevic,



“Space vector modulation with unity in-



put power factor for forced commutated cycloconverters,” in Conference Record of the 1991 IEEE Industry Applications Society Annual Meeting, 1991, vol. 1, pp. 1032–41. [10] G. Roy, L. Duguay, S. Manias, and G. E. April, “Asynchronous operation of cycloconverter with improved voltage gain by employing a scalar control algorithm,” in Conference Record of the 1987 IEEE Industry Applications Society Annual Meeting, 1987, vol. 1, pp. 891–8. [11] A. Ishiguro, T. Furuhashi, and S. Okuma, “A novel control method for forced commutated cycloconverters using instantaneous values of input lineto-line voltages,” IEEE Transactions on Industrial Electronics, vol. 38, no. 3, pp. 166–172, 1991. [12] E. P. Wiechmann, J. R. Espinoza, and J. R. Rodriguez, “Asynchronous bidirectional direct frequency converter controlled by space vectors,” in Proceedings of the 1990 IEEE Colloquium in South America, 1990, pp. 177– 83. 207



9 References



[13] E. Wiechmann, J. Espinoza, L. Salazar, and J. Rodriquez, “A direct frequency converter controlled by space vectors,” in Proceedings of IEEE Power Electronics Specialist Conference - PESC ’93, 1993, pp. 314–20. [14] E. Wiechmann, A. Garcia, and L. Salazar, “High performance direct frequency converters controlled by predictive current loop,” in Proceedings of PESC ’95 - Power Electronics Specialist Conference., 1995, vol. 2, pp. 958–64. [15] E. P. Wiechmann, A. R. Garcia, L. D. Salazar, and J. R. Rodriguez, “Highperformance direct-frequency converters controlled by predictive current loop,” IEEE Transactions on Power Electronics., vol. 12, no. 3, pp. 547– 57, May 1997. [16] E. Wiechmann, R. Burgos, L. Salazar, and J. Rodriguez, “Fuzzy logic controlled direct frequency converters modulated by an expert knowledgebased space vector technique,” in IAS ’97. Conference Record of the 1997 IEEE Industry Applications Conference Thirty-Second IAS Annual Meeting, 1997, vol. 2, pp. 1437–46. [17] B. H. Kwon, B. D. Min, and J.H. Youm, “An improved space-vector-based hysteresis current controller,” IEEE Transactions on Industrial Electronics, vol. 45, no. 5, pp. 752–760, 1998. [18] B. H. Kwon, T. W. Kim, and J. H. Youm, “A novel svm-based hysteresis current controller,” IEEE Transactions on Power Electronics, vol. 13, no. 2, pp. 297–307, 1998. [19] D. Chen and T. Liu, “Design and implementation for a novel matrix pmsm drive system,” in IECON’99. Conference Proceedings. 25th Annual Conference of the IEEE Industrial Electronics Society, 1999, vol. 3, pp. 1085–90. 208



9 References



[20] S. Pinto and J. Fernando Silva, “Robust sliding mode control of matrix converters with unity power factor,” in Proceeding of the 9th International Conference on Power Electronics and Motion Control. EPE-PEMC 2000., 2000, pp. CD–ROM. [21] P. Wood, Switching Power Converters, Van Nostrand Reinhold Company, 135 West 50th Street, New York, N. Y. 10020, 1981. [22] P Wheeler and D Grant, “Optimised input filter design and low-loss switching techniques for a practical matrix converter,” IEE Proceedings- Electric Power Applications, vol. 144, no. 1, pp. 53–60, 1997. [23] L. Zhang, C. Watthanasarn, and W. Shepherd, “Analysis and comparison of control techniques for ac-ac matrix converters,” IEE Proceedings Electric Power Applications, vol. 145, no. 4, pp. 284–294, 1998. [24] D. Casadei, A. Serra, G.and Tani, and P. Nielsen, “Theoretical and experimental analysis of svm-controlled matrix converters under unbalanced supply conditions,” Electromotion., vol. 4, no. 1-2, pp. 28–37, Jan.-June 1997. [25] D. Casadei, G. Serra, A. Tani, and P. Nielsen, “Performance of svm controlled matrix converter with input and output unbalanced conditions,” in EPE ’95. 6th European Conference on Power Electronics and Applications., 1995, vol. 2, pp. 628–33. [26] L. Huber and D. Borojevic, “Space vector modulated three-phase to threephase matrix converter with input power factor correction,” IEEE Transactions on Industry Applications, vol. 31, no. 6, pp. 1234–1246, 1995.



209



9 References



[27] J Holtz, “Pulsewidth modulation for electronic power conversion,” Proceedings of the IEEE, vol. 82, no. 8, pp. 1194–1214, 1994. [28] H.W. Van der Broeck, H. C. Skudelny, and G. V. Stanke, “Analysis and realization of a pulsewidth modulator based on voltage space vectors,” IEEE Transactions on Industry Applications, vol. 24, no. 1, pp. 142–50, Jan.-Feb 1988. [29] D Casadei, G Grandi, G Serra, and A Tani, “Space vector control of matrix converters with unity input power factor and sinusoidal input/output waveforms,” in Fifth European Conference on Power Electronics and Applications, 1993, vol. 7, pp. 170–5. [30] J. Holtz, W. Lotzkat, and A. Khambadkone, “On continuous control of pwm inverters in the overmodulation range including the six-step mode,” IEEE Transactions on Power Electronics, vol. 8, no. 4, pp. 546–53, Oct 1993. [31] S. Bolognani and M. Zigliotto, “Space vector fourier analysis of svm inverters in the overmodulation range,” in Proceedings of the 1996 International Conference on Power Electronics, Drives and Energy Systems for Industrial Growth, 1995, vol. 1, pp. 319–24. [32] J. C. Clare, L. Empringham, and P. W. Wheeler, “The effects of sampling delays and nonideal filtering on the performance of matrix converter modulation algorithms,” in Eighth International Conference on Power Electronics and Variable Speed Drives (Conf. Publ. No.475), 2000, pp. 29–34. [33] P. Enjeti and X. Wang, “A critical evaluation of harmonics generated



210



9 References



by forced commutated cycloconverters (FCC’s) under unbalance,” in Proceedings of 16th Annual Conference of IEEE Industrial Electronics Society. IECON ’90., 1990, vol. 2, pp. 1162–8. [34] P. Nielsen, F. Blaabjerg, and J.K. Pedersen, “Space vector modulated matrix converter with minimized number of switchings and a feedforward compensation of input voltage unbalance,” in Proceedings of the 1996 International Conference on Power Electronics, Drives and Energy Systems for Industrial Growth, 1995, vol. 2, pp. 833 –9. [35] P. Nielsen, D. Casadei, G. Serra, and A. Tani, “Evaluation of the input current quality by three different modulation strategies for svm controlled matrix converters with input voltage unbalance,” in Proceedings of the 1996 International Conference on Power Electronics, Drives and Energy Systems for Industrial Growth, 1995, vol. 2, pp. 794 –800. [36] R.R. Beasant, W.C. Beattie, and A. Refsum, “Current commutation problems in the venturini converter,” in Proceedings of the 24th University Power Engineers Conference. UPEC ’89, 1989, pp. 43–6. [37] N. Bur´any, “Safe control of four-quadrant switches,” in Conference Record of the IEEE Industry Applications Society Annual Meeting, 1989, vol. 1, pp. 1190–4. [38] L Zhang, C Wathanasarn, and W Shepherd, “Switch sequencer circuit for safe commutation of a matrix converter,” Electronics-Letters., vol. 31, no. 18, pp. 1530–2, Aug 1995. [39] T. Svensson and M. Alakula, “The modulation and control of a matrix



211



9 References



converter-synchronous machine drive,” in Proceedings of 4th European Conference on Power Electronics and Applications. EPE ’91., 1991, vol. 4, pp. 469–76. [40] J. Chang, T. Sun, A. Wang, and D. Braun, “Compact ac-ac converter using 3-in-1 ibpms and adaptive commutation,” in Proceedings of the IEEE 1999 International Conference on Power Electronics and Drive Systems. PEDS’99, 1999, vol. 1, pp. 438–43. [41] L. Empringham, P. W. Wheeler, and J. C. Clare, “Matrix converter bidirectional switch commutation using intelligent gate drives,” in Seventh International Conference on Power Electronics and Variable Speed Drives (IEE Conf. Publ. No.456), 1998, pp. 626–31. [42] M. L. Empringham, P. W. Wheeler, and D. J. C. Clare, “Intelligent commutation of matrix converter bi-directional switch cells using novel gate drive techniques,” in PESC 98 Record. 29th Annual IEEE Power Electronics Specialists Conference, 1998, vol. 1, pp. 707–13. [43] B. H. Kwon, B.D. Min, and J. H. Kim, “Novel commutation technique of ac-ac converters,” IEE Proceedings-Electric Power Applications, vol. 145, no. 4, pp. 295–300, 1998. [44] J. H. Youm and B. H. Kwon, “An effective software implementation of the space-vector modulation,” IEEE Transactions on Industrial Electronics, vol. 46, no. 4, pp. 866–868, 1999. [45] M. Ziegler and W. Hofmann, “Implementation of a two steps commutated matrix converter,” in 30th Annual IEEE Power Electronics Specialists Conference., 1999, vol. 1, pp. 175–80.



212



9 References



[46] “Application note, characterization of IGBTs,” Tech. Rep. int990, International Rectifier. [47] “Application note, IGBT characteristics.,” Tech. Rep. an-983, International Rectifier. [48] TMS320C24x DSP Controllers, Reference Set. Volume 1: CPU, System, and Instruction Set., Texas Instruments Incorporated., 1997. [49] TMS320C24x DSP Controllers. Volume 2: Peripheral Library and Specific Devices, Texas Instrument Incorporated, 1997. [50] TMS320C1x/C2x/C2xx/C5x Assembly Language Tools User’s Guide, Texas Instruments Incorporated, 1995. [51] TMS320C2xx C Source Debugger User’s Guide, Texas Instruments Incorporated, 1997. [52] C. Klumpner, I. Boldea, and F. Blaabjerg, “The matrix converter: overvoltages caused by the input filter, bidirectional power flow, and control for artificial loading of induction motors,” Electric Machines and Power Systems., vol. 28, no. 2, pp. 129–42, Feb 2000. [53] J. Y. Hung, W. Gao, and J. C. Hung, “Variable structure control: A survey,” IEEE Transactions on Inductrial Electronics, vol. 40, no. 1, pp. 2–22, Feb 1993. [54] V. I. Utkin, “Sliding mode control design principles and applications to electric drives,” IEEE Transactions on Industrial Electronics, vol. 40, no. 1, pp. 23–36, Feb 1993.



213



9 References



[55] J. B. Ejea, E. Sanchis, A. Ferreres, J. A. Carrasco, and R. de la Calle, “Highfrequency bi-directional three-phase rectifier based on a matrix converter topology with power factor correction,” in APEC 2001. Sixteenth Annual IEEE Applied Power Electronics Conference and Exposition, 2001, vol. 2, pp. 828–34. [56] C. Klumpner, F. Blaabjerg, I. Boldea, and P. Nielsen, “A new modulation method for matrix converters,” in Conference Record of the 2001 IEEE Industry Applications Conference. 36th IAS Annual Meeting, 2001, vol. 4, pp. 2143–50. [57] L. Empringham, P. Wheeler, and J. Clare, “A matrix converter induction motor drive using intelligent gate drive level current commutation techniques,” in Conference Record of the 2000 IEEE Industry Applications Conference. Thirty-Fifth IAS Annual Meeting and World Conference on Industrial Applications of Electrical Energy, 2000, vol. 3, pp. 1936–41. [58] K. G. Kerris, P. W. Wheeler, J. C. Clare, and L. Empringham, “Implementation of a matrix converter using p-channel mos-controlled thyristors,” in Eighth International Conference on Power Electronics and Variable Speed Drives (Conf. Publ. No.475), 2000, pp. 35–9. [59] K. Siyoung, Seung K. S., and T. A. Lipo, “Ac/ac power conversion based on matrix converter topology with unidirectional switches,” IEEE Transactions on Industry Applications., vol. 36, no. 1, pp. 139–45, Jan.-Feb. 2000. [60] C. Klumpner, I. Boldea, and F. Blaabjerg, “Artificial loading of the induction motors using a matrix converter,” in Eighth International Conference on Power Electronics and Variable Speed Drives (Conf. Publ. No.475), 2000, pp. 40–5. 214



9 References



[61] C. Klumpner, P. Nielsen, I. Boldea, and F. Blaabjerg, “New steps towards a low-cost power electronic building block for matrix converters,” in Conference Record of the 2000 IEEE Industry Applications Conference. Thirty-Fifth IAS Annual Meeting and World Conference on Industrial Applications of Electrical Energy, 2000, vol. 3, pp. 1964–71. [62] C Klumpner, I. Boldea, F. Blaabjerg, and P. Nielsen, “A new modulator for matrix converters with input current ripple reduction,” in Proceedings of the 7th International Conference on Optimization of Electrical and Electronic Equipments., 2000, vol. 2, pp. 487–92. [63] J Mahlein and M. Braun, “A matrix converter without diode clamped over-voltage protection,” in Proceedings IPEMC 2000. Third International Power Electronics and Motion Control Conference, 2000, vol. 2, pp. 817–22. [64] M. Milanovic and B. Dobaj, “Unity input displacement factor correction principle for direct ac to ac matrix converters based on modulation strategy,” IEEE Transactions on Circuits and Systems I: Fundamental Theory and Applications., vol. 47, no. 2, pp. 221–30, Feb 2000. [65] R Petrocelli, B.A. Zahawi, and C. Liu, “New modulation method for matrix converters using space vectors,” in Proceedings of 8th International Conference on Power Electronics and Variable Speed Drives, 2000, pp. 461–5. [66] S. S¨ unter and J. C. Clare, “Feedforward indirect vector control of a matrix converter-fed induction motor drive,” COMPEL The International Journal for Computation and Mathematics in Electrical and Electronic Engineering., vol. 19, no. 4, pp. 974–86, 2000. [67] S. S¨ unter and Y. Tatar, “Pspice modelling and design of a snubber circuit



215



9 References



for the matrix converter,” International Journal for Engineering Modelling., vol. 13, no. 1-2, pp. 41–6, 2000. [68] E. Watanabe, S. Ishii, E. Yamamoto, H. Hara, Jun Koo Kang, and A. M. Hava, “High performance motor drive using matrix converter,” in IEE Seminar on Advances in Induction Motor Control (Ref. No.00/072), 2000, pp. 7/1–6. [69] S. Bhowmik, R. Spee, and J. H. R. Enslin, “Performance optimization for doubly fed wind power generation systems,” IEEE Transactions on Industry Applications., vol. 35, no. 4, pp. 949–58, July-Aug. 1999. [70] J. Chang, T. Sun, A. Wang, and D. Brann, “Medium power ac-ac converter based on integrated bidirectional power modules, adaptive commutation and dsp control,” in Conference Record of the 1999 IEEE Industry Applications Conference. Thirty-Forth IAS Annual Meeting, 1999, vol. 3, pp. 1864–70. [71] L. Empringham, P. Wheeler, and J. Clare, “Bi-directional switch commutation for matrix converters,” in 8th European Conference on Power Electronics and Applications. EPE’99., 1999, pp. CD–ROM. [72] Peng H. and Li X., “Investigation of direct-frequency converter,” in Proceedings of the IEEE 1999 International Conference on Power Electronics and Drive Systems. PEDS’99, 1999, vol. 1, pp. 229–33. [73] J. Mahlein, O. Simon, and M. Braun, “A matrix converter with space vector control enabling overmodulation,” in 8th European Conference on Power Electronics and Applications. EPE’99., 1999.



216



9 References



[74] S. Mazumder, A.H. Nayfeh, and D. Borojevic, “New sensorless control of three-phase bi-directional converter using space-vector modulation,” in Record. 30th Annual IEEE Power Electronics Specialists Conference., 1999, vol. 2, pp. 783–8. [75] D. O. Neacsu, “Current-controlled ac/ac voltage source matrix converter for open -winding induction machine drives,” in IECON’99. Conference Proceedings. 25th Annual Conference of the IEEE, 1999, vol. 2, pp. 921–6. [76] P. Nielsen, F. Blaabjerg, and J.K. Pedersen, “New protection issues of a matrix converter: design considerations for adjustable-speed drives,” IEEE Transactions on Industry Applications., vol. 35, no. 5, pp. 1150–61, Sept.Oct. 1999. [77] M. Ozdemir, S. Sunter, and B. Yurtseven, “Modelling and simulation of a split-phase induction motor fed by single -phase ac-ac converter,” International Journal for Engineering Modelling., vol. 12, no. 1-4, pp. 17–23, 1999. [78] L. Ribickis and I. Galkin, “Direct frequency converters for induction motor drives,” in ISIE ’99. Proceedings of the IEEE International Symposium on Industrial Electronics, 1999, vol. 1, pp. 26–30. [79] L. Rutmanis, J. Stabulnieks, and L. Ribickis, “Energy saving features in a direct frequency conversion process,” Latvian Journal of Physics and Technical Sciences., , no. 2, pp. 3–9, 1999. [80] P. W. Wheeler, J. C. Clare, and M. Sumner, “A bi-directional rectifier for use with a voltage fed inverter in a high performance variable speed ac motor drive system,” EPE Journal, vol. 8, no. 1-2, pp. 50–4, June 1999.



217



9 References



[81] J. H. Youm and B. H. Kwon, “Switching technique for current-controlled ac-to-ac converters,” IEEE Transactions on Industrial Electronics, vol. 46, no. 2, pp. 309–318, 1999. [82] S. Bhowmik, R. Spee, and J. H. R. Enslin, “Performance optimization for doubly-fed wind power generation systems,” in Conference Record of 1998 IEEE Industry Applications Conference. Thirty-Third IAS Annual Meeting, 1998, vol. 3, pp. 2387–94. [83] S. Bhowmik and R. Spee, “Wind speed estimation based variable speed wind power generation,” in IECON ’98. Proceedings of the 24th Annual Conference of the IEEE Industrial Electronics Society, 1998, vol. 2, pp. 596–601. [84] S. Bouchiker, G. A. Capolino, and M. Poloujadoff, “Vector control of a permanent-magnet synchronous motor using ac-ac matrix converter,” IEEE Transactions on Power Electronics., vol. 13, no. 6, pp. 1089 –99, Nov. 1998. [85] D Casadei, G Serra, and A Tani, “A general approach for the analysis of the input power quality in matrix converters,” IEEE Transactions on Power Electronics, vol. 13, no. 5, pp. 882–891, 1998. [86] D Casadei, G Serra, and A Tani, “Reduction of the input current harmonic content in matrix converters under input/output unbalance,” IEEE Transactions on Industrial Electronics, vol. 45, no. 3, pp. 401–411, 1998. [87] D. Casadei, G. Serra, and A. Tani, “The use of matrix converters in direct torque control of induction machines,” in IECON ’98. Proceedings of the 24th Annual Conference of the IEEE Industrial Electronics Society, 1998, vol. 2, pp. 744–9.



218



9 References



[88] G. M. Conrad, “Advanced power conversion using a switch matrix,” in Conference Record of the Twenty-Third International Power Modulator Symposium, 1998, pp. 245–50. [89] T. Matsuo, S. Bernet, R. S. Colby, and T. A. Lipo, “Modeling and simulation of matrix converter induction motor drive,” Mathematics and Computers in Simulation, vol. 46, no. 3-4, pp. 175–195, 1998. [90] J. F. Moynihan, M. G. Egan, and J. M. D. Murphy, “Theoretical spectra of space-vector-modulated waveforms,” IEE Proceedings-Electric Power Applications, vol. 145, no. 1, pp. 17–24, 1998. [91] B-T Ooi and M. Kazerani, “Voltage-source matrix converter as a controller in flexible ac transmission systems,” IEEE Transactions on Power Delivery., vol. 13, no. 1, pp. 247–53, Jan. 1998. [92] S. Sunter and H. Altun, “A method for calculating semiconductor losses in the matrix converter,” in MELECON ’98. 9th Mediterranean Electrotechnical Conference. Proceedings, 1998, vol. 2, pp. 1260–4. [93] L. Zhang and C. Watthanasarn, “A matrix converter excited doubly-fed induction machine as a wind power generator,” in Seventh International Conference on Power Electronics and Variable Speed Drives, 1998, pp. 532– 7. [94] M. Ziegler and W. Hofmann, “Semi natural two steps commutation strategy for matrix converters,” in PESC 98 Record. 29th Annual IEEE Power Electronics Specialists Conference, 1998, vol. 1, pp. 727–31. [95] D. Alexa, D. O. Neacsu, and V. Donescu, “Three-phase ac/single-phase ac converters with resonant circuits for high operating frequencies,” IEE 219



9 References



Proceedings Electric Power Applications., vol. 144, no. 3, pp. 207–14, May 1997. [96] Bin-Lu, M. Kazerani, and Teck-Ooi Boon, “Automatic feedback strategy for regulation of real and reactive power in an asynchronous link based on a voltage-source matrix converter,” in PEPSC97 Record. 28th Annual IEEE Power Electronics Specialists Conference, 1997, vol. 2, pp. 842–6. [97] S. H. Hosseini, M. M. Yari, J. Senthil, and R. M. Mathur, “A new generalized direct frequency converter,” in CCECE ’97. Proceedings of Canadian Conference on Electrical and Computer Engineering, 1997, vol. 2, pp. 423– 6. [98] P. Nielsen, F. Blaabjerg, and J.K. Pedersen, “Novel solutions for protection of matrix converter to three phase induction machine,” in IAS ’97. Conference Record of the 1997 IEEE Industry Applications Conference Thirty-Second IAS Annual Meeting, 1997, vol. 2, pp. 1447–54. [99] J. Oyama, Xiarong X., T. Higuchi, and E. Yamada, “Displacement angle control of matrix converter,” in PEPSC97 Record. 28th Annual IEEE Power Electronics Specialists Conference, 1997, vol. 2, pp. 1033–9. [100] J. Oyama, X. Xiaorong, T. Higuchi, K. Kuroki, E. Yamada, and T. Koga, “Vvvf on line control of matrix converters,”



Electrical Engineering in



Japan., vol. 119, no. 2, pp. 81–90, April 1997. [101] P. W. Wheeler and C. Newton, “An investigation of the turn-off characteristics of an igbt under short circuit conditions,” in EPE’97. 7th European Conference on Power Electronics and Applications, 1997, vol. 4, pp. 29–33.



220



9 References



[102] E. P. Wiechmann, R. P. Burgos, and J. R. Rodriguez, “A novel direct frequency converter structure controlled by a cooperative-predictive algorithm,” in EPE’97. 7th European Conference on Power Electronics and Applications., 1997, vol. 4, pp. 286–91. [103] L. Zhang, C. Watthanasarn, and W. Shepherd, “Application of a matrix converter for the power control of a variable -speed wind-turbine driving a doubly-fed induction generator,” in Proceedings of the IECON’97 23rd International Conference on Industrial Electronics, Control, and Instrumentation, 1997, vol. 2, pp. 906–11. [104] A Zuckerberger, D Weinstock, and A Alexandrovitz, “Single-phase matrix converter,” IEE Proceedings - Electric Power Applications, vol. 144, no. 4, pp. 235–240, 1997. [105] D. Casadei, G. Serra, and A. Tani, “A general approach for the analysis of the input power quality in matrix converters,” in PESC 96 Record. 27th Annual IEEE Power Electronics Specialists Conference, 1996, vol. 2, pp. 1128–34. [106] E. H. Chekhet and V. P. Mordatch, “The microprocessor based modified space vector control of the matrix converter,” in ISIE ’96. Proceedings of the IEEE International Symposium on Industrial Electronics, 1996, vol. 1, pp. 466–9. [107] E. M. Chekhet, D.B. Izosimov, T. V. Misak, V. P. Mordatch, and V. N. Soboloev, “Microprocessor based space vector modulation control system of the matrix converter,” in PEMC ’96. 7th International Power Electronics and Motion Control Conference, 1996, vol. 2, pp. 319–23.



221



9 References



[108] B. H. Kwon, B. D. Min, and J. H. Kim, “Novel topologies of ac choppers,” IEE Proceedings Electric Power Applications., vol. 143, no. 4, pp. 323–30, July 1996. [109] J. Oyama, X. Xia, T. Higuchi, E. Yamada, and T. Koga, “Effect of pwm pulse number on matrix converter characteristics,” in PESC 96 Record. 27th Annual IEEE Power Electronics Specialists Conference, 1996, vol. 2, pp. 1306–11. [110] J. Oyama, X. Xia, T. Higuchi, E. Yamada, and T. Koga, “Effects of the filter on matrix converter characteristics under a new control method,” in Symposium on Power Electronics, Industrial Drives Power Quality, Traction Systems, 1996, pp. A5–7–14. [111] G. Roy, G. E. April, and E. R. Ribeiro, “An ac-ac converter made of two semi direct frequency changers has no limits on the voltage gain,” in Conference Proceedings Eleventh Annual Applied Power Electronics Conference and Exposition. APEC ‘96., 1996, vol. 2, pp. 918–24. [112] L. Rutmanis, J. Stabulnieks, and L. Ribickis, “A new method of direct frequency conversion for a fan-type electric drive,” in PEMC ’96. 7th International Power Electronics and Motion Control Conference, 1996, vol. 2, pp. 554–7. [113] S Sunter and J. C. Clare, “A true four quadrant matrix converter induction motor drive with servo performance,” in recordof 27th Annual IEEE Power Electronics Specialists Conference. PESC’96, 1996, vol. 1, pp. 146–51. [114] C. Watthanasarn, L. Zhang, and D. T. W. Liang, “Analysis and dsp-based implementation of modulation algorithms for ac -ac matrix converters,” in



222



9 References



PESC 96 Record. 27th Annual IEEE Power Electronics Specialists Conference, 1996, vol. 2, pp. 1053–8. [115] L. Zhang and C. Watthanasarn, “An efficient space vector modulation algorithm for ac-ac matrix converters: analysis and implementation,” in Sixth International Conference on Power Electronics and Variable Speed Drives (Conf. Publ. No.429). IEE, 1996, pp. 108–13. [116] A. Zuckerberger, D. Weinstock, and A. Alexandrovitz, “Simulation of threephase loaded matrix converter,” IEE Proceedings Electric Power Applications., vol. 143, no. 4, pp. 294–300, July 1996. [117] Teck-Ooi Boon and M. Kazerani, “Elimination of the waveform distortions in the voltage-source -converter type matrix converter,” in IAS ‘95. Conference Record of the 1995 IEEE Industry Applications Conference. Thirtieth IAS Annual Meeting, 1995, vol. 3, pp. 2500–4. [118] S. Bouchiker, G. A. Capolino, and M. Poloujadoff, “A control method for a generalised converter using instantaneous values of phase voltages,” in EPE ’95. 6th European Conference on Power Electronics and Applications., 1995, vol. 3, pp. 704–9. [119] S. Halasz, I. Schmidt, and T. Molnar, “Induction motor drive with matrix converter,” in Proceedings of 1995 International Conference on Power Electronics and Drive Systems, 1995, vol. 1, pp. 104–9. [120] S. Halasz, I. Schmidt, and T. Molnar, “Matrix converters for induction motor drive,” in EPE ’95. 6th European Conference on Power Electronics and Applications, 1995, vol. 2, pp. 664–9.



223



9 References



[121] H. L. Hey, H. Pinheiro, and J. R. Pinheiro, “A new soft-switching ac-ac matrix converter, with a single actived commutation auxiliary circuit,” in PESC 95 Record. 26th Annual IEEE Power Electronics Specialists Conference, 1995, vol. 2, pp. 965–70. [122] D. G. Holmes, “The significance of zero space vector placement for carrier based pwm schemes,” in IAS ‘95. Conference Record of the 1995 IEEE Industry Applications Conference. Thirtieth IAS Annual Meeting, 1995, vol. 3, pp. 2451–8. [123] M. Kazerani and B-T Ooi, “Feasibility of both vector control and displacement factor correction by voltage source type ac-ac matrix converter,” IEEE Transactions on Industrial Electronics., vol. 42, no. 5, pp. 524–30, Oct. 1995. [124] M. Marcks, “A new double resonant zero current switching matrix converter,” in EPE ’95. 6th European Conference on Power Electronics and Applications, 1995, vol. 2, pp. 100–5. [125] D. O. Neacsu, “Theory and design of a space-vector modulator for ac-ac matrix converter,” European Transactions on Electrical Power Engineering., vol. 5, no. 4, pp. 285–90, July-Aug. 1995. [126] E. R. Ribeiro, G. Roy, and G. E. April, “The implementation of a dfc topology under scalar control algorithm with a voltage gain beyond unity,” in Proceedings of the IEEE International Symposium on Industrial Electronics. ISIE ‘95., 1995, vol. 2, pp. 485–90. [127] R. Spee, S. Bhowmik, and J. H. R. Enslin, “Novel control strategies for variable-speed doubly fed wind power generation systems,” RenewableEnergy., vol. 6, no. 8, pp. 907–15, Nov. 1995. 224



9 References



[128] C. Watthanasarn, L. Zhang, and F. Hardan, “Real-time control of direct ac-ac matrix converters using a dsp-based space vector modulator,” in UPEC ’95. Conference Proceedings 30th Universities Power Engineering Conference 1995., 1995, vol. 2, pp. 525–8. [129] A. Zuckerberger, D. Weinstock, and A. Alexandrovitz, “Matrix convertertheory and simulation,” in Eighteenth Convention of Electrical and Electronics Engineers in Israel, 1995, pp. 4.5.5/1–5. [130] Ooi Boon-Teck and M. Kazerani, “Application of dyadic matrix converter theory in conceptual design of dual field vector and displacement factor controls,” in IAS ’94. Conference Record of the 1994 Industry Applications Conference Twenty-Ninth IAS Annual Meeting, 1994, vol. 2, pp. 903–10. [131] S. Bouchiker, G. A. Capolino, and M. Poloujadoff, “A control method for a generalised converter using instantaneous values of input line-to-line voltages,” in IECON ’94. 20th International Conference on Industrial Electronics, Control and Instrumentation, 1994, vol. 1, pp. 388–93. [132] S. Bouchiker, G. A. Capolino, and M. Poloujadoff, “A control method for a generalised converter using instantaneous values of input line-to-line voltages,” in Symposium on Power Electronics, Electrical Drives, Advanced Electrical Motors Proceedings., 1994, vol. 1, pp. 273–9. [133] D. Casadei, G. Grandi, G. Serra, and A. Tani, “Analysis of space vector modulated matrix converters under unbalanced supply voltages,” in Symposium on Power Electronics, Electrical Drives, Advanced Electrical Motors Proceedings, 1994, vol. 1, pp. 39–44. [134] S. Halasz and I. Schmidt, “Control of the induction motor drive with matrix



225



9 References



converter,” in EDPE ’94. Proceedings of the 8th International Conference on Electrical Drives and Power Electronics., 1994, pp. 145–8. [135] N. Hofmeester and P. van den Bosch, “High frequency cycloconverter control,” in Proceedings of 1994 Power Electronics Specialist Conference PESC’94., 1994, vol. 2, pp. 1071–6. [136] M. Kazerani and B. Ooi, “Feasibility of both vector control and displacement factor correction by voltage source type ac-ac matrix converter,” in Proceedings of IECON’94 - 20th Annual Conference of IEEE Industrial Electronics., 1994, vol. 1, pp. 434–9. [137] J. Oyama, T. Higuchi, R. Tsukamoto, T. Haraguchi, E. Yamada, and T. Koga, “Steady-state characteristics of matrix converter,” Electrical Engineering in Japan., vol. 114, no. 7, pp. 124–34, Dec. 1994. [138] L. Ribickis, M. Liepins, L. Rutmanis, and J. Stabulnieks, “New solutions for direct frequency converter as voltage regulator,” in IECON ’94. 20th International Conference on Industrial Electronics, Control and Instrumentation, 1994, vol. 1, pp. 338–43. [139] S. Sunter and J. C. Clare, “Development of a matrix converter induction motor drive,” in 7th Mediterranean Electrotechnical Conference., 1994, vol. 2, pp. 833–6. [140] Vlatko Vlatkovi´c and Duˇsan Borojevi´c,



“Digital-signal-processor-based



control of 3-phase space vector modulated converters,” IEEE Transactions on Industrial Electronics, vol. 41, no. 3, pp. 326–332, 1994. [141] P. W. Wheeler, H. Zhang, and D. A. Grant, “A theoretical and practical consideration of optimised input filter design for a low loss matrix 226



9 References



converter,” in Fifth International Conference on ’Power Electronics and Variable -Speed Drives’ (Conf. Publ. No.399), 1994, pp. 363–7. [142] P. Wheeler, H. Zhang, and D. Grant, “A theoretical and practical consideration of optimised input filter design for a low loss matrix converter,” in Proceedings of 1994 9th International Conference on Electromagnetic Compatibility., 1994, pp. 138–42. [143] E. P. Wiechmann, A. R. Garcia, J. R. Rodriguez, and L. D. Salazar, “Realtime operation surveillance of a static cycloconvertor based on waveform supervision,” in ISIE ’94. 1994 IEEE International Symposium on Industrial Electronics, 1994, pp. 88–91. [144] H. Zhang, N. J. Wheeler, P. W. Wheeler, and D. A. Grant, “A comparison of the input current quality of three-phase ac-ac converters drawing sinusoidal input currents,” in Proceedings IPEMC ’94. The First International Power Electronics and Motion Control Conference, 1994, vol. 2, pp. 877–82. [145] S. Bhowmik and R. Spee, “A guide to the application-oriented selection of ac/ac converter topologies,” IEEE Transactions on Power Electronics., vol. 8, no. 2, pp. 156–63, April 1993. [146] N. Hofmeester, H. Polinder, L. Offringa, and P. Van Den Bosch, “Modelling and control of a cycloconverter with permanent magnet generator,” in Fifth European Conference on Power Electronics and Applications (Conf. Publ. No.377), 1993, vol. 4, pp. 382–7. [147] L. Huber, D. Borojevic, X. Zhuang, and F. Lee, “Design and implementation of a three-phase to three-phase matrix converter with input power factor correction,” in Proceedings of IEEE Applied Power Electronics Conference APEC ’93, 1993, pp. 860–5. 227



9 References



[148] M. Kazerani and B. T. Ooi, “Direct ac-ac matrix converter based on threephase voltage-source converter modules,” in Proceedings of the IECON ’93. International Conference on Industrial Electronics, Control, and Instrumentation, 1993, vol. 2, pp. 812–17. [149] J. Oyama, T. Higuchi, R. Tsukamoto, E. Yamada, and T. Koga, “Power factor improvement of pwm matrix converter using intermediate voltage,” in Conference Record of the Power Conversion Conference, 1993, pp. 284–9. [150] H. Polinder, N. Hofmeester, L. Offringa, and W. Deleroi, “Cycloconverter for high speed permanent magnet generator units,” in Fifth European Conference on Power Electronics and Applications (Conf. Publ. No.377), 1993, vol. 8, pp. 162–7. [151] L. Ribickis, M. Liepins, L. Rutmanis, and J. Stabulnieks, “Alternative solution of direct frequency conversion for ac drives,” in ISIE’93 - Budapest. IEEE International Symposium on Industrial Electronics. Conference Proceedings, 1993, pp. 440–2. [152] P. W. Wheeler and D. A. Grant, “A low loss matrix converter for ac variable-speed drives,” in Fifth European Conference on Power Electronics and Applications (Conf. Publ. No.377), 1993, vol. 5, pp. 27–32. [153] V. Agrawal, A. K. Agarwal, and K. Kant, “A study of single-phase to 3-phase cycloconverters using pspice,” IEEE Transactions on Industrial Electronics, vol. 39, no. 2, pp. 141–148, 1992. [154] S. Bhowmik and R. Spee, “A guide to the application-oriented selection of ac/ac converter topologies,” in APEC ’92. Proceedings of Seventh Annual Applied Power Electronics Conference and Exposition, 1992, pp. 571–8.



228



9 References



[155] D. G. Holmes, “A unified modulation algorithm for voltage and current source inverters based on ac-ac matrix converter theory,” IEEE Transactions on Industry Applications, vol. 28, no. 1, pp. 31–40, 1992. [156] D. G. Holmes, “The general relationship between regular-sampled pulsewidth -modulation and space vector modulation for hard switched converters,” in Conference Record of the IEEE Industry Applications Society Annual Meeting, 1992, vol. 1, pp. 1002–9. [157] L. Huber, D. Borojevi´c, and N. Bur´any, “Analysis, design and implementation of the space-vector modulator for forced-commutated cycloconvertors,” IEE Proceedings B (Electric Power Applications)., vol. 139, no. 2, pp. 103– 13, March 1992. [158] L. Huber and D. Borojevi´c, “Digital modulator for forced commutated cycloconverters with input power factor correction,” in Proceedings of the 1992 International Conference on Industrial Electronics, Control, Instrumentation, and Automation. Power Electronics and Motion Control, 1992, vol. 1, pp. 518–23. [159] Charles L. Neft and Colin D. Schauder, “Theory and design of a 30-hp matrix converter,” IEEE Transactions on Industry Applications, vol. 28, no. 3, pp. 546–551, 1992. [160] P Tenti, L Malesani, and L Rossetto, “Optimum control of n-input k-output matrix converters,” IEEE Transactions on Power Electronics., vol. 7, no. 4, pp. 707–13, Oct 1992. [161] P. W. Wheeler and D. A. Grant, “Reducing the semiconductor losses in a matrix converter,” in IEE Colloquium on ’Variable Speed Drives and Motion Control’ (Digest No.194), 1992, pp. 14/1–5. 229



9 References



[162] L. Huber and D. Borojevic, “Input filter design of forced commutated cycloconverters,” in Proceedings. 6th Mediterranean Electrotechnical Conference., 1991, vol. 2, pp. 1356–9. [163] G. Roy and G. E. April, “Direct frequency changer operation under a new scalar control algorithm,” IEEE Transactions on Power-= Electronics., vol. 6, no. 1, pp. 100–7, Jan. 1991. [164] R.R. Beasant, W.C. Beattie, and A. Refsum, “A high-frequency switching strategy for power converters,” in Proceedings of the 25th Universities Power Engineering Conference., 1990, vol. 1, pp. 333–6. [165] R.R. Beasant, W.C. Beattie, and A. Refsum, “An approach to the realization of a high-power venturini converter,” in Record. 21st Annual IEEE Power Electronics Specialists Conference PESC ’90, 1990, pp. 291–7. [166] D. G. Holmes, “A new modulation algorithm for voltage and current source inverters, based on ac-ac matrix converter theory,” in Conference Record of the 1990 IEEE Industry Applications Society Annual Meeting, 1990, vol. 2, pp. 1190–5. [167] L. Huber, D. Borojevic, and N. Bur´any, “Digital implementation of the space vector modulator for forced commutated cycloconverters,” in Fourth International Conference on Power Electronics and Variable -Speed Drives (Conf. Publ. No.324). IEE, 1990, pp. 63–8. [168] C. C. Lee, “Fuzzy logic in control systems: Fuzzy logic controller.,” IEEE Transactions on Systems, Man and Cybernetics, vol. 20, pp. 404 – 418, 1990.



230



9 References



[169] D. Holmes and T. Lipo, “Implementation of a controlled rectifier using ac-ac matrix converter theory,” in PESC ’89 Record. 20th Annual IEEE Power Electronics Specialists Conference, 1989, vol. 1, pp. 353–9. [170] J. Holtz and U. Boelkens, “Direct frequency convertor with sinusoidal line currents for speed -variable ac motors,” IEEE Transactions on Industrial Electronics, vol. 36, no. 4, pp. 475–9, Nov. 1989. [171] J. Oyama, T. Higuchi, E. Yamada, T. Koga, and T. Lipo, “New control strategy for matrix converter,” in PESC ’89 Record. 20th Annual IEEE Power Electronics Specialists Conference, 1989, vol. 1, pp. 360–7. [172] G. Roy and G. E. April, “Cycloconverter operation under a new scalar control algorithm,” in Record of 20th Annual IEEE Power Electronics Specialists Conference PESC ’89, 1989, vol. 1, pp. 368–75. [173] S. Manias, P. D. Ziogas, G. Olivier, and A. R. Prasad, “Review of state of art high frequency pwm switched-mode power conversion techniques,” in Proceedings. Second European Conference on Power Electronics and Applications. EPE., 1987, vol. 1, pp. 543–52. [174] E. P. Weichmann, P. D. Ziogas, and V. R. Stefanovi´c,



“Generalized



functional-model for 3-phase pwm inverter rectifier converters,”



IEEE



Transactions on Industry Applications, vol. 23, no. 2, pp. 236–246, 1987. [175] Xiaoliang Ma, “High-performance pwm frequency-changers,” IEEE Transactions on Industry Applications, vol. 22, no. 2, pp. 267–280, 1986. [176] A. Perin, H. Foch, and Y. Cheron,



“A direct frequency converter,”



Electronique-de-Puissance., , no. 8, pp. 62–6, Feb. 1985.



231



9 References



[177] P. D. Ziogas, Y. Kang, and V. R. Stefanovi´c, “Optimum system-design of a 3-phase rectifier-inverter type of frequency- changer,” IEEE Transactions on Industry Applications, vol. 21, no. 5, pp. 1215–1225, 1985. [178] P. K. Kov´acs, Transient Phenomena in Electrical Machines, Elsevier Science Publishing Co., Inc., 52 Vanderbilt Av., New York, USA., 1984.



232



Appendix A Published works Four papers have already been published by the autor and his colleagues on work related to this thesis. • “New modulation method for matrix converters using space vectors,” R Petrocelli, B.A. Zahawi, and C. Liu, Proceedings of 8th International Conference on Power Electronics and Variable Speed Drives, pp 461–5, 2000. • “Adaptive overmodulation of three phase SVM controlled matrix converter,” C. Liu, B. A. Zahawi, and R. Petrocelli, Proceeding of the 9th International Conference on Power Electronics and Motion Control - EPE - PEMC 2000, Vol. 2, pp. 2–23, 2000. • “Optimum switching sequence for matrix converters employing space vectors,” R. Petrocelli, B. A. T. Al Zahawi, and C. Liu, Proceeding of 36th Universities’ Power Engineering Conference. UPEC 2001, CDROM, 2001. • “Single chip DSP implementation of three-phase matrix converter control,” C. Liu, B. A. T. Al Zahawi, and R. Petrocelli, Proceedings of 36th Universitires’ Power Engineering Conference. UPEC 2001, CDROM, 2001.



233



Appendix A. Published works



234



Appendix A. Published works



235



Appendix A. Published works



236



Appendix A. Published works



237



Appendix A. Published works



238



Appendix A. Published works



9th International Conference on Power Electronics and Motion Control - EPE-PEMC 2000 Košice



ADAPTIVE OVERMODULATION OF THREE PHASE SVM CONTROLLED MATRIX CONVERTER Congli Liu, Bashar A. Zahawi, Roberto Petrocelli The University of Manchester, Manchester School of Engineering, Oxford Road, Manchester M13 9PL, United Kingdom tel.: +44 161 2754548; fax: +44 161 2754555; e-mail: [email protected]



Abstract. An adaptive overmodulation method for space vector modulation (SVM) controlled matrix converter is presented in which the linear, sinusoidal operation range is continually optimised to achieve the highest possible voltage transfer ratio with minimum harmonic distortion. A maximum linear modulation index between the theoretical limit of 86.6% and unity is achievable, depending on the frequencies of the input and output voltages and their phase angles. Simulated and experimental results under various operating conditions are given, showing voltage transfer ratios of 0.97 to 0.997 with harmonic distortion levels of less than 2%.



Košice Slovak Republic 2000



Keywords: Matrix converters, AC/AC converters, Power converters, Converter control, Modulation strategies.



1. INTRODUCTION The basic power circuit of a three-phase input, three-phase output matrix converter is shown in Fig. 1. S11—S33 are bi-directional switches capable of controlling voltages and currents of either polarity. Using the nine switch arrangement it would be possible to connect each output phase independently to each input phase allowing an output waveform of the required voltage, frequency and power factor to be synthesise directly from the sinusoidal inputs [1], without an intermediate energy storage stage. In theory, the matrix converter provides an all-silicon solution to the problem of converting ac power from one frequency to another, offering almost all the features required of an ideal static frequency changer. Attributes include no bulky and expensive energy storage components, inherent bi-directional power flow, negligible low order harmonics and the ability to control the input displacement factor. One of the major disadvantages of the matrix converter, however, is that its output voltage is theoretically limited to 86.6% of the input voltage, if significant distortion of the output voltage waveform is to be avoided [2]. Special n
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voltage motors may therefore be required for a variable speed drive employing a matrix converter, severely restricting its range of practical applications. Overmodulation is thus necessary to obtain higher output voltages so as to extend the potential range of practical applications of the matrix converter. Of the different control algorithms proposed for the matrix converter, space vector modulation (SVM) has proved more popular in that it is easier to implement, yields higher voltage gain and produces less harmonic distortion. Overmodulation methods for space vector modulated dc link converters have been well discussed [3-5]. It is somewhat surprising, therefore, that overmodulation methods for the matrix converter, and their effects on the output voltage waveform, have so far received very little attention in the literature. This paper presents an adaptive overmodulation method for the SVM controlled matrix converter in which the linear range of operation is continually optimised to achieve the highest possible voltage transfer ratio with minimum harmonic distortion. The analysis shows that the maximum linear modulation index can vary between the theoretical limit of 86.6% and unity, depending on the frequencies of the input and output voltages and their phase angles. The proposed modulation method continuously re-evaluates switch on-duration times and overmodulation is exercised only when the modulation index reaches its upper linear limit. Output voltage waveforms under various operating conditions are simulated and experimentally verified.
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2. SPACE VECTOR MODULATION APPLIED TO THE MATRIX CONVERTER
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For a 9-switch matrix converter, the output line voltage from each permitted and useful switching combination can be represented by the group of switching-state voltage vectors [6] shown in Fig. 2. There are six active vectors V1 – V6 and two zero vectors V0 and V7. The active vectors are of
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Fig. 1. Three-phase matrix converter
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equal magnitude and are mutually phase displaced by S/3 so that: Vk
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where Z0 is the desired output angular frequency, Ts is the sampling period, Vienv(tj) is the discrete value of Vienv(t) jIm
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sampled at the instant tj and m is the modulation index defined as m



Vr Vi



(5)



3. ANALYSIS OF THE LINEAR MODULATION RANGE According to Eqn. 1, when the envelope voltage is at its low limit, i.e. Vienv(t) = (—3/2)Vi, the magnitude of the voltage space vectors is exactly the same as the input voltage amplitude (or 1 p.u.), corresponding to the inner vector hexagon in Fig. 1. In the steady state, the reference voltage vector Vr rotates within the hexagon formed by joining the extremities of the six active switching state vectors. Its trajectory is circular as shown in Fig. 1. When the modulation index m is smaller than —3/2, i.e. Vr is smaller than 0.866 p.u., modulation is in the linear, sinusoidal region and the zero vector on-times will have a positive value as described by Eqns. 2-4. As the modulation index increases, the circular trajectory grows and, at m = 0.866, it becomes the inscribed circle of the hexagon. At this particular value of m, T0 reduces to zero whenever the reference trajectory touches the hexagon at Z0t=(2k +1)S/6. If m is further increased, T0, as calculated from Eqn. 4, becomes negative and therefore meaningless. Thus, to maintain a sinusoidal SVM output, the modulation index should not exceeds this critical value of 0.866 which is the familiar output voltage limit mentioned in many publications [2]. However, because the input voltage envelope Vienv(t) in a matrix converter is changing (with a minimum value corresponding to the 0.866 critical value of m), it is possible to expand the linear modulation range beyond 0.866. To illustrate this point, consider the extreme situation when converter output frequency is the same as the input and the output phase angle is controlled such that Vienv(t) is maximum at Z0t=(2k +1)S/6. In this case, there is a fixed synchronisation between the converter input and output waveforms. Vienv(t) now changes in the way shown in Fig. 4. (for clarity, the solid outer line shows an amplified value of 2Vienv(t)/—3). The space vector hexagons are now varying between the inner and outer limits (at Z0t=kS/3 and Z0t=(2k+1)S/6, respectively) and the radius of the reference voltage circle now can be as big as unity without exceeding the vector hexagons. In other words, the linear sinusoidal modulation region is expanded to unity. This means that for these conditions, the output voltage amplitude can be as



V6



(a)



Tk Vk Ts



v BC



Fig. 3. Fictitious fully rectified input voltage envelopes



The desired output voltage vector Vr, can be approximated by two adjacent switching-state vectors Vk, Vk+1 and the zero-voltage vector V0 [6], shown in Fig. 1b. The on-times of the switching vectors required to produce the desired output waveform are given by:



T k 1



-v CA
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where Vienv(t) is the “fictitious” fully rectified line voltage envelopes of the input three phase voltages shown in Fig. 3. These vectors divide the complex plane into six sectors and form the matrix converter’s output-voltage hexagon, shown in Fig. 2. The magnitude of the space vectors varies continuously between Vi and (2/—3)Vi as Vienv(t) varies between (—3/2)Vi and Vi, where Vi is the input voltage amplitude.
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Fig. 2. Matrix converter voltage space vectors
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Fig. 5. Simulated matrix converter output waveforms; fi =50 Hz, fo = 50 Hz, m =1 side (line 1), indicating overmodulation. During this period, the on-duration of the vectors Vk and Vk+1 will be modified according to Eqns. 6 and 7. As a result, the reference voltage vector will be modified to V’r whose trajectory is along the thick straight line BC. The modulation area for this sector becomes the shaded area shown in Fig. 6.



Fig. 4. Linear modulation range under the condition: Zi = Zo, Mi = ZiTi/6 high as the input amplitude with no waveform deterioration. Simulated output waveforms under such conditions are shown in Fig. 5. In general, the maximum linear modulation indexes will lie between 0.866 and unity for any output frequencies and initial phase angles. 4. NEW OVERMODULATION METHOD In dc link converters employing SVM, overmodulation is carried out by changing the pattern of the reference voltage trajectory when Vr exceeds a certain limit [4]. In the matrix converter, however, the value of Vr corresponding to the starting point of overmodulation is changing as the inputoutput voltage relationship changes. It is therefore not possible to decide an optimum overmodulation starting point according to a given predetermined value of Vr.



Vienv(t), however, is not constant at 0.866Vi and the real reference voltage vector trajectory will follow a very complicated pattern. Fortunately, there is no need with the proposed modulation method, to track the exact modulation trajectory. This is because the trajectory pattern is not preset but determined dynamically by the control program. The modulation technique inherently adapts to the changing Vienv(t) and switches automatically to a hexagon side only when overmodulation is really necessary, thus guaranteeing full utilisation of the linear modulation area.
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The method proposed in this paper is based on evaluating the sum of Tk and Tk+1 to assess the requirement for overmodulation. If this sum exceeds Ts the values of Tk and Tk+1 are modified to T’k and T’k+1, in accordance with Eqns. 6 and 7, keeping the new sum constant at Ts. Tk'
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As a result, the starting point of overmodulation keeps changing to accommodate the actual frequencies of input and output waveforms and their phase angles. In the space vector complex plane, keeping Tk + Tk+1 = Ts means that the reference voltage trajectory is along the hexagon side, as shown by the trajectory of the modified reference vector V’r in Fig. 6. Assuming that Vienv(t) is at its lower limit for the whole sector shown in Fig. 6. and that the desired voltage reference vector Vr is greater than 0.866Vi, then part of the reference vector circle (arc BC) will exceed the hexagon



Fig. 6. Overmodulation demonstration



5. SIMULATION AND EXPERIMENTAL RESULTS Using the new overmodulation algorithm, converter output waveforms were simulated under several operating conditions assuming ideal devices with instantaneous switching characteristics. The new modulation method was experimentally verified using a low voltage IGBT matrix converter controlled by a TMS320F240 DSP.
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Fig. 7. Simulated output line voltage and current waveforms, fi = 50 Hz, fo = 40 Hz, f s =2.5kHz,



Fig. 9. Simulated output line voltage and current waveforms, fi = 50 Hz, fo = 60 Hz, f s =2.5kHz,



m =1.0, R =5 :, L=50 mH



m =1.0, R =5 :, L=50 mH



Fig. 8. Experimental output line voltage waveform, fi = 50 Hz, fo = 40 Hz, f s =2.5kHz, m =1.0, 20 V peak output voltage



Fig. 10. Experimental output line voltage waveform, fi = 50 Hz, fo = 60 Hz, f s =2.5kHz, m =1.0, 20 V peak output voltage



Fig. 7. shows the simulated converter output voltage and current waveforms with an input frequency of 50 Hz, an output frequency of 40 Hz and an output voltage fundamental component as high as 97.9% of the input. Fig. 8. shows experimental output line voltage waveform under the same conditions showing very good agreement with the calculated waveform. Figs. 9. and 10 show simulated and measured output voltage waveforms for an input frequency of 50 Hz, output frequency of 60 Hz, and a voltage transfer ratio of 97.3%, again showing very good agreement. For other input/output frequencies, values of voltage transfer ratio between 97% and 99.7% were obtained with levels of harmonic distortion less than 2%.



distortion. The new algorithm utilises the variable nature of the fictitious dc link voltage of a matrix converter to extend the linear range beyond the often-quoted 86.6% theoretical limit. Instead of a using a set value of m to determine the start of overmodulation, switch on times are continuously evaluated to ensure that the modulation index reaches its maximum linear limit. Values of between 86.6% and unity are achieved depending on input and output frequencies and phase angles. The new modulation method is experimentally verified showing good agreement with calculated waveforms.



Also shown in Fig. 11. is the experimental output voltage waveform when input and output frequencies are the same and the modulation index is unity, corresponding to the simulated ideal results shown previously in Fig. 5. 6. CONCLUSIONS An adaptive overmodulation method for a SVM controlled matrix converter is presented, in which the linear sinusoidal modulation region is optimised to achieve the maximum possible voltage transfer ratio with minimum harmonic



Fig. 11. Output line voltage waveform: fi = fo= 50Hz, fs = 2.5 kHz, m = 1.0
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SINGLE CHIP DSP IMPLEMENTATION OF THREE-PHASE MATRIX CONVERTER CONTROL C. Liu, B. A. T. Al Zahawi and R. Petrocelli The University of Manchester, UK



ABSTRACT This paper presents a matrix converter control implementation scheme, based on space vector modulation (SVM), realized by a low cost, fixed-point DSP chip without using additional circuits. The system hardware is discussed and the main part of the control software is described. Experimental results verify the effectiveness of the implementation scheme.



INTRODUCTION Since the presentation of the matrix converter theory by Venturini and Alesina two decades ago [1], it has attracted intensive ongoing research because of its potential advantages over normal dc-link type converters. Attributes include the absence of bulky and expensive energy storage components, inherent bidirectional power flow, negligible low order harmonics and the ability to control the input displacement factor [2]. The basic power circuit of a three-phase matrix converter comprises nine bi-directional switches, as required by matrix converter theory, connecting each output phase to each input phase, as shown in Fig. 1. At present, however, true bi-directional switches in one silicon chip are still not commercially available, although design attempts have been reported for research purposes [3]. Therefore, they have to be constructed by an arrangement with two separate switches and two diodes [4]. This means a total of 18 switches to be controlled correctly for proper operation of the matrix converter, which increases the control complexity compared with other types of converters. Because of the complexity of the power circuit and the converter control algorithm, the early work only dealt with simulation. Ten years ago, important progress was made when space vector modulation (SVM) was applied to matrix converter [5]. SVM not only improves Sj
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Figure1 Simplified matrix converter power circuit



the voltage transfer ratio but also simplifies the control algorithm a great deal and makes the implementation much easier. Huber et al proposed a control implementation scheme using a microprocessor and quite a few additional chips including four EPROM's, one ROM and a Timer/Counter [6]. They later presented a system based on a personal computer and a DSP development system which includes a TMS320E14 processor, four additional A/D converters and RAM [7]. This paper reports an implementation scheme based on a DSP controller that includes all the built in peripheral devices required for matrix converter control in a single chip. No additional RAM, A/D converters or timers are used. SVM CONTROL ALGORITHM The SVM control algorithm for a matrix converter has been detailed by Huber et al [6]. It is briefly summarised here. For the 9-switch matrix converter shown in Fig. 1, there can only be 27 permitted switch combinations. The output line voltage from each permitted and useful switching combination can be represented by a group of switching-state vectors shown in Fig. 2, including six active vectors V1 – V6 and the zero vectors V0. The active vectors are of equal magnitude and are mutually phase displaced by /3, i.e.:



Vk 



2 3



Vienv (t ) exp( j



k  ), 3



k  0, 1, ..., 5



(1)



where Vienv(t) is the “fictitious” fully rectified line voltage envelopes of the input three phase voltages. These vectors divide the complex plane into six sectors and form the matrix converter’s output-voltage hexagon, shown in Fig. 2. The desired output voltage vector, Vr, can be approximated by two adjacent switching-state vectors V, V and the zero-voltage vector V0, shown in Figure 2b. The on-times of the switching vectors required to produce the desired output waveforms are given by:
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(sampling period) Ts, on-times of each switch state vector can be arranged differently although a symmetrical arrangement, as shown in Fig. 3, is recommended to reduce the number of switch transitions [8].
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(1) Compute the switching times T, T and T0 according to (2)



Tk Vk Ts



(2) Select a switch state combination for each of the ontime intervals T, T and T0, and



Vr



(3) Convert the calculated on-times into switching control pulses to the correct switches.
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Figure 2 Matrix converter voltage space vectors
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T 



mV i Ts sin(  o t ) V ienv ( t j )



(2)



T0  Ts  T  T  where o is the desired output angular frequency; Ts is the sampling period; Vienv(tj) is the discrete value of Vienv(t) sampled at the instant tj and m is the modulation index defined as m=Vr/Vi. Only three of the six vectors (V1, V2 and V3) are independent. The other three, V4 V5 and V6, are their opposites. V1 – V3 each represents one of the six possible switch states depending on the section of the input voltage envelope. Within one switching cycle T 2



T 2



T0



The matrix converter control circuit consists of two parts, the space vector modulator and the switch sequencer. The latter accept 9 four-quadrant-switch control signals from the space-vector modulator and allocate them to the 18 two-quadrant switches according to the input voltages or output current direction to fulfill the requirement for safe commutation between switches. The major control work is implemented by the spacevector modulator, which has to realize the following tasks:



T 2



T 2



Fig. 4 shows the block diagram of the space-vector modulator based on a TMS320F240 DSP controller without using any additional circuit (chips) except for the reference and detection circuits. The frequency reference and the envelope magnitude of the input voltage are input to the DSP through its on-chip ADCs. The envelope arc information is fed to DSP through one of its digital I/O ports. The arc information is a three-bit binary code obtained from the envelope arc detector. The DSP outputs 9 gating signals to the switch sequencer circuit using the on-chip event manager. Three general purpose timers, three simple- and three full-compare units within the DSP are used to generate switch control signals. SOFTWARE DESCRIPTION



The control software performs various tasks such as DSP on-chip peripheral configuration, reference vector magnitude and phase calculation, sector number determination, input voltage envelope magnitude and arc number detection, T, T and T0 calculation, switchstate look-up and PWM generation, etc. The simplified flow chart for the main program is shown in Fig. 5. The control software is briefly described with reference to the three tasks outlined earlier
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Figure 3 Switching pattern
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Figure 4 Block diagram of the SVM modulator Computation of switching times T, T and T0 In each sampling cycle Ts, the switching times T, T and T0 of the next switching period are calculated. The calculation is based on (2) where o is proportional to the frequency reference read from one of the ADCs; ot, or o, varies between 0 and 60; m is the voltage modulation index derived from the reference frequency by software; Vienv is read from the other ADC and sinot and sin(60-ot) are look-up values from pre-stored tables.



The F240 DSP is a fixed-point processor. Hence, all numbers have to be scaled appropriately. System initialisation Read ADC1 (reference frequency), determine switching period Initialise T1PR register and compare registers of all timers and compare units (call register iniliatisation subroutine) Calculate magnitude and phase of reference voltage and determine sector number S Look up sin(theta) and sin(60o-theta)



Apart from the sine values, all the calculations are carried out in real time. With a separate on-chip multiplier, the F240 can finish a 16-bit  16-bit multiplication in as short as one CPU cycle. The table look-up skill for sino and sin(60-o) is critical in the calculation. Separate o and sin(60-o) tables are arranged in the program with the same number of entries. The program first looks up o and generates an offset with reference to the first entry address of the o table. This offset is then used to address the sino table and obtain the values of sino and sin (60-o). Selection of the switch state combination The switch state combination is selected by the switchselect-subroutine. Depending on the section number of the input voltage envelope and the vector position of the desired output voltage, the switch states have 36 possible combinations for each of the time periods T, T and T0. These combinations are arranged in a table and are accessed by the main program with a table-look-up technique. The table is organized by sector number and input envelope section number.



Read ADC2 (input voltage envelope magnitude) Calculate T , T  and T 0



Read input envelope arc information (call arc detection subroutine) Select switch state combinations (call switch-select subroutine



Last period ends N (T1PR interrupt_flag=1) ? Y Load compare values into compare registers Set T1PR interrupt flag



Figure 5 Main program flow chart



The subroutine first derives a correct entry address for the input arc and output sector concerned, and then looks up the three continuously placed register names of which each corresponds to a switch in the power circuit. The three selected registers are the compare registers of the timers or compare units, which should be “on” during the time period concerned. Fig. 6 shows the flow chart for this part of the program. The DSP’s auxiliary register AR1 is used to count down the number of lookups left. Because each switch-state-combination has three “on” switches that form a group in the table, at least three look-ups are needed to get those switch identifiers. On the other hand, the switch state groups are arranged sequentially according to the sector
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Switch selection subroutine AR1 = 3 Load starting address of chosen arc and subtract 4 Add 4*S Look up the register name at the address AR1=AR1- 1



Selected register = 0 Address +1 N



AR1 = 0 ? Y Return



Figure 6 Flow chart for switch selection subroutine



number S. After S is determined, 4  S is used to locate the entry address for the sector within an section range of the input envelope. Therefore, in the table, apart from the three “on” switches, an extra variable is added to suit this addressing approach. For each switch state, the look-up takes place four times. Conversion of switching on-times to gating pulses. The F240's event manager module makes the generation of switch gating pulses straightforward. At the beginning of each switching sub-period (T /2, T /2, T0), the period register of the general purpose Timer 1 and the compare registers of all the timers and compare units are initialised with the calculated sub-period time (re-scaled as an integer number). This ensures that all 9 channels will output “low” level. When correct switchstate-combination is picked up and three of the 9 channels are chosen, their compare registers are then loaded with “0” so that the outputs of those channels go “high”. All other outputs stay “low” until the end of the sub-period when new values will be loaded into registers for each channel.



The timers and the compare units work in a free-running way. They do not affect the running of the main program except that when a period ends they request an interrupt which generates a flag, indicating the end of a period and asking the main program to provide new compare values. Subroutine calling could be used as an alternative to the repetition four times of the control program for each sub-period. However, although this makes the program shorter and saves memory space, its actual execution time is even longer because each subroutine calling needs 8 additional CUP cycles to finish. EXPERIMENTAL RESULTS



A laboratory test rig was constructed. It includes an IGBT power circuit, an F240 DSP evaluation board, an emulator connected between the DSP board and a PC and, of course, the IGBT drive and protection circuits and other system detection circuits, etc. Experiments were undertaken under various input / output conditions



to demonstrate the validity of the implementation scheme. Fig. 7 shows the output line voltage waveform for an input frequency fin = 50Hz, output frequency fout = 50Hz, switching frequency fs = 2.5kHz and modulation index m = 0.8. Fig. 8 shows two line voltage waveforms, vAB and vBC, under similar condition except that the output frequency is 75 Hz. The 120 phase displacement is clearly seen. Figs. 9 and 10 compare simulated and measured converter waveform under the same condition. The modulation index is now raised to 1.0. As a result, pulse merging occurs in the centre of a half period. The converter waveform agrees very well with the simulation. CONCLUSIONS



Although the control of the matrix converter is much more complex than that of traditional DC-link converters, it is possible to realise it with a low cost DSP such as the F240. The implementation scheme presented makes full use of the F240 on-chip peripherals, particularly the event manager, which performs all the tasks required for generating the switch gating signals. The main program is therefore liberated to focus on the space vector modulation itself. The control is implemented by a single DSP chip without using any additional circuits. This is largely attributed to the efficient use of the processor resources both in hardware and software. While the number rescaling is important in the mathematical calculation through out the program, the table look-up skills for obtaining sine values and switching state combinations are critical for an efficient software. The on-chip peripherals ease the generation of 9 control signals. Experimental results verify the validation of the implementation system. Good agreement is observed when comparing experimental results with simulation waveforms. REFERENCES
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Figure 9 Simulated waveforms fin = fout = 50 Hz, fs = 2.5 kHz, m = 1.0



Figure 10 Experimental waveforms fin = fout = 50 Hz, fs = 2.5 kHz, m = 1.0
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Appendix B Space Vectors Space vectors are powerful mathematical tool to analyze 3-phase systems. Its background is in induction motor theory, in which they emerge as a tool to represent the spatial distribution of electrical machine variables [178]. In the modulation theory, the space vectors lack this physical meaning, but they allow us to represent and analyze 3-phase systems using a compact form.



B.1



Space vector definition



The definition used in this report is applicable to any 3 variable systems that satisfies equation (B.1).



xa + xb + xc = 0



(B.1)



If these 3 variables satisfy equation B.1, one of these variables is a linear combination of the another two. Therefore, two values are only needed to represent this 3 variable system. One of the possible forms of obtaining 2 values that represent the system, is to apply the transformation given by equation (B.2). The result of this transformation is a vector with a real and imaginary part, as it is 254
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shown in the figure B.1; these two values represent the 3 variable system. h



2



4



X = K xa + xb ej 3 π + xc ej 3 π



B.1.1



i



(B.2)



Inverse transformation



Space vector transformations are bi-directional. The 3 original variables can be obtain from the vectors that represent them. This inverse transformation is given by the equations (B.3) to (B.5).



2 1 Re [X] 3K i h 2 2 1 = Re Xe−j 3 π 3K h i 4 2 1 = Re Xe−j 3 π 3K



xa =



(B.3)



xb



(B.4)



xc



(B.5)



These equations have a geometrical interpretation. If three axes are defined at 0 23 π and 43 π radians, the three variables are proportional to the projection of the space vector on these axes. Variables assume negative values when projections lie on the negative part of the axis. The figure B.1 shows a space vector and its projections on the three axes.



B.1.2



Space Vectors. 3-Phase Voltage System



A 3-Phase voltage system satisfies conditions to apply space vector transformations on it. A 3-phase voltage system is a set of 3 sinusoidal voltages with a 120◦ shift phase between them. At any time, the sum of the 3 voltages satisfies the constraint given by the equation (B.1).
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Figure B.1: Space Vectors - Projections on axes and original values.



vR = V cos (ωt + ϕ) µ



(B.6) ¶



2 vS = V cos ωt + ϕ − π 3 ¶ µ 2 vT = V cos ωt + ϕ + π 3



vRN + vSN + vT N = 0



(B.7) (B.8)



(B.9)



The application of the space vector transformation on this system yields 3 VP h = K V ejωt+ϕ 2



(B.10)



The resulting vector is proportional to the peak amplitude of the system voltages and its phase has the initial phase and the angular frequency of the system.



256



Appendix B. Space Vectors



w



V vq



j vd



Figure B.2: 3-Phase system



B.1.3



K Factor



The K factor used in the definition of space vectors does not have any physical meaning and can assume any value. Some special values are usually used in the literature due to the fact that they produce space vectors with special characteristics. The value of



2 3



is called the invariance amplitude value. If the space



vector transformation is applied to a 3-phase voltage system using this value, the modulus of the resulting vector is the same as the peak amplitude of the voltages. During this report a value of



2 3



for the K factor is used.
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Appendix C IGBT conduction model The value of Vt is defined as the voltage drop in the device at a current density of 0.035 A/mm2 [46]. In oder to obtain RT and β the conduction model is manipulated as follows VCE − VT = RT I β h



ln [VCE − VT ] = ln RT I β



(C.1) i



ln [VCE − VT ] = ln RT + β ln I



(C.2) (C.3)



Equation C.3 shows that the natural logarithm ln [VCE − VT ] is a linear function of ln I with ln RT and β as parameters. Therefore, this function is suitable to apply the least square method in order to find the parameters that better fit a given set of voltage and current values. This set of values can either be the averages taken by the manufacturer at a given temperature on a population of IGBTs or values extracted from the conduction characteristic curve. By using these values, β and RT are obtained using the following equations.
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where n is the number of element in the set of values used.
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Appendix D DSP architecture D.1



General



The TMS320C240 devices use an advanced Harvard-type architecture [48] that maximizes processing power by maintaining two separate memory bus structures - program and data - for full-speed execution. This multiple bus structure is shown in figure D.1. The modified Harvard architecture supports separate bus structures for program space and data space. A third space, the input/output (I/O) space, is also available and is accessible through the external bus interface. To support a large selection of peripherals, a peripheral bus is used. The peripheral bus is mapped to the data space and interfaced to the data bus through a special system module. Thus, all the instructions that operate on the data space also operate on all the peripheral registers. Separate program and data spaces allow simultaneous access to program instructions and data. For example, while data is multiplied, a previous product can be added to the accumulator, and at the same time, a new address can be generated. Such parallelism supports a set of arithmetic, logic, and bit-manipulation 260
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[h] Figure D.1: TMS320C24x DSP Controller Functional Block Diagram



261



Appendix D. DSP architecture



operations that can all be performed in a single machine cycle. The TMS320C240 also includes control mechanisms to manage interrupts, repeated operations, and function/subroutine calls. The multiple bus architecture coupled with a four-deep pipeline, allows DSPs to execute most instructions in a single cycle. A brief description of the pipeline operation is given in the following paragraphs.



D.1.1



Pipeline Operation



Instruction pipelining consists of a sequence of bus operations that occur during the execution of an instruction. The TMS320C240 pipeline has four independent stages: instruction-fetch, instruction-decode, operand-fetch, and instructionexecute. Because the four stages are independent, these operations can overlap. During any given cycle, one to four different instructions can be active, each at a different stage of completion. Figure D.2 shows the operation of the 4-level-deep pipeline for single-word, single-cycle instructions executing with no wait states. CLKOUT1 Fletch
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Figure D.2: Four-Level Pipeline Operation



The CPU is implemented using 2-phase static logic. The 2-phase operation of the ’C24x CPU consists of a master phase in which all commutation logic is executed, and a slave phase in which results are latched. Therefore, sequential operations require sequential master cycles. Although sequential operations require
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Figure D.3: DSP Address and Data Bus Structure



a deeper pipeline, 2-phase operation provides more time for the computational logic to execute. This allows the ’C24x to run at faster clock rates, despite having a deeper pipeline that imposes a penalty on branches and subroutine calls.



D.2



DSP CPU Internal Bus Structure



The DSP core has an internal data and program bus structure that is divided into six 16-bit buses as shown in figure D.3. The six buses and their functions are as follows : PAB The program address bus provides addresses for both reads from and writes to program memory. DRAB The data-read address bus provides addresses for reads from data memory.
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DWAB The data-write address bus provides addresses for writes to data memory. PRDB The program read bus carries instruction code and immediate operands, as well as table information, from program memory to the CPU. DRDB The data-read bus carries data from data memory to the centra arithmetic logic unit (CALU) and the auxiliary register arithmetic unit (ARAU). DWEB The data-write bus carries data to both program memory and data memory. Having separate address buses for data reads (DRAB) and data writes (DWAB) allows the CPU to read and write in the same machine cycle.



D.3



DSP core CPU



The DSP central processing unit (CPU) and its operations are described in this section. The parallel architectural design allows the CPU to perform high-speed arithmetic operation within one instruction cycle. Figure D.4 shows the three fundamental sections of the CPU, the input scaling section, the multiplication section and the central arithmetic logic section. A description of these sections and their function are presented here. A description of the auxiliary register arithmetic unit (ARAU), which performs arithmetic operations independently of the central arithmetic logic section is also presented.



D.3.1



Input Scaling Section



A 32-bit input data-scaling shifter (input shifter) aligns the 16-bit value from memory to the 32-bit central arithmetic logic unit (CALU). This data alignment 264
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is necessary for data-scaling arithmetic, as well as aligning masks for logical operations. The input shifter operates as part of the data path between program or data space and the CALU; and therefore, requires no cycle overhead. Figure D.5 shows a block diagram of this sections. The input shifter aligns the 16-bit value from the program or data memory bus to the 32-bit bus of the CALU. The shifter shifts the value left 0 to 16 bits and then sends the 32-bit result to the CALU. During the left shift, unused LSBs in the shifter are filled with 0s, and unused MSBs in the shifter are either filled with 0s or sign extended, depending on the value of the sign-extension mode bit (SXM) of status register ST1. Data write bus (DWEB) Data read bus (DRDB) Program read bus (PRDB) 16
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Figure D.4: Block Diagram of the Input Scaling, Central Arithmetic Logic, and Multiplication Sections of the CPU
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D.3.2



Multiplication Section



The DSP CPU uses a 16-bit x 16-bit hardware multiplier that can produce a signed or unsigned 32-bit product in a single machine cycle. Figure D.6 shows a block diagram of the multiplication section. A 16-bit temporary register (TREG) holds one of the multiplicands. The multiplier multiplies the TREG value by a second value from data memory or program memory. After the two 16-bit inputs are multiplied, the 32-bit result is stored in the product register (PREG). The output of the PREG is connected to the 32-bit product-scaling shifter. Through this shifter, the product is transferred from the PREG to the CALU or to data memory (by the SPH and SPL instructions). The 32-bit product register (PREG), which receives the result of the multiplication. The product shifter, which scales the PREG value before passing it to the CALU.



D.3.3



Central Arithmetic Logic Section



The central arithmetic logic unit performs most of the logicc and arithmetical operations. the core of this section is the central arithmetic logic unit as shown From Program Memory (PRDB) Input Scaling Section
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Figure D.5: Block Diagram of the Input Scaling Section
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Figure D.6: Block Diagram of the Multiplication Section



in figure D.7. Most of these operations are executed in a single clock cycle and can be grouped in four categories • 16-bit addition • 16-bit subtraction • Boolean logic operations • Bit testing, shifting, and rotating Once the CALU performs an operation, it transfers the result to the 32-bit accumulator, which can then perform single-bit shifts or rotations on its contents with the help of the carry bit (C). Each of the accumulator’s upper and lower 16-bit words can be passed to the output data-scaling shifter, where it can be shifted and then stored in data memory.
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D.4



Auxiliary Register and auxiliary register Arithmetic Unit (ARAU)



The eight auxiliary registers (AR7-AR0) provide flexible and powerful indirect addressing. Any location in the 64K data memory space can be accessed using a 16-bit address contained in an auxiliary register. These register are selected by loading the three-bit auxiliary register pointer (ARP) of the status register ST0 with a value from 0 to 7 and they can loaded by specific instructions. Associated with these registers, the CPU also contains the ARAU, an arithmetic unit independent of the CALU. The main function of the ARAU is to perform arithmetic operations on the eight auxiliary registers (AR7 through AR0) in parallel with operations occurring in the CALU. Figure D.8 shows the ARAU and related logic. From input shifter
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Figure D.7: Block Diagram of the Central Arithmetic Logic Section
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Figure D.8: ARAU and Related Logic



The register pointed to by the ARP is referred to as the current auxiliary register or current AR. During the processing of an instruction, the content of the current auxiliary register is used as the address where the data-memory access will take place. After the instruction uses the data value, the contents of the current auxiliary register can be incremented or decremented by the ARAU, which implements unsigned 16-bit arithmetic. The ARAU can also add, or substract a constant value to or from an auxiliary register and compare the content of AR0 with the content of the current AR.



269



Appendix D. DSP architecture



D.5



Peripherals



The TMS320x240 includes six integrated peripherals. • External memory interface • Event manager (EV) • Dual analog-to-digital converter (ADC) • Serial peripheral interface (SPI) • Serial communications interface (SCI) • Watchdog timer (WD) These are described in the following pages.



D.5.1



external memory interface



The TMS320x240 can address up to 64K words x 16 bits of memory or registers in each of the program, data, and I/O spaces. On-chip memory, when enabled, removes some of this off-chip range. In data space, the high 32K words can be mapped dynamically as either local or global. The CPU of the TMS320x240 schedules a program fetch, data read, and data write on the same machine cycle. This is because the CPU can execute all three of these operations in the same cycle on the from on-chip memory,. However, the external interface multiplexes the internal buses to one address and one data bus. The external interface sequences these operations to complete the data write first, then the data read, and finally the program read. The ’x240 supports a wide range of system interfacing requirements. Program, data, and I/O address spaces provide interface to memory and I/O, maximizing 270
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system throughput. The full 16-bit address and data bus, along with the PS, DS, and IS space-select signals allow addressing of 64K 16-bit words in program and I/O space. Due to the on-chip peripherals, external data space is addressable to 32K 16-bit words. I/O design is simplified by having I/Os treated in the same way as memory. I/O devices are mapped into the I/O address space using the processor’s external address and data buses in the same manner as memory-mapped devices. The ’x240 external parallel interface provides control signals to facilitate interfacing to the device. These control signals allow the interface with memory and I/O devices of different and varying speed. The external memory interface also provides the control signal needed for external global-memory accesses. The TMS320x240 supports zero-wait-state reads on the external interface. However, to avoid bus conflicts, writes take two cycles. Wait states can be generated when accessing slower external resources. The wait states operate on machine-cycle boundaries and are initiated either by using the ready signal or using the software wait-state generator. Ready can be used to generate any number of wait states.



D.5.2



event-manager (EV) module



This section describes the TMS320x240 event manager (EV) module in the peripheral library. The EV module provides a broad range of functions and features that are particularly useful in motion-control and motor-control applications. The event-manager module includes general-purpose (GP) timers, full compare units, capture units, and quadrature-encoder pulse (QEP) circuits. Figure D.9 shows a block diagram of the event manager which contains the following functional blocks:
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Figure D.9: Event manager module
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• Three general-purpose (GP) timers • Three full compare units • Three simple compare units • Pulse-width modulation (PWM) circuits that include: – A space-vector PWM circuit – Dead-band generation units – Output logic • Four capture units • Quadrature encoder pulse (QEP) circuit • EV interrupts D.5.2.1



general-purpose (GP) timers



There are three GP timers on the TMS320x240 event manager module. Figure D.10 shows a funcional block diagram of the timers. These timers can be used as independent time bases in applications such as: • Providing a time base for the operation of full and simple compare units and associated PWM circuits to generate compare/PWM outputs • Generation of sampling period in a control system • Providing a time base for the operation of QEP circuits and capture units
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Figure D.10: General purpose timer
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Each GP timer includes: • A 16-bit timer up-, up/down-counter • A 16-bit timer-compare register The compare register associated with a GP timer stores the value to be constantly compared with the counter of the GP timer. When a match is detected, the following events occur: • Transition on the associated compare/PWM output • Start of ADC according to the bit pattern in GPTCON • The corresponding compare interrupt flag is set This register is double-buffered with a shadow register. • A 16-bit timer-period register The value in the period register of a GP timer determines the period of the timer. The operation of a GP timer stops and holds at its current value, resets to 0, or starts counting downward when a match occurs between the period register and the timer counter, depending on the counting mode of the timer. This register is double-buffered with a shadow register. • A 16-bit timer-control register This register controls the different modes and the operation of timer. • Programmable prescaler Applicable to both internal and external clock inputs • Output logic The output logic circuit for full and simple compare units determines the polarity and/or action that must be taken on a compare match for outputs PWMx/CMPx, for x = 1-9. Outputs associated with each full compare unit can be specified active low, active high, forced low, or forced high when the full compare unit is in PWM mode (the 275
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same as outputs associated with a simple compare unit and GP timers). They can be specified to hold, set, reset, or toggle when the compare unit is in compare mode. The polarity and/or action of full and simple compare/PWM outputs can be programmed by proper configuration of bits in ACTR and SACTR. The six full compare/PWM and three simple compare/PWM output pins can be put into the high-impedance state. • One GP timer compare output pin • Control and interrupt logic • Another control register, GPTCON specifies the action to be taken by the GP timers on different timer events and indicates the counting directions of all three GP timers. GPTCON is readable and writable; however, writing to the three status bits has no effect. The compare and period registers, TxCMPR and TxPR, of a GP timer are shadowed. A new value can be written to either of these registers at any time during a period; however, the new value is written to the associated shadow register. For the compare register, the content in the shadow register is loaded into the working (active) register only when a certain timer event specified by TxCON occurs. The compare register is reloaded on any of the following conditions: • Immediately after the shadow register is written • On underflow; that is, when the GP timer counter value is 0 • On underflow or period match; that is, when the counter value is 0 or when the counter value equals the value of the period register For the period register, the working register is reloaded with the value in its shadow register only when the value of the counter register TxCNT is 0. The 276
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double-buffering feature allows the application code to update the compare and period registers at any time during a cycle. This changes the timer period and the width of the the PWM pulse for the following cycle. On-the-fly change of the timer period value, in the case of PWM generation, means on-the-fly change of the PWM carrier frequency. D.5.2.2



Quadrature Encoder Pulse (QEP) Circuit



The event manager module has a quadrature encoder pulse (QEP) circuit. The QEP circuit, when enabled, decodes and counts the quadrature-encoded input pulses on pins CAP1/QEP1 and CAP2/QEP2. The QEP circuit can be used to interface with an optical encoder to get position and speed information for a rotating machine. D.5.2.3



Event Manager (EV) Interrupts



EV interrupts are generated by the EV module and transmitted to the CPU through interrupt inputs. This EV interrupts consists of maskable and nonmaskable external interrupts. Below are descriptions of the organization and handling of core interrupts. EV interrupt events are organized into three groups: EV interrupt groups A, B, and C. EV interrupt group A generates interrupt requests to the core on INT2. EV interrupt groups B and C generate interrupt requests to the core on INT3 and INT4, respectively. Different events in the compare and capture units generate corresponding interrupts. This interrupts have their priorities, and groupings. There is an interrupt flag register for each EV interrupt group: EVI-FRA, EVIFRB, and EVIFRC. There is also an interrupt mask register for each group: EVIMRA, EVIMRB, and EVIMRC. A flag in EVIFRx (x = A, B, or C) is masked if the corresponding bit in 277
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EVIMRx is 0. There is an 8-bit interrupt vector register (EVIVRx, x = A, B, or C) associated with each EV interrupt group. The corresponding interrupt vector register can be read from an interrupt service routine (ISR) when an interrupt request generated by the interrupt group is accepted by the core. The value (vector) in the interrupt vector register identifies which pending and unmasked interrupt in the group has the highest priority.
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Main program



;***************************************************************** ; File Name: new01.asm ; Target System: C24x Evaluation Board and ; low power matrix converter ; ; Description: program to implement the new modulation system ; ; Revision: 3.00 ; ;***************************************************************** .include c:\tms320\c24xcode\f240regs.h .global .global .global .global



commutator i_a i_b i_c



.global .global .global



state macrostate transition



.global



GPR0



; commutation routine ; phase current



; general prpose register



;----------------------------------------------------------------; I/O Mapped EVM Register Declarations ;----------------------------------------------------------------DAC0 .set 0000h ;DAC Channel 0 Register DAC1 .set 0001h ;DAC Channel 1 Register DAC2 .set 0002h ;DAC Channel 2 Register DAC3 .set 0003h ;DAC Channel 3 Register DAC_UPDATE .set 0004h ;DAC Update Register SWITCHES .set 0008h ;DIP Switch Register
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LEDS temp



.set .set



000Ch 8000h



;LEDs Register



;----------------------------------------------------------------; Variable Declarations for on chip RAM Blocks ;----------------------------------------------------------------mystack_top



.usect



"blk0",20



; own stack



.ref commutator .bss



phase_v_top,3



PhaseR PhaseS PhaseT



.set .set .set



phase_v_top phase_v_top+1 phase_v_top+2



i_a i_b i_c



.bss .set .set .set



currents,3 currents currents+1 currents+2



.bss



phase_count,1



.bss .bss .bss



vpn,1 vpnb,1 accul,1



; envelope voltage value ; envelope value buffet ; partial accumulation



.bss .bss



modei,1 newmodei,1



; mode I values



.set .set .set .set .set .set



101b 100b 011b 010b 001b 000b



.bss .bss



modev,1 newmodev,1



.set .set .set .set .set .set



101b 100b 011b 010b 001b 000b



.bss .bss



state,1 newstate,1



.bss .bss



macrostate,1 transition,1



.set .set .set



3 6 0



.bss .bss



phase,1 delta_phase,1



; reference phase ; phase increment



.bss .bss .bss .bss



ialfa,1 ibeta,1 nextalfa,1 nextbeta,1



; alpha target value ; beta target value



miplus0 miminus1 miplus2 miminus0 miplus1 miminus2



mvplus0 mvminus1 mvplus2 mvminus0 mvplus1 mvminus2



modei_tran modev_tran state_tran



; ; ; ; ;



adquired values for each voltage phases phase R-> phase_v_top phase S-> phase_v_top +1 phase T-> phase_v_top +2



; phase curents



; mode I code



; mode V values



; mode V code



; matrix converter ; state register



; transition mx codes
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pi sixty freq



.bss .bss .bss



newreq,1 mi_flag,1 GPR0,1



.set .set .set



7ffeh 2aaah 50



; new reference req flag ; flag for mode i ;General purpose register. ;pi ; useful values ;pi/3 ; output frequency



;----------------------------------------------------------------; Factors ;----------------------------------------------------------------voutput k2



.set .set



8 ; absolute of output reference voltage 2151



K3



.set .bss



voutput*k2 k3,1



; factors



delta_phase_value .set 0fffeh*freq/1000 ;----------------------------------------------------------------; Auxiliary Register Uses ;----------------------------------------------------------------; ; AR0 general purpose ; AR1 general purpose ; AR2 general purpose ; AR3 general purpose ; AR4 count ; AR5 ; AR6 ADC phase pointer ; AR7 mystack pointer count .set AR4 ;----------------------------------------------------------------; Vector address declarations ;----------------------------------------------------------------.sect ".vectors" RSVECT INT1 INT2 INT3 INT4 INT5 INT6 RESERVED SW_INT8 SW_INT9 SW_INT10 SW_INT11 SW_INT12 SW_INT13 SW_INT14 SW_INT15 SW_INT16 TRAP NMINT EMU_TRAP SW_INT20 SW_INT21 SW_INT22 SW_INT23



B B B B B B B B B B B B B B B B B B B B B B B B



START PHANTOM irqtimer PHANTOM PHANTOM PHANTOM irqadc PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM PHANTOM



; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;



Reset Vector Interrupt Level 1 Interrupt Level 2 timer int Interrupt Level 3 Interrupt Level 4 Interrupt Level 5 Interrupt Level 6 adc int Reserved User S/W Interrupt User S/W Interrupt User S/W Interrupt User S/W Interrupt User S/W Interrupt User S/W Interrupt User S/W Interrupt User S/W Interrupt User S/W Interrupt Trap vector Non-maskable Interrupt Emulator Trap User S/W Interrupt User S/W Interrupt User S/W Interrupt User S/W Interrupt



;================================================================= ; M A I N C O D E - starts here
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;================================================================= .text START ldp #0E0h splk #00b3h,CKCR1 ; init DSP frequencies splk #00c1h, CKCR0 lar AR7,#0200h



; init foy mystack



lar AR6,#PhaseR



; ; ; ;



lar AR5,#i_a ldp #0 splk #0,phase_count



init for voltage phase pointer init for current phase pointer



; init for jump pointer



lar count,#0 ;================================================================= ; init for timers ;================================================================= ldpk #00e8h ; e8 -> DP to address timers reg splk #0042h,T1CON splk #0000h,GPTCON splk #399,T1PR splk #100,T1CMPR splk #0fffeh,T1CNT splk #1042h,T1CON ;================================================================= ; EV interrupt mask register A ;================================================================= splk # 0000000010000000b ,EVIMRA ;reserved ___________________|||||||||||||||| ;reserved ____________________||||||||||||||| ;reserved _____________________|||||||||||||| ;reserved ______________________||||||||||||| ;reserved _______________________|||||||||||| ;T1OFINT(overflow)________________||||||||||| ;T1UFINT(underflow)________________|||||||||| ;T1CINT (compare)__________________||||||||| ;T1PINT (period)____________________|||||||| ;SCMP3INT (simple compare 3)__________||||||| ;SCMP2INT (simple compare 2)___________|||||| ;SCMP1INT (simple compare 1)____________||||| ;CMP3INT (full compare 3)________________|||| ;CMP3INT (full compare 2)_________________||| ;CMP3INT (full compare 1)__________________|| ;PDPINT (power drive protec)_______________|



;enable T1 period int



;================================================================= ; init for adc ;================================================================= ldpk #00e0h ; e0 -> DP to address adc ; splk # 0000100000000100b ,ADCTRL1 ;suspend soft _______________|||||||||||||||| ;suspend free ________________||||||||||||||| ;adcimstart ___________________|||||||||||||| ;adc2en ________________________||||||||||||| ;adc1en _________________________|||||||||||| ;ADCCONRUN________________________||||||||||| ;ADCINTEN__________________________|||||||||| ;ADCINTFLAG_________________________||||||||| ;ADCEOC______________________________||||||||
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; ||||||| ; ||||||| ;ADC2CHSEL____________________________||||||| ; |||| ; |||| ;ADC1CHSEL_______________________________|||| ;ADCSOC_____________________________________|



splk # 0000000000000111b ,ADCTRL2 ;reserved ___________________|||||||||||||||| ;reserved ____________________||||||||||||||| ;reserved _____________________|||||||||||||| ;reserved ______________________||||||||||||| ;reserved _______________________|||||||||||| ;ADCEVSOC_________________________||||||||||| ;ADCEXTSOC_________________________|||||||||| ;reserved___________________________||||||||| ; |||||||| ;ADCFIFO2____________________________|||||||| ;reserved______________________________|||||| ; ||||| ;ADCFIFO1_______________________________||||| ; ||| ; ||| ;ADCPSCALE________________________________|||



;================================================================= ;init for I/O pins ;================================================================= ;init port A ldp



#0E1h



;point to appropiate data page



splk



#00F0h,OCRA



;set as GPIO port A and port B



splk



#0F00h,PADATDIR



splk



#0FF00h,PBDATDIR ;set as output IOPB0-IOPB7



;set as output IOPA0-IOPA3



;init port B



;init port C splk splk



#000Dh,OCRB #0FC00h,PCDATDIR



;set as GPIO port C ;set as output IOPC2-IOPC7



;================================================================= ; init for Program Variables ;================================================================= clrc OVM splk #K3,k3 splk #0h,phase



; storage k3 ; inital phase



splk #delta_phase_value,delta_phase
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splk #miplus0,modei splk #miplus0,newmodei



; init fot mode i



splk #mvplus0,modev splk #mvplus0,newmodev



; init fo mode v



; set the switches in macrostate +00 ldp splk splk splk ldp



#0E1h



;point to appropiate data page



#00F03h,PADATDIR ; set output IOPA0-IOPA3 #0FF03h,PBDATDIR ; set output IOPB0-IOPB7 #0FC0Ch,PCDATDIR ; set output IOPC2-IOPC7 #0 ; init state



splk #0, state splk #0, newstate splk #0, macrostate



; init macrostate



;================================================================= ; read the 3 phases ;================================================================= initphases .newblock mar *,AR6 ; set the phase pointer clrc SXM ;================================================================= ; Phase R ldp #0e0h splk #2804h,ADCTRL1 ;splk #0806h,ADCTRL1



; start conversion ; phase S in channel ; ADIN3 ADC1



$1 lacc ADCTRL2 and #0018h bcnd $1,eq



;wait for end of convertion



lacc ADCFIFO1,10



;tranfer ADC value to acc



sub #7fc0h,10 neg



; substract offset



sach *+



; storage the ADC value and ; increment phase pointer



;================================================================= ; Phase S splk #2806h,ADCTRL1



; start conversion



;splk #0808h,ADCTRL1



; phase T in channel ; ADIN4 ADC1



$2 lacc ADCTRL2 and #0018h bcnd $2,eq



;wait for end of convertion



lacc ADCFIFO1,10



;tranfer ADC value to acc



sub #7fc0h,10



; substract offset
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neg sach *+



; storage the ADC value and ; increment phase pointer



;================================================================= ; Phase T splk #2b08h,ADCTRL1



; start conversion



;splk #0804h,ADCTRL1



; set channel R



lacc ADCTRL2 and #0018h bcnd $3,eq



;wait for end of convertion



lacc ADCFIFO1,10



;tranfer ADC value to acc



sub #7fc0h,10 neg



; substract offset



$3



sach *+ lar AR6, #PhaseR



; storage the ADC value and ; increment phase pointer ; reset phase pointer



;================================================================= ; enable interrupts ;=================================================================



ldp # 0E8H splk #0080h,EVIFRA



ldp splk



#0000h #0000000000100010b,IMR ;enable INT2 and INT6



lacc IFR sacl IFR



;clear interrupts



ldpk #00e0h splk #2b05h,ADCTRL1



; ; ; ; ;



;splk #0a06h,ADCTRL1



e0 -> DP to address adc start conversion for Phase R set channel S and enable adc interrupt



ldp #0 splk #0ffffh,newreq ;================================================================= ; timer 1 period register ;================================================================= splk #200 ,T1PR clrc



INTM



main_loop KICK_DOG



lacc newreq bcnd main_loop,eq newref
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.newblock ; reset local labels clrc SXM clrc C lacc phase,16 add delta_phase,16 sach phase bc correction add #4000h,4 bc correction b no_correction correction



; branch to ;



correction



lacl phase add #4h sacl phase



no_correction ; detect the 60 segment clrc C lacc phase



sub #pi/6 bcnd $1,leq



; to first 60 segment



sub #sixty bcnd $2,leq



; to second 60 segment



sub #sixty bcnd $3,leq



; to third 60 segment



sub #sixty bcnd $4,leq



; to fourth 60 segment



sub #sixty bcnd $5,leq



; to fifth 60 segment



sub #sixty bcnd $6,leq b $8



$1



;



; to sixth



first 60 segment



;set mode v splk #mvplus0,newmodev ; alfa -Vbc ; beta -Vca ; phase positive



-----



;modev=+0 cos(fi+pi/3) cos(pi/3-fi)



lacc phase add #pi/3 call cosine sacl nextalfa lacc phase neg add #pi/3
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call cosine sacl nextbeta b $7



$8



; negative phase ;set mode v splk #mvplus0,newmodev lacc phase add #pi/3+4 call cosine sacl nextalfa lacc phase neg add #pi/3-4 call cosine sacl nextbeta



$2



b $7 ; second 60 segment ;set mode v splk #mvminus1,newmodev ; ;



alfa beta



Vab Vbc



-----



;modev=-1



cos(fi) cos(2/3 pi-fi)



lacc phase call cosine sacl nextalfa lacc phase neg add #2*pi/3 call cosine sacl nextbeta b $7



$3



; third 60 segment ;set mode v splk #mvplus2,newmodev



; ;



alfa beta



-Vca -Vab



-----



;modev=+2



cos(fi - pi/3) cos(pi - fi)



lacc phase sub #pi/3 call cosine sacl nextalfa lacl neg add call sacl



phase #pi cosine nextbeta



b $7 $4



; fourth 60 segment ;set mode v
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splk #mvminus0,newmodev



; alfa Vbc ; beta Vca lacc phase add #4+4*pi/3 call cosine sacl nextalfa lacl neg add call sacl



-----



;modev=-0



cos(fi + 4/3 pi) cos(4/3 pi - fi)



phase #4*pi/3 cosine nextbeta



b $7



$5



; fifth 60 segment ;set mode v splk #mvplus1,newmodev



; alfa -Vab ; beta -Vbc lacc phase sub #pi call cosine sacl nextalfa lacc phase neg add #5*pi/3 call cosine sacl nextbeta



-----



;modev=+1



cos(fi - pi) cos(5/3 pi - fi)



b $7 $6



; sixth 60 segment ;set mode v splk #mvminus2,newmodev



; ;



alfa beta



Vca Vab



-----



;modev=-2



cos(fi + 2/3 pi) cos(2 pi - fi)



lacc phase add #2*pi/3 call cosine sacl nextalfa lacc phase neg add #2*pi call cosine sacl nextbeta $7 factors lt nextalfa mpyu k3 pac



;load TREG with nextalfa ;TREG x k3 -> PREG ;PREG -> ACC



sfl sach nextalfa



; divide acch 2^15
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lt nextbeta mpyu k3 pac



;load TREG with nextbeta ;TREG x k3 -> PREG ;PREG -> ACC



sfl sach nextbeta



; divide acch 2^15



splk #0,newreq b main_loop



;=================================================================



;================================================================= ; I S R - PHANTOM ; ; Description: Dummy ISR, used to trap spurious interrupts. ; ; Modifies: Nothing ; ; Last Update: 16 June 95 ;================================================================= PHANTOM KICK_DOG ;Resets WD counter B PHANTOM ;================================================================= ; I S R - irqtimer ; ; Description: Dummy ISR, used to trap spurious interrupts. ; ; Modifies: Nothing ; ; Last Update: 16 June 95 ;================================================================= irqtimer mar *,AR7 sst #1,*+ sst #0,*+ sacl *+ sach *+,count



;mystack pointer -> ARP



; select count as auxiliary reg.



ldp #0 banz addrtn



; jump to same



period



; new period lar count,#99 splk #0ffffh,newreq



; reset count ; request for a new reference



lacc nextalfa sacl ialfa sacl accul lacc nextbeta sacl ibeta



splk #0,newstate



;



apply vector alfa
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lacc modev sub newmodev bcnd samemacro,eq b othermacro ; jump if new reference is in new ; macrostate



; new reference is in the same macrostate samemacro lacc state sub newstate bcnd retirq,eq



; jump if no change is needed



splk #state_tran,transition call commutator lacc state add #1 sacl state sub #3 bcnd samemacro,lt splk #0,state



b samemacro othermacro splk #modev_tran,transition call commutator splk #0,state lacc modev sub #1 sacl modev bcnd no_r_modev,geq splk #mvplus0,modev



;



advance modev



no_r_modev lacc or add tblr



modev,3 modei #codetable macrostate



;------------------------; macrostate actualization ; ; ------------------------



b retirq addrtn lacl accul



; acumulation to acc



sub vpn sacl accul bcnd retirq,gt ; go to change vector .newblock newvector



lacc state bcnd $1, eq



; next vector ; jump to vector alfa



; state 2, vector beta apply vector 0 splk #0ffffh, accul



;



splk #state_tran,transition
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call commutator splk #2,state b retirq $1



; state=0 apply vector beta lacc ibeta sacl accul splk #state_tran,transition call commutator splk #1,state



retirq ldp splk



#0000h #0000000000100010b,IMR ;enable INT2 and INT6



ldpk #00e8h lacc EVIFRA sacl EVIFRA clrc SXM mar *,AR7 mar *-,AR7 lacc *-,16 add *-,0 lst #0,*lst #1,* clrc INTM ret



; e8 -> DP to address timers reg ; ;reset EV interrupt



;mystack ;mystack ; -> acc ; -> acc



pointer -> ARP pointer -> ARP high low



;enable



all INT



;================================================================= ; irq ModeI and ADQ Blocks ; Originator:R Petrocelli ; ; Description: ; ; ; Variables on Entry on Exit ; ---------------------------------------------------------------; ; ---------------------------------------------------------------;================================================================= irqadc mar *,AR7 sst #1,*+ sst #0,*+ sacl *+ sach *+,count



;mystack pointer -> ARP



; select count as auxiliary reg.



; disable adc interrupt ldp splk



#0000h #0000000000000010b,IMR ;enable INT2 and INT6



; enable general interrupts clrc INTM



;enable



all INT
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; read ADC1 ldp #0e0h clrc SXM lacc ADCFIFO1,10



;tranfer ADC value to acc



setc SXM sub #7fc0h,10 neg



; substract offset



mar *,AR6



; set the pointer pointer



sach *+,AR5



; storage the ADC value and ; increment phase pointer



; read ADC2 clrc SXM lacc ADCFIFO2,10



;tranfer ADC value to acc



setc SXM sub #7e00h,10 neg



; substract offset



sach *+



; storage the ADC value and ; increment phase pointer



.newblock



; reset local labels



ldp #0



; page 0



; compare phases lacc PhaseR sub PhaseS bcnd $4,lt ; R > S



;



lacc PhaseR add PhaseS bcnd $2,lt ; R > -S lacc PhaseR sub PhaseT bcnd $1,lt ; R > T lacc PhaseR add PhaseT bcnd minusone,lt ; -T is bigest - modei -1 ; R > -T ; R is bigest - modei = +0 b pluszero



$1



lacc PhaseT add PhaseR bcnd minuszero,lt ; -R is bigest - modei= -0 ; T > -R ; T is bigest - modei=+1 b plusone
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$2



lacc add bcnd ; -S



PhaseS PhaseT $3,geq > T



lacc PhaseS sub PhaseT bcnd minusone,geq ; -T is bigest ; -S > -T ; -S is bigest - modei=-2 b minustwo



modei=-1



$3



lacc PhaseT add PhaseR bcnd minuszero,lt ; -R is bigest - modei= -0 ; T > -R ; T is bigest - modei=+1 b plusone



$4



lacc PhaseS add PhaseR bcnd $6,lt ; S > -R lacc PhaseS sub PhaseT bcnd $5,lt ; S > T lacc PhaseS add PhaseT bcnd minusone,lt ; -T is bigest - modei=-1 ; S > -T ; S is bigest - modei=+2 b plustwo



$5



lacc PhaseT add PhaseS bcnd minustwo,lt ; -S is bigest - modei=-2 ; T > -S ; T is bigest - modei= +1 b plusone



$6



lacc add bcnd ; -R



PhaseR PhaseT $7,geq > T



lacc PhaseR sub PhaseT bcnd minusone,geq ; -T is bigest - modei =-1 ; -R > -T ; -R is bigest - modei =-0 b minuszero $7



lacc PhaseT add PhaseS bcnd minustwo,lt ; -S is bigest - modei =-2 ; T > -S ; T is bigest - modei =+1 b plusone



pluszero



splk #miplus0,newmodei
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lacc PhaseR sacl vpnb b endmodei plusone



; phase R -> vpn



splk #miplus1,newmodei lacc PhaseT sacl vpnb b endmodei



; phase T -> vpn



plustwo



splk lacc sacl b



#miplus2,newmodei PhaseS ; phase S -> vpn vpnb endmodei



minuszero



splk lacc neg sacl b



#miminus0,newmodei PhaseR ; -phase R -> vpn



splk lacc neg sacl b



#miminus1,newmodei PhaseT ; -phase T -> vpn



minusone



minustwo



vpnb endmodei



vpnb endmodei



splk #miminus2,newmodei lacc PhaseS ; -phase S -> vpn neg sacl vpnb



endmodei ldp #0 lacc phase_count add # jumptbl ldp #0e0h bacc



;jump table jumptbl b phase_r_rtn b phase_s_rtn b phase_t_rtn



phase_r_rtn



; ; ;



; phase r/a routine splk #3b36h,ADCTRL1



; start conversion for Phase S ; start conversion for I_B



b end_curnt phase_s_rtn



; phase s/b routine splk #3b48h,ADCTRL1



; start conversion for ; Phase T ; start conversion for I_C



b end_curnt phase_t_rtn



; phase t/c routine
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splk #3b24h,ADCTRL1



; start conversion for ; Phase R ; start conversion for I_A



; phase reset routine re_pha



lar AR6,#PhaseR ; reset for voltage phase pointer lar AR5,#i_a ; reset for current phase pointer ldp #0 splk #-2,phase_count ; reset for jump pointer



end_curnt ldp #0 lacc phase_count add #2 sacl phase_count lacc modei sub newmodei askmodei



bcnd reset_mif,eq



; -------



; new loop if no change



is it next modei?



lacc modei bcnd modei0,eq



;



modei=0 next modei=5



sub newmodei sub #1 bcnd reset_mif,neq ; jump if error



b ask_flag



;



modei0



lacc newmodei sub #5 bcnd reset_mif,neq ;jump if error



ask_flag



lacc mi_flag bcnd modeit,neq



setf



splk #1,mi_flag b otheradq



modeit



setc INTM



; set modei flag



;disable



all INT



splk #modei_tran,transition call commutator lacc modei sub #1 sacl modei bcnd no_r_modei,geq



;



advance modei



splk #miplus0,modei no_r_modei lacc or add tblr



modev,3 modei #codetable macrostate



;------------------------; macrostate actualization ; ; ------------------------
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clrc INTM reset_mif



;enable



all INT



splk #0,mi_flag



otheradq



lacc vpnb sacl vpn



; tranfer buffer to vpn if it is OK



endadq



ldp splk



#0000h #0000000000100010b,IMR ;enable INT2 and INT6



setc INTM clrc SXM mar *,AR7 mar *-,AR7 lacc *-,16 add *-,0 lst #0,*lst #1,*



;mystack pointer -> ARP ;mystack pointer -> ARP ; -> acc high ; -> acc low



; enable general interrupts clrc INTM



;enable



all INT



ret



;================================================================= ; Routine Name: Cosine ; Originator: Roberto Petrocelli ; ; Description: cosine in first quadrant ; ; Calling Convention: call cosine ; ; Variables on Entry on Exit ; ---------------------------------------------------------------; acc argument cos(argument) ; ---------------------------------------------------------------cosine sacl GPR0 lacc GPR0 clrc sxm rpt #5
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sfr add #costbl tblr GPR0 lacc GPR0 ret



;======================================================== ;Code Table ;=============================================================== .data codetable .word 8 ; +22 000000 .word 16 ; -21 000001 .word 6 ; +20 000010 .word 17 ; -22 000011 .word 7 ; +21 000100 .word 15 ; -22 000101 .word 0FFFFh ; not used 000110 .word 0FFFFh ; not used 000111 .word 14 ; -12 001000 .word 4 ; +11 001001 .word 12 ; -10 001010 .word 5 ; +12 001011 .word 13 ; -11 001100 .word 3 ; +10 001101 .word 0FFFFh ; not used 001110 .word 0FFFFh ; not used 001111 .word 2 ; +02 010000 .word 10 ; -01 0010001 .word 0 ; +00 010010 .word 11 ; -02 010011 .word 1 ; +01 010100 .word 9 ; -00 010101 .word 0FFFFh ; not used 010110 .word 0FFFFh ; not used 010111 .word 17 ; -22 011000 .word 7 ; +21 011001 .word 15 ; -20 011010 .word 8 ; +22 011011 .word 16 ; -21 011100 .word 6 ; +20 011101 .word 0FFFFh ; not used 011110 .word 0FFFFh ; not used 011111 .word 5 ; +12 100000 .word 13 ; -11 100001 .word 3 ; +10 100010 .word 14 ; -12 100011 .word 4 ; +11 100100 .word 12 ; -10 100101 .word 0FFFFh ; not used 100110 .word 0FFFFh ; not used 100111 .word 11 ; -02 101000 .word 1 ; +01 101001 .word 9 ; -00 101010 .word 2 ; +02 101011 .word 10 ; -01 101100 .word 0 ; +00 101101
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costbl .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word



32767 32766 32765 32761 32757 32751 32745 32737 32727 32717 32705 32692 32678 32662 32645 32627 32608 32587 32566 32543 32519 32493 32467 32439 32410 32379 32348 32315 32281 32246 32209 32171



; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31



0.0 0.4 0.7 1.1 1.4 1.8 2.1 2.5 2.8 3.2 3.5 3.9 4.2 4.6 4.9 5.3 5.6 6.0 6.4 6.7 7.1 7.4 7.8 8.1 8.5 8.8 9.2 9.5 9.9 10.2 10.6 10.9



degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree degree
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E.2



Commutation routine



;===================================================================== ; Routine Name: Commutator ; Originator: Roberto Petrocelli ; ; Description: Produce the multistep conmutation of the matrix converter ; ; Calling Convention: ; ; Variables on Entry on Exit ; -------------------------------------------------------------------; macrostate un-touched ; state un-touched ; transition un-touched ; top_commutation_vector un-touched ; GPR0 (used as commutator flag) ; AR0 transition vector ; -------------------------------------------------------------------.include



c:\tms320\c24xcode\f240regs.h



.global commutator .global macrostate .global state .global transition .ref GPR0 .ref i_a .ref i_b .ref i_c



commutator



;



.newblock



transition vector calculation lt macrostate mpy #9 pac



; macrostate * 9 -> ACC



add #top_commutation_table add state add transition



tblr GPR0 lacc GPR0 bacc .copy "trans.asm" endcomm ldp #0 ret
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E.3



Multi-step commutation routines



; transition table generate by tran4.m .data



top_commutation_table .word tran_1 .word tran_2 .word tran_3 .word tran_4 .word tran_5 .word tran_6 .word tran_1 .word tran_7 .word tran_8 .word tran_9 .word tran_10 .word tran_11 .word tran_12 .word tran_13 .word tran_14 .word tran_9 .word tran_7 .word tran_15 .word tran_16 .word tran_17 .word tran_18 .word tran_19 .word tran_20 .word tran_21 .word tran_16 .word tran_7 .word tran_22 .word tran_23 .word tran_1 .word tran_24 .word tran_25 .word tran_26 .word tran_6 .word tran_23 .word tran_7 .word tran_27 .word tran_28 .word tran_9 .word tran_29 .word tran_2 .word tran_30 .word tran_14 .word tran_28 .word tran_7 .word tran_31 .word tran_4 .word tran_16 .word tran_32 .word tran_33 .word tran_34 .word tran_21 .word tran_4 .word tran_7 .word tran_35 .word tran_36 .word tran_23 .word tran_37
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.word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word .word



tran_16 tran_38 tran_6 tran_36 tran_7 tran_39 tran_33 tran_28 tran_40 tran_1 tran_41 tran_14 tran_33 tran_7 tran_42 tran_17 tran_4 tran_43 tran_9 tran_44 tran_21 tran_17 tran_7 tran_45 tran_27 tran_46 tran_47 tran_38 tran_25 tran_7 tran_27 tran_7 tran_36 tran_31 tran_48 tran_44 tran_41 tran_2 tran_7 tran_31 tran_7 tran_33 tran_35 tran_22 tran_49 tran_44 tran_33 tran_7 tran_35 tran_7 tran_17 tran_50 tran_27 tran_51 tran_5 tran_16 tran_7 tran_50 tran_7 tran_1 tran_52 tran_31 tran_53 tran_13 tran_1 tran_7
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.word tran_52 .word tran_7 .word tran_9 .word tran_45 .word tran_35 .word tran_5 .word tran_20 .word tran_9 .word tran_7 .word tran_45 .word tran_7 .word tran_16 .word tran_8 .word tran_50 .word tran_30 .word tran_26 .word tran_4 .word tran_7 .word tran_8 .word tran_7 .word tran_54 .word tran_15 .word tran_52 .word tran_34 .word tran_30 .word tran_12 .word tran_7 .word tran_15 .word tran_7 .word tran_55 .word tran_22 .word tran_45 .word tran_26 .word tran_34 .word tran_19 .word tran_7 .word tran_22 .word tran_7 .word tran_4 ; transition rutines generate by tran4.m .text tran_1 .newblock lacc i_c bcnd $1,lt ; positive current transition ldp #0e1h splk #0FC04h splk #0FC14h splk #0FC10h splk #0FC30h



, , , ,



PCDATDIR PCDATDIR PCDATDIR PCDATDIR



b endcomm $1 ; negative current transition ldp #0e1h splk #0FC08h splk #0FC28h splk #0FC20h splk #0FC30h



, , , ,



PCDATDIR PCDATDIR PCDATDIR PCDATDIR



b endcomm
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tran_2 .newblock lacc i_b bcnd $1,lt ; positive current transition ldp #0e1h splk #0FF01h splk #0FF05h splk #0FF04h splk #0FF0Ch



, , , ,



PBDATDIR PBDATDIR PBDATDIR PBDATDIR



b endcomm $1 ; negative current transition ldp #0e1h splk #0FF02h splk #0FF0Ah splk #0FF08h splk #0FF0Ch



, , , ,



PBDATDIR PBDATDIR PBDATDIR PBDATDIR



b endcomm tran_3 .newblock lacc i_a bcnd $2,lt lacc i_c bcnd $1,lt ; A positive current C positive current ldp #0e1h splk #0FF04h splk #0FC10h splk #0FF05h splk #0FC14h splk #0FF01h splk #0FC04h splk #0FF03h splk #0FC0Ch



, , , , , , , ,



PBDATDIR PCDATDIR PBDATDIR PCDATDIR PBDATDIR PCDATDIR PBDATDIR PCDATDIR



b endcomm $1 ; A positive current C negative current ldp #0e1h splk #0FF04h , PBDATDIR splk #0FC20h , PCDATDIR splk #0FF05h , PBDATDIR splk #0FC28h , PCDATDIR splk #0FF01h , PBDATDIR splk #0FC08h , PCDATDIR splk #0FF03h , PBDATDIR splk #0FC0Ch , PCDATDIR b endcomm $2 lacc i_c bcnd $3,lt ; A negative current C positive current ldp #0e1h splk #0FF08h , PBDATDIR
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splk splk splk splk splk splk splk



#0FC10h #0FF0Ah #0FC14h #0FF02h #0FC04h #0FF03h #0FC0Ch



, , , , , , ,



PCDATDIR PBDATDIR PCDATDIR PBDATDIR PCDATDIR PBDATDIR PCDATDIR



b endcomm $3 ; A negative current C negative current ldp #0e1h splk #0FF08h splk #0FC20h splk #0FF0Ah splk #0FC28h splk #0FF02h splk #0FC08h splk #0FF03h splk #0FC0Ch



, , , , , , , ,



PBDATDIR PCDATDIR PBDATDIR PCDATDIR PBDATDIR PCDATDIR PBDATDIR PCDATDIR



b endcomm tran_4 .newblock lacc i_a bcnd $1,lt ; positive current transition ldp #0e1h splk #0F01h splk #0F05h splk #0F04h splk #0F0Ch



, , , ,



PADATDIR PADATDIR PADATDIR PADATDIR



b endcomm $1 ; negative current transition ldp #0e1h splk #0F02h splk #0F0Ah splk #0F08h splk #0F0Ch



, , , ,



PADATDIR PADATDIR PADATDIR PADATDIR



b endcomm tran_5 .newblock lacc i_b bcnd $2,lt lacc i_c bcnd $1,lt ; B positive current C positive current ldp #0e1h splk #0F01h , PADATDIR splk #0FC10h , PCDATDIR splk #0F05h , PADATDIR splk #0FC50h , PCDATDIR splk #0F04h , PADATDIR splk #0FC40h , PCDATDIR splk #0F0Ch , PADATDIR splk #0FCC0h , PCDATDIR
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b endcomm $1 ; B positive current C negative current ldp #0e1h splk #0F01h , PADATDIR splk #0FC20h , PCDATDIR splk #0F05h , PADATDIR splk #0FCA0h , PCDATDIR splk #0F04h , PADATDIR splk #0FC80h , PCDATDIR splk #0F0Ch , PADATDIR splk #0FCC0h , PCDATDIR b endcomm $2 lacc i_c bcnd $3,lt ; B negative current C positive current ldp #0e1h splk #0F02h , PADATDIR splk #0FC10h , PCDATDIR splk #0F0Ah , PADATDIR splk #0FC50h , PCDATDIR splk #0F08h , PADATDIR splk #0FC40h , PCDATDIR splk #0F0Ch , PADATDIR splk #0FCC0h , PCDATDIR b endcomm $3 ; B negative current C negative current ldp #0e1h splk #0F02h , PADATDIR splk #0FC20h , PCDATDIR splk #0F0Ah , PADATDIR splk #0FCA0h , PCDATDIR splk #0F08h , PADATDIR splk #0FC80h , PCDATDIR splk #0F0Ch , PADATDIR splk #0FCC0h , PCDATDIR b endcomm
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E.4



Matlab program to generate file trans.asm



% transition table generator % author: Roberto Petrocelli % dat 27/11/99



% state definition



% state definition p00= [0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 1 1]; p01= [0 0 0 0 1 1 1 1 0 0 0 0 1 1 0 0 0 0]; p02= [1 1 0 0 0 0 0 0 1 1 0 0 0 0 1 1 0 0]; p10= [0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 1 1]; p11= [1 1 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0]; p12= [0 0 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0 0]; p20= [0 0 0 0 1 1 0 0 0 0 1 1 0 0 1 1 0 0]; p21= [1 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 1]; p22= [0 0 1 1 0 0 0 0 1 1 0 0 1 1 0 0 0 0]; m00= [0 0 0 0 1 1 0 0 1 1 0 0 0 0 1 1 0 0]; m01= [1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1]; m02= [0 0 1 1 0 0 1 1 0 0 0 0 1 1 0 0 0 0]; m10= [0 0 1 1 0 0 0 0 0 0 1 1 0 0 1 1 0 0]; m11= [0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 1 1]; m12= [1 1 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0]; m20= [0 0 1 1 0 0 0 0 1 1 0 0 0 0 0 0 1 1]; m21= [0 0 0 0 1 1 0 0 0 0 1 1 1 1 0 0 0 0]; m22= [1 1 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0]; ro= [0 0 0 0 1 1 0 0 0 0 1 1 0 0 0 0 1 1]; so= [0 0 1 1 0 0 0 0 1 1 0 0 0 0 1 1 0 0]; to= [1 1 0 0 0 0 1 1 0 0 0 0 1 1 0 0 0 0];



clear transition % transition for macrostate +00/0 % same macrostate transition(1,1,:)={’p00’,’m10’}; transition(2,1,:)={’m10’,’so’}; transition(3,1,:)={’so’,’p00’}; %next move I macrostate
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transition(4,1,:)={’p00’,’m01’}; transition(5,1,:)={’m10’,’p11’}; transition(6,1,:)={’so’,’to’}; %next move V macrostate transition(7,1,:)={’p00’,’m10’}; transition(8,1,:)={’m10’,’m10’}; transition(9,1,:)={’so’,’m10’}; % transition for macrostate +01/1 % same macrostate transition(1,2,:)={’p01’,’m11’}; transition(2,2,:)={’m11’,’ro’}; transition(3,2,:)={’ro’,’p01’}; %next move I macrostate transition(4,2,:)={’p01’,’m02’}; transition(5,2,:)={’m11’,’p12’}; transition(6,2,:)={’ro’,’so’}; %next move V macrostate transition(7,2,:)={’p01’,’m11’}; transition(8,2,:)={’m11’,’m11’}; transition(9,2,:)={’ro’,’m11’}; % transition for macrostate +02/2 % same macrostate transition(1,3,:)={’p02’,’m12’}; transition(2,3,:)={’m12’,’to’}; transition(3,3,:)={’to’,’p02’}; %next move I macrostate transition(4,3,:)={’p02’,’m00’}; transition(5,3,:)={’m12’,’p10’}; transition(6,3,:)={’to’,’ro’}; %next move V macrostate transition(7,3,:)={’p02’,’m12’}; transition(8,3,:)={’m12’,’m12’}; transition(9,3,:)={’to’,’m12’}; % transition for macrostate +10/3 % same macrostate transition(1,4,:)={’p10’,’m20’}; transition(2,4,:)={’m20’,’so’}; transition(3,4,:)={’so’,’p10’}; %next move I macrostate transition(4,4,:)={’p10’,’m11’}; transition(5,4,:)={’m20’,’p21’}; transition(6,4,:)={’so’,’to’}; %next move V macrostate transition(7,4,:)={’p10’,’m20’}; transition(8,4,:)={’m20’,’m20’}; transition(9,4,:)={’so’,’m20’}; % transition for macrostate +11/4 % same macrostate transition(1,5,:)={’p11’,’m21’}; transition(2,5,:)={’m21’,’ro’}; transition(3,5,:)={’ro’,’p11’}; %next move I macrostate transition(4,5,:)={’p11’,’m12’}; transition(5,5,:)={’m21’,’p22’}; transition(6,5,:)={’ro’,’so’}; %next move V macrostate transition(7,5,:)={’p11’,’m21’}; transition(8,5,:)={’m21’,’m21’};
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transition(9,5,:)={’ro’,’m21’}; % transition for macrostate +12/5 % same macrostate transition(1,6,:)={’p12’,’m22’}; transition(2,6,:)={’m22’,’to’}; transition(3,6,:)={’to’,’p12’}; %next move I acrostate transition(4,6,:)={’p12’,’m10’}; transition(5,6,:)={’m22’,’p20’}; transition(6,6,:)={’to’,’ro’}; %next move V macrostate transition(7,6,:)={’p12’,’m22’}; transition(8,6,:)={’m22’,’m22’}; transition(9,6,:)={’to’,’m22’}; % transition for macrostate +20/6 % same macrostate transition(1,7,:)={’p20’,’m00’}; transition(2,7,:)={’m00’,’so’}; transition(3,7,:)={’so’,’p20’}; %next move I macrostate transition(4,7,:)={’p20’,’m21’}; transition(5,7,:)={’m00’,’p01’}; transition(6,7,:)={’so’,’to’}; %next move V macrostate transition(7,7,:)={’p20’,’m00’}; transition(8,7,:)={’m00’,’m00’}; transition(9,7,:)={’so’,’m00’}; % transition for macrostate +21/7 % same macrostate transition(1,8,:)={’p21’,’m01’}; transition(2,8,:)={’m01’,’ro’}; transition(3,8,:)={’ro’,’p21’}; %next move I macrostate transition(4,8,:)={’p21’,’m22’}; transition(5,8,:)={’m01’,’p02’}; transition(6,8,:)={’ro’,’so’}; %next move V macrostate transition(7,8,:)={’p21’,’m01’}; transition(8,8,:)={’m01’,’m01’}; transition(9,8,:)={’ro’,’m01’}; % transition for macrostate +22/8 % same macrostate transition(1,9,:)={’p22’,’m02’}; transition(2,9,:)={’m02’,’to’}; transition(3,9,:)={’to’,’p22’}; %next move I acrostate transition(4,9,:)={’p22’,’m20’}; transition(5,9,:)={’m02’,’p00’}; transition(6,9,:)={’to’,’ro’}; %next move V macrostate transition(7,9,:)={’p22’,’m02’}; transition(8,9,:)={’m02’,’m02’}; transition(9,9,:)={’to’,’m02’}; % transition for macrostate -00/9 % same macrostate transition(1,10,:)={’m00’,’p10’};
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transition(2,10,:)={’p10’,’ro’}; transition(3,10,:)={’ro’,’m00’}; %next move I macrostate transition(4,10,:)={’m00’,’p01’}; transition(5,10,:)={’p10’,’m11’}; transition(6,10,:)={’ro’,’ro’}; %next move V macrostate transition(7,10,:)={’m00’,’p10’}; transition(8,10,:)={’p10’,’p10’}; transition(9,10,:)={’ro’,’p10’}; % transition for macrostate -01/10 % same macrostate transition(1,11,:)={’m01’,’p11’}; transition(2,11,:)={’p11’,’to’}; transition(3,11,:)={’to’,’m01’}; %next move I macrostate transition(4,11,:)={’m01’,’p02’}; transition(5,11,:)={’p11’,’m12’}; transition(6,11,:)={’to’,’to’}; %next move V macrostate transition(7,11,:)={’m01’,’p11’}; transition(8,11,:)={’p11’,’p11’}; transition(9,11,:)={’to’,’p11’}; % transition for macrostate -02/11 % same macrostate transition(1,12,:)={’m02’,’p12’}; transition(2,12,:)={’p12’,’so’}; transition(3,12,:)={’so’,’m02’}; %next move I macrostate transition(4,12,:)={’m02’,’p00’}; transition(5,12,:)={’p12’,’m10’}; transition(6,12,:)={’so’,’so’}; %next move V macrostate transition(7,12,:)={’m02’,’p12’}; transition(8,12,:)={’p12’,’p12’}; transition(9,12,:)={’so’,’p12’}; % transition for macrostate -10/12 % same macrostate transition(1,13,:)={’m10’,’p20’}; transition(2,13,:)={’p20’,’ro’}; transition(3,13,:)={’ro’,’m10’}; %next move I macrostate transition(4,13,:)={’m10’,’p11’}; transition(5,13,:)={’p20’,’m21’}; transition(6,13,:)={’ro’,’ro’}; %next move V macrostate transition(7,13,:)={’m10’,’p20’}; transition(8,13,:)={’p20’,’p20’}; transition(9,13,:)={’ro’,’p20’}; % transition for macrostate -11/13 % same macrostate transition(1,14,:)={’m11’,’p21’}; transition(2,14,:)={’p21’,’to’}; transition(3,14,:)={’to’,’m11’}; %next move I macrostate transition(4,14,:)={’m11’,’p12’}; transition(5,14,:)={’p21’,’m22’}; transition(6,14,:)={’to’,’to’};
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%next move V macrostate transition(7,14,:)={’m11’,’p21’}; transition(8,14,:)={’p21’,’p21’}; transition(9,14,:)={’to’,’p21’}; % transition for macrostate -12/14 % same macrostate transition(1,15,:)={’m12’,’p22’}; transition(2,15,:)={’p22’,’so’}; transition(3,15,:)={’so’,’m12’}; %next move I acrostate transition(4,15,:)={’m12’,’p10’}; transition(5,15,:)={’p22’,’m20’}; transition(6,15,:)={’so’,’so’}; %next move V macrostate transition(7,15,:)={’m12’,’p22’}; transition(8,15,:)={’p22’,’p22’}; transition(9,15,:)={’so’,’p22’}; % transition for macrostate -20/15 % same macrostate transition(1,16,:)={’m20’,’p00’}; transition(2,16,:)={’p00’,’ro’}; transition(3,16,:)={’ro’,’m20’}; %next move I macrostate transition(4,16,:)={’m20’,’p21’}; transition(5,16,:)={’p00’,’m01’}; transition(6,16,:)={’ro’,’ro’}; %next move V macrostate transition(7,16,:)={’m20’,’p00’}; transition(8,16,:)={’p00’,’p00’}; transition(9,16,:)={’ro’,’p00’}; % transition for macrostate -21/16 % same macrostate transition(1,17,:)={’m21’,’p01’}; transition(2,17,:)={’p01’,’to’}; transition(3,17,:)={’to’,’m21’}; %next move I macrostate transition(4,17,:)={’m21’,’p22’}; transition(5,17,:)={’p01’,’m02’}; transition(6,17,:)={’to’,’to’}; %next move V macrostate transition(7,17,:)={’m21’,’p01’}; transition(8,17,:)={’p01’,’p01’}; transition(9,17,:)={’to’,’p01’}; % transition for macrostate -22/17 % same macrostate transition(1,18,:)={’m22’,’p02’}; transition(2,18,:)={’p02’,’so’}; transition(3,18,:)={’so’,’m22’}; %next move I acrostate transition(4,18,:)={’m22’,’p20’}; transition(5,18,:)={’p02’,’m00’}; transition(6,18,:)={’so’,’so’}; %next move V macrostate transition(7,18,:)={’m22’,’p02’}; transition(8,18,:)={’p02’,’p02’}; transition(9,18,:)={’so’,’p02’}; [a,b,c]=size(transition);
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transition=reshape(transition,(a*b),c);



[b,a]=size(transition); onlyneg=[1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0]; onlypos=[0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1]; for i=1:b % calculation of transitions t1(i,1)={eval(transition{i,1})}; t1(i,2)={eval(transition{i,2})}; t1(i,3)={t1{i,1}-t1{i,2}}; t1(i,4)={[1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1]};



% delete identical word if isequal(t1{i,1}(1:4),t1{i,2}(1:4)) t1{i,4}=t1{i,4}&[0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ]; end if isequal(t1{i,1}(5:12),t1{i,2}(5:12)) t1{i,4}=t1{i,4}&[1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 ]; end if isequal(t1{i,1}(13:18),t1{i,2}(13:18)) t1{i,4}=t1{i,4}&[1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 ]; end end



% table of transition [b,a]=size(transition);



clear t2 clear t3



t2(1,:)={t1{1,:}}; t3(1)={1}; f=0; k=1; for i=1:b for j=1:k if isequal(t1{i,1}&t1{i,4},t2{j,1}&t2{j,4})&... isequal(t1{i,3}&t1{i,4},t2{j,3}&t2{j,4}) t3(i,1)={j}; f=1; end end



311



Appendix E. Listing of Implementation Software



if f==0 k=k+1; t2(k,:)={t1{i,:}}; t3(i,1)={k}; else f=0; end end



% making transition table fid = fopen(’trans.asm’,’w’);



fprintf(fid,’%40s\n\n’,’; transition table generate by tran4.m’); fprintf(fid,’%15s\n\n’,’.data’); for i=1:b s=strcat(’.word tran_’,num2str(t3{i})); fprintf(fid,’%25s\n’,s); end



fprintf(fid,’%40s\n\n’,’; transition rutines generate by tran4.m’); fprintf(fid,’%15s\n\n’,’.text’);



t2_dim=size(t2);



for i=1:t2_dim(1); %i=1; s=strcat(’tran_’,num2str(i)); fprintf(fid,’%6s\n’,s); fprintf(fid,’%19s\n’,’.newblock’);



mask1=[0 mask2=[1 mask3=[1 mask4=[0 mask5=[0 mask6=[1



1 0 0 1 1 0



0 1 1 0 0 1



1 0 0 1 1 0



0 1 1 0 0 1



1 0 0 1 1 0



0 0 0 1 1 1



1 1 1 0 0 0



0 0 0 1 1 1



1 1 1 0 0 0



0 0 0 1 1 1



1 1 1 0 0 0



1 0 1 0 1 0



0 1 0 1 0 1



1 0 1 0 1 0



0 1 0 1 0 1



1 0 1 0 1 0



0]; 1]; 0]; 1]; 0]; 1];



% % % % % %



% determination of kind of transition kind=find(t2{i,3}==1); kind=size(kind); kind=kind(2)/2; if kind==0 % no transition fprintf(fid,’%23s\n’,’; no transition’); elseif kind==1 % only one transition
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B+ BBB+ B+ B-



CC+ CC+ CC+
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branch=find(t2{i,3}==1); if branch(1)


% positive current fprintf(fid,’%38s\n\n’,’; positive current transition’); mask=[0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1]; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n’,’ ’,’b endcomm’); fprintf(fid,’%2s\n’,’$1’); % negative current fprintf(fid,’%38s\n\n’,’; negative current transition’); mask=[1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0]; newline(fid,t2,i,mask); elseif kind==2 % two transition



branch=find(t2{i,3}==1); if branch(1)
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% A negative current B positive current fprintf(fid,’%50s\n\n’,’; A negative current B positive current’); mask=mask4; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); fprintf(fid,’%2s\n’,’$3’); % A negative current B negative current fprintf(fid,’%50s\n\n’,’; A negative current B negative current’); mask=mask6; newline(fid,t2,i,mask);



else % transition in B and C fprintf(fid,’%18s\n’,’lacc i_b’); fprintf(fid,’%20s\n’,’bcnd $2,lt’); fprintf(fid,’%18s\n’,’lacc i_c’); fprintf(fid,’%20s\n’,’bcnd $1,lt’); % B positive current C positive current fprintf(fid,’%50s\n\n’,’; B positive current C positive current’); mask=mask4; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); fprintf(fid,’%2s\n’,’$1’); % B positive current C negative current fprintf(fid,’%50s\n\n’,’; B positive current C negative current’); mask=mask1; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); fprintf(fid,’%2s\n’,’$2’); fprintf(fid,’%18s\n’,’lacc i_c’); fprintf(fid,’%20s\n’,’bcnd $3,lt’); % B negative current C positive current fprintf(fid,’%50s\n\n’,’; B negative current C positive current’); mask=mask2; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); % B negative current C negative current fprintf(fid,’%2s\n’,’$3’); fprintf(fid,’%50s\n\n’,’; B negative current C negative current’); mask=mask3; newline(fid,t2,i,mask); end else % transion in A and C fprintf(fid,’%18s\n’,’lacc i_a’); fprintf(fid,’%20s\n’,’bcnd $2,lt’); fprintf(fid,’%18s\n’,’lacc i_c’); fprintf(fid,’%20s\n’,’bcnd $1,lt’); % A positive current C positive current fprintf(fid,’%50s\n\n’,’; A positive current C positive current’); mask=mask2; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’);
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% A positive current C negative current fprintf(fid,’%2s\n’,’$1’); fprintf(fid,’%50s\n’,’; A positive current C negative current’); mask=mask1; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); fprintf(fid,’%2s\n’,’$2’); fprintf(fid,’%18s\n’,’lacc i_c’); fprintf(fid,’%20s\n’,’bcnd $3,lt’); % A negative current C positive current fprintf(fid,’%50s\n\n’,’; A negative current C positive current’); mask=mask4; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); % A negative current C negative current fprintf(fid,’%2s\n’,’$3’); fprintf(fid,’%50s\n\n’,’; A negative current C negative current’); mask=mask5; newline(fid,t2,i,mask); end



else % three transitions fprintf(fid,’%18s\n’,’lacc fprintf(fid,’%20s\n’,’bcnd fprintf(fid,’%18s\n’,’lacc fprintf(fid,’%20s\n’,’bcnd



i_a’); $4,lt’); i_b’); $1,lt’);



% A positive current B positive current C negativec fprintf(fid,’%43s\n\n’,’; A positive B positive C negative’); mask=mask1; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); fprintf(fid,’%2s\n’,’$1’); fprintf(fid,’%18s\n’,’lacc i_b’); fprintf(fid,’%20s\n’,’bcnd $3,lt’); % A positive current B negative current C positive fprintf(fid,’%43s\n\n’,’; A positive B negative C positive’); mask=mask2; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); fprintf(fid,’%2s\n’,’$3’); % A positive current B negative current C negative fprintf(fid,’%43s\n\n’,’; A positive B negative C negative’); mask=mask3; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); fprintf(fid,’%2s\n’,’$4’); fprintf(fid,’%18s\n’,’lacc i_b’); fprintf(fid,’%20s\n’,’bcnd $6,lt’); fprintf(fid,’%18s\n’,’lacc i_c’); fprintf(fid,’%20s\n’,’bcnd $5,lt’); % A negative B positive C positive fprintf(fid,’%43s\n\n’,’; A negative



B positive
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mask=mask4; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); % A negative B positive C negative fprintf(fid,’%2s\n’,’$5’); fprintf(fid,’%43s\n\n’,’; A negative B positive mask=mask5; newline(fid,t2,i,mask); fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’); % A negative B negative C positive fprintf(fid,’%2s\n’,’$6’); fprintf(fid,’%43s\n\n’,’; A negative mask=mask6; newline(fid,t2,i,mask);
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end



fprintf(fid,’%s\n%19s\n\n’,’ ’,’b endcomm’);



end



fclose(fid);
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