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Stringology: S. Muthukrishnant



and
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Abstract



Palem*



As we show problem



here,



derived



concerns string matching problems, wherein a position in the “text” (of size n) matches one in the “pattern)) (of size m), based on very general relationships between the corresponding “symbols”. For example, string matching with don’t string matching prob.’ cares is a simple non-standard lem, wherein text andjor pattern positions might have wildcard symbols rather than those drawn from the base alphabet X; these wildcards match ever-y symbol from Z. The main results in this paper concern the inherent complexity of a variety of non-standard string mat thing problems, characterized in terms of algebraic convolutions.
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