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Elements of Nonstandard Algebraic Geometry Caucher Birkar∗ Nov 2001



Abstract I investigate the algebraic geometry of nonstandard varieties, using techniques of nonstandard mathematics.
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Introduction



Methods of nonstandard mathematics have been successfully applied to many parts of mathematics such as real analysis, functional analysis, topology, probability theory, mathematical physics etc. But just a little bit has been done in foundations of nonstandard algebraic geometry so far. Robinson indicated some ideas in [R1] and [R2] to prove Nullstellensatz (R¨ uckert’s theorem) and Oka’s theorem, using nonstandard methods, in the case of analytic varieties. In this paper we try to formulate first elements of nonstandard algebraic geometry. Consider an enlargement ∗ X of an affine variety X over an algebraically closed field k. We often take k = C to be able to define the shadow of limited points of ∗ X. As one of the first results in section 4 (th 4.6) we shall show that the shadow of any 1-codimensional principal (given by an internal polynomial with a finite number of monomials) subvariety of ∗ X∗ C is closed in X where ∗ ∗ X C is the ∗ X as a variety over the field ∗ C. Also in section 4 (th 4.2) we show that the shadow of any internal open subset of ∗ X equals X, which in turn implies that every point on X has an internal nonsingular point in its halo. In section 5 we discuss an error in Robinson’s paper [R1, th.5.3] and indicate a way to fix it. In section 6 we introduce the notion of a countable infinite dimensional affine variety and prove Nullstellensatz in the case of an uncountable underlying algebraically closed field, in particular for the field of complex numbers. Finally in section 7 we investigate enlargements of a commutative ring R and R-modules M . We use flatness of ∗ R over R to prove ∗ M ' ∗ R ⊗R M for R a Noetherian commutative ring R and a finitely generated R-module M . Acknowledgment I am grateful to my supervisor I. Fesenko for his suggestion of the subject and comments.
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List of Notation



∗



C[z1 , . . . , zn ] .................................... internal polynomials over ∗ C in n variables (∗ C)[z1 , . . . , zn ] ............................... polynomials over ∗ C in n variables PF (A) .............................................the set of finite subsets of A zhX (a)...............................................Zariski halo of a in ∗ X hX (a).................................................halo of a in ∗ X ∗ ∗ X k .................................................∗ X as a variety over the field ∗ k
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Basic Definitions



We consider the enlargement of a set which contains an algebraically closed field k and real numbers. Then we can speak of the enlargement of affine and projective spaces and more ,the enlargement of any quasiprojective variety. Let X be a variety over k and let ∗ X be its enlargement. ∗ X∗ k denotes ∗ X as a variety over the field ∗ k. Note that this is completely different from ∗ X. Definition 3.1 Let a ∈ X then the halo of a in Zariski topology is \ ∗ zhX (a) = U. a∈U



where U is Zariski open in X. We distinguish it from hX (a) which stands for the halo of a when k = C and U is open in the sense of usual topology. In this case ∗ X lim shows the elements with limited coordinates. The map ∗ : X −→ ∗ X is the natural map which takes a to ∗ a and usually we denote the image of a by the same a. And also we have another important map o : ∗ X lim −→ X which takes each point to its shadow. We would get two different ”topologies” on ∗ X. One is the internal Zariski topology such that its opens are the internal open subsets of ∗ X. In order this is not always a topology. That is the intersection of a collection of closed subsets may not be a closed subset. For example let X = A1k and BM = {x ∈ ∗ N : 1 ≤ x ≤ M }. Now let B = {BM }M ≤N where N, M are unlimited hypernatural numbers and k is an algebraically closed field with characteristic 0. All BM in B are hyperfinite and then by transfer internal T ∗ closed subsets of X. Now consider B∈B B = N which is not an internal subset of ∗ X and then not internal closed subset. Another topology is the usual Zariski topology on ∗ X∗ k as a variety over the field ∗ k.
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Properties of the



∗



and



o



maps



X shows an affine variety through this section. Consider on ∗ X the internal topology in which a basis of open subsets consists of complements of all zeros of an internal polynomial (i.e. an element of ∗ C[z]). The first thing which draw our attention is the continuity of the ∗ map. We shall show that this map is not continuous. 4



Example 4.1 Let X = k = C, then there is an internal closed subset of ∗ X with a non-closed preimage under the ∗ map. The following formula is true: (∀A ∈ PF (C))(∃p ∈ C[z])(∀a ∈ C)(a ∈ A ←→ p(a) = 0). By transfer we have: (∀A ∈ ∗ PF (C))(∃p ∈ ∗ C[z])(∀a ∈ ∗ C)(a ∈ A −→ p(a) = 0). Now let A = {x ∈ ∗ N : 1 ≤ x ≤ N } for an unlimited hypernatural number N . A is a hyperfinite subset of ∗ C. Then there is an internal polynomial in ∗ C[z] which vanishes exactly on A. The preimage of A is N which is not a closed subset of C. We can prove a stronger assertion that for any subset B of C, there is an internal closed subset of ∗ C which has B as its preimage. To prove it we can consider a hyperfinite approximation of B in ∗ C, say H. B ⊆ H ⊆ ∗ B. The preimage of ∗ B is B and then the preimage of H is also B. Now we look at images of subsets of ∗ X under the o map in the case of k = C. Note that we defined the o from X lim to X, but we can consider the image of subsets of ∗ X by taking the images of its limited points. Unexpectedly the image of any nonempty internal open set is the whole X. Theorem 4.2 Let A be a nonempty internal open set in ∗ X then o A is X. Proof It is sufficient to prove the theorem for principal internal open subsets. Then let A = ∗ X f be a nonempty internal principal open subset where f is an internal polynomial. If the shadow of A is not X there should be some point a ∈ X for which f (hX (a)) = 0. Hence the following formula is true: (∃g ∈ ∗ C[z1 , . . . , zn ])(∃ε ∈ ∗ R+ )(∀z ∈ ∗ X)((∃w ∈ ∗ X)(g(w) 6= 0)∧(| z−a |≤ ε → g(z) = 0)). And by transfer: (∃g ∈ C[z1 , . . . , zn ])(∃ε ∈ R+ )(∀z ∈ X)((∃w ∈ X)(g(w) 6= 0)∧(| z−a |≤ ε → g(z) = 0)). 5



It is easy to see that the latter is not true. Corollary 4.3 There is a nonsingular point ξ in hX (a) for every a ∈ X. Theorem 4.4 Let f : X −→ Y be a regular map of varieties over C. Then we have: 1. (i) o (∗ Z) = Z for every closed subset of X; 2. (ii) (∗ f )−1 (∗ Z) = ∗ (f −1 (Z)) for every subset Z of Y . Proof (i) Obviously Z ⊆ o (∗ Z). Let Z = V (g1 , . . . , gl ) and let x ∈ o (∗ Z), x = o ξ with ξ ∈ ∗ Z. Then gi (ξ) = 0 for 1 ≤ i ≤ l. Clearly gi (o ξ) = 0 for 1 ≤ i ≤ l and this proves that x ∈ Z. (ii) consider the formula : (∀x ∈ X)(x ∈ (f )−1 (Z) ←→ f (x) ∈ Z). and by transfer: (∀x ∈ ∗ X)(x ∈ ∗ ((f )−1 (Z)) ←→ ∗ f (x) ∈ ∗ Z). and on the other hand we have: (∀x ∈ ∗ X)(x ∈ (∗ f )−1 (∗ Z) ←→ ∗ f (x) ∈ ∗ Z). which proves the equality. It is well known that the shadow of any subset of ∗ R is a closed subset in R, the field of real numbers, in the sense of real topology. But that is not such easy in the case of algebraic sets. Now we show that the shadow of an internal closed subset of ∗ X is not always closed in X. For example consider BM in ∗ 1 AC , which was introduced in section 1, with M an unlimited hypernatural number. Obviously o BM = N which is not closed in A1C . A better deal is to consider closed subsets of ∗ XC . Theorem 4.5 Let f ∈ (∗ C)[z1 , . . . , zn ] be a polynomial with limited coefficients and let o f be nonzero. Then we have: ◦



(V (f )) = V (◦ f ). 6



Proof The shadow of f , ◦ f , may be a constant i.e the coefficients of nonzero degree monomials in f are infinitesimal. This implies that no limited point could be in V (f ). On the other hand V (◦ f ) = ∅. Then the equality is proved in this case. Otherwise let ξ ∈ ∗ Cn be a limited point and f (ξ) = 0. Then o f (o ξ) = 0 hence o ξ ∈ V (o f ). Now let a ∈ V (o f ) then f (a) ' 0. Using hypotheses, f (hCn (a)) ⊆ hCn (0). It is sufficient to find a point in the halo of a such that f vanishes at that point. Now if f (a) 6= 0 we can change variables linearly such that a is transferred to origin. Note that the new polynomial, say g has also limited coefficients and this translation takes hCn (a) to hCn (0). We have g = g inf + g ap such that g inf has infinitesimal coefficients and g ap has appreciable coefficients. Then o g = o g ap . Now we use induction on the number of variables. If n = 1 Robinson–Callot theorem[DD, ch. 2,th. 2.1.1] shows that g(hC (0)) = hC (0) because g is Scontinuous as it has limited coefficients. If 1 < n we consider the form with highest degree appeared in g ap , say h. h is a sum of monomials of the same degree. If h = αz1 . . . zn where α is a hypercomplex number, then we change variables such that z1 = w1 and zi = wi + w1 . This change, obviously maps the halo of origin on itself and we get a new polynomial e with limited coefficients from g. Now consider e(w1 , . . . , wn−1 , 0), clearly the shadow of this polynomial in a smaller than n number of variables, is not constant, and we use induction. In the remaining cases we can again replace one of the variables by zero and reduce the number of variables, if necessary, and use induction. This proves the existence of a zero for f and completes proof of the theorem. We can generalize this result by replacing Cn with its affine subvariety, X. The theorem is again true. Although the previous theorem is a particular case of the next theorem, but their proofs are of different nature and we prefer to keep the previous proof. Theorem 4.6 Let X be an algebraic closed subset of Cn and f ∈ (∗ C)[z1 , . . . , zn ] be a polynomial with limited coefficients. Then there is a g in (∗ C)[z1 , . . . , zn ] with limited coefficients such that: V (g) = V (f ), ◦ V (f ) = V (◦ g). where zeros of these polynomials are taken in ∗ X and X correspondingly.



7



Remark 4.7 It is not always true if we take g to be f itself. For example let X = V (z1 ) in C2 and f = z1 + εz2 in which ε is an infinitesimal hypernatural number. Then o f = z1 which is identically zero on X. But the shadow of V (f ) is just a single point. Proof If V (f ) = ∗ X then the theorem is trivial. In other cases if ◦ f is not identically zero on X we take g = f . Otherwise let f¨ be f divided by one of its coefficients with maximum absolute value. If o f¨(X) 6= 0 then put g = f¨. Otherwise assume that o f¨(∗ X) = 0 then V (f¨ − o f¨) = V (f¨) = V (f ). f¨ − o f¨ has smaller number of monomials than f . By continuing this process eventually we get a polynomial g such that its shadow is not identically zero on X and V (g) = V (f ). Now let x ∈ ◦ V (g), then x = o ξ for some ξ ∈ V (g). From g(ξ) = 0 we get o g(o ξ) = 0 and then x ∈ V (o g). Conversely let x ∈ V (◦ g). We want to prove that hX (x) ∩ V (g) 6= ∅. Let Y ⊆ X be an irreducible curve containing x. It is sufficient to prove that hY (x) ∩ V (g) 6= ∅. It is proved if g(∗ Y ) = 0, otherwise change variables such that x be transferred to the origin and then consider ∗ Y∗ C . V (g) ∩ ∗ Y∗ C is a finite set i.e a zero dimensional subvariety, say A = {ξ1 , . . . , ξl }. Since ∗ X ⊆ ∗ Cn , then every point of ∗ X is as (b1 , . . . , bn ), with n coordinates, b1 , . . . , bn . Now if no point in A is infinitesimal, with infinitesimal coordinates, then every ξi has at least a non-infinitesimal coordinate, say aij . The index j means that aij has appeared in the j-th coordinate of ξi . Now put hi = (zj − aij )/aij . And let h = h1 × · · · × hl . Now obviously A ⊆ V (h). Then we have ht = eg on ∗ Y , for some polynomial e and natural number t. By construction h and g have limited coefficients. e should also have limited coefficients, otherwise ht /s = (e/s)g on ∗ Y where s is a coefficient appeared in e with maximum absolute value. Then o (ht /s) = 0 = o (e/s)o g on Y . But Y is irreducible, hence o (e/s) = 0 on Y . Now we can use the method by which we constructed g and reduce the number of monomials appeared in e. Then we get a new e with limited coefficients which satisfies o e 6= 0, ht = eg and o ht = o eo g. This is a contradiction, because o h is not zero at origin.
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Generic Points for Prime Ideals



Let Γ be the ring of analytic functions at origin (origin of Cn ). An important theorem in complex analysis says that every prime ideal of Γ has a generic 8



point in the halo of origin. We prove a similar theorem in the algebraic context. Theorem 5.1 Let X be an irreducible affine variety and x ∈ X. Then every prime ideal in the ring of regular functions at x has a generic point in the Zariski halo of x. Proof Let p be a prime ideal in OX,x , the ring of regular functions at x. Define: Af,g,U = {y ∈ U : U is open in X∧g(y) 6= 0∧f (y) = 0∧f, g are regular on U }. Using Nullstellensatz Af,g,U 6= ∅ where x ∈ U , f ∈ p and g ∈ / p. Similarly the collection {Af,g,U }x∈U,f ∈p,g∈p / has finite intersection property. Then there would be a ξ in the following set: \ ∗ Af,g,U . x∈U,f ∈p,g ∈p /



So ξ is a generic point for p and ξ ∈ zhX (x) . Thus, we deduce that the map π : zhX (x) −→ Spec(OX,x ) is surjective where π(ξ) = mξ , elements of OX,x vanishing at ξ. This map demonstrates how close zhX (x) and Spec(OX,x ) are. Theorem 5.2 With the hypotheses of the previous theorem we get: π −1 (VS (I)) = Vzh (I). in which I is an ideal of OX,x , VS (I) is the closed subset of Spec(OX,x ) defined by I and Vzh (I) is the zeros of I in zhX (x). Proof Let ξ ∈ zhX (x) and π(ξ) ∈ VS (I). Then obviously I ⊆ π(ξ), in other words every member of I vanishes at ξ. This shows that ξ is in the right side of the above equality. Conversely let ξ be in the right side of the equality then every member of I vanishes at ξ. This implies that I is contained in π(ξ) i.e ξ is in the left side of the equality. 9



In the analytic case the existence of the generic point is used to prove the Nullstellensatz theorem. That is if f, g1 , . . . , gl ∈ Γ and V (g1 , . . . , gl ) ⊆ V (f ) then some power of f should be in the ideal generated by gi ’s [R1, sect. 4]. In [R1, th.5.1] the existence of a generic point was proved for infinite dimensional spaces CΛ , in which Λ is an arbitrary infinite set. Robinson used the previous result to deduce Nullstellensatz in this case [R1, th.5.3]. Unfortunately, his prove is erroneous. Now we indicate the gap.



Analysis of Robinson’s Proof. Let Γ be the set of cylindrical analytic functions in the origin of CΛ each one depending only on a finite number of variables. Let A ⊆ Γ be such that V (A) ⊆ V (f ) in a neighborhood of origin. If no power of f is in < A > then there is a prime ideal, say P containing A and not f . P has a generic point in the halo of origin, say ξ. Robinson concludes that f is zero at ξ because V (A) ⊆ V (f ) in a neighborhood of origin like U . But this is not true. Consider: (∀x ∈ U )((∀h ∈ A)h(x) = 0 −→ f (x) = 0). and by transfer: (∀x ∈ ∗ U )((∀h ∈ ∗ A)h(x) = 0 −→ ∗ f (x) = 0). This formula is true but it is different from: (∀x ∈ ∗ U )((∀h ∈ im A)h(x) = 0 −→ ∗ f (x) = 0). which is a wrong formula Robinson applied to ξ. Counter-Example 5.3 Let Λ = C, ha = za (z0 − a) − 1, A = {ha : a ∈ C and a 6= 0} and f = z0 in which za is a variable indexed by a. Then V (A) ⊆ V (f ) and no power of f is in < A >. Let ξ ∈ V (A), then z0 (ξ) = 0 because for every nonzero a ∈ C, ha (ξ) = za (ξ)(z0 (ξ) − a) − 1 = 0 and then z0 (ξ) − a is nonzero. Hence za (ξ) = 1/(z0 (ξ) − a) = 1/(−a). This means that V (A) =P{ξ}. Clearly ξ ∈ V (z0 ). But if a power of z0 , say z0l , be in < A > then z0l = ti=1 ei hai where hai ∈ A. Now we can find a point at which all hai ’s are zero and z0 is not. But this is a contradiction. Then no power of z0 is in < A >.
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Varieties of Infinite Dimensions



The previous section demonstrates some peculiar features of varieties of infinite dimensions. In this section at first we show that Nullstellensatz does not hold in infinite dimensional algebraic geometry as well as in infinite dimensional complex analysis. Counter-Example 6.1 There is a set Λ and a proper ideal J in S, the ring of polynomials over C in variables indexed by Λ, such that V (J) = ∅. Let Λ = C ∪ {C}, ha = za (z0 − a) − 1 for a 6= 0 in C and hC = zC z0 − 1. Let J be the ideal generated by all these functions in S. Then V (J) = ∅. If J = S then there are a1 , . . . , al (al can be C) and f1 , . . . , fl such that l X



fi hai = 1.



i=1



Now consider all variables which occur in this formula and let R be the ring of polynomials in these variables over C and Cm the corresponding affine space. Then the ideal generated by ha1 , . . . , hal in R, is R itself. That is V (J) = ∅ in Cm . This is not possible, because we can find a point in Cm at which all hai ’s are zero. But right side of the above equation would not be zero at that point. Fortunately this is not the end of the story. We prove a complete version of Nullstellensatz similar to the finite dimensions, in the particular case of Λ = N. Let S be the ring C[z1 , z2 , . . . ]. Definition 6.2 Let X ⊆ CN . We say X is an affine variety in CN if X = V (J) for some ideal J of S and we call C[X] = S/I(X) the ring of regular functions on X. Similarly the field of fractions of C[X] denoted by C(X) is called the field of rational functions on X. Theorem 6.3 Let M be a maximal ideal of S. Then V (M) 6= ∅. Proof If for every n ∈ N there be a an ∈ C such that zn − an ∈ M then M =< zn − an >n∈N , because < zn − an >n∈N is a maximal ideal of S. Hence V (M) = {(an )n∈N }. Now suppose there is a n ∈ N such that zn − a ∈ / M for any a ∈ C. For simplicity we can take n = 1. Now let Si = C[z1 , . . . , zi ] and Mi the contraction of M in Si . Mi is a prime ideal in Si but our goal is to 11



prove that it is also a maximal ideal. Let Yi = V (Mi ) in Ci . Then by our hypothesis Y1 = C, i.e M1 = 0. For every i we have a projection: πi : Yi −→ C. Where πi (y1 , . . . , yi ) = y1 . Every member ofSS is a polynomial with a finite number of variables occurred in it. Then Mi = M. By a theorem in algebraic geometry [SH, ch. I,§5,th.6] πi (Yi ) is open in C or a point in it. If πi (Yi ) is just a point for some i, say b, then z1 − b ∈ Mi which is a contradiction. If all πi (Yi ) are open, let x ∈ C. Then there is a h ∈ S such that 1 − h(z1 − x) ∈ M and then 1 − h(z1 − x) ∈ Mj for some j. x can’t be in πj (Yj ) because 1 − h(z1 − x) doesn’t vanish at any point where its coordinate corresponding to 1 is x. This proves the following equality: C=



∞ [



C \ πi (Yi ).



i=1



which is impossible. This theorem shows that every proper ideal of S at least has a zero in CN . Corollary 6.4 An ideal M in S is maximal iff it is as < zi − ai >i∈N for some ai ∈ C. In the proof of the previous theorem we haven’t used any specific property of C, we have just used that it is algebraically closed and uncountable. So Corollary 6.5 The theorem holds if we replace C by any uncountable algebraically closed field k. Now we look at other parts of Nullstellensatz. Theorem 6.6 Let J be an ideal in S, then I(V (J)) =



√



J.



Proof One inclusion is obvious. Put T = CN and let V (J) ⊆ V (g) where g ∈ S. Now we consider a new space of the same shape, say W = C × T . We will have a new variable like z0 and a new coordinate corresponding to it (note that 0 ∈ / N in this work). Consider the ideal J+ = J+ < 1 − z0 g > 12



in the ring S[z0 ]. J+ has no zero in W , so J+ = S[z0 ]. Hence there are h0 , h1 , . . . , hl in S[z0 ] and f1 , . . . , fl in J for which we have: l X



hi fi + h0 (1 − z0 g) = 1.



i=1



Now we can put z0 = 1/g and conclude that either J = S or some power of g is in J. Corollary 6.7 Let J1 , J2 be ideals in S then we have the following: (i) V (J1 J2 ) = V (J1 ∩ J2 ) = V (J1 ) ∪ V (J2 ); (ii) V (J1 + J2 ) = V (J1 ) ∩ V (J2 ); (iii)



√



J1 is prime iff V (J1 ) is irreducible.



Proof Standard. Definition 6.8 Let φ : X −→ Y be a map in which X and Y are affine varieties. φ is a regular map if φ = (φ1 , φ2 , . . . ) in which φi is a regular function on X. Similarly if all φi are rationals on X and φ(Dom(φ)) ⊆ Y , φ is called a rational map. It is easy to check that, there is an equivalence between the category of affine varieties over C (as defined in 4.2) and the category of reduced countably generated C-algebras. It is not obvious that every rational map has a nonempty domain. Theorem 6.9 Dom(φ) 6= ∅ for any rational map φ : X −→ Y . Proof Let φ = (φ1 , φ2 , . . . ), φi = gi /fi and T = CN . It is sufficient to prove that there is a point at which none of fi ’s vanishes. Suppose there is no such point i.e. ∞ [ V (fi ) = CN . i=1
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Now let W = C × C × C × C . . . . We define a coordinate system on W such that the (2i − 1)th component in it is same as the ith component of T i.e we associate the variable zi to the component with number 2i − 1, and the variable wi to the 2ith component. Now consider the set: A = {1 − wi fi : i ∈ N}. This set has no zero in W . Then by theorem 5.3, < A >= C[z1 , w1 , z2 , w2 , . . . ] and hence there are h1 , . . . , hl in C[z1 , w1 , z2 , w2 , . . . ] such that: l X



hj (1 − wij fij ) = 1.



j=1



But this is a contradiction because we know that there is some ξ ∈ T such that fij (ξ) 6= 0 for 1 ≤ j ≤ l. By putting wij (ξ) = 1/fij (ξ) we get a point at which all (1 − wij fij ) are zero. Corollary 6.10 Neither CN or Cn (n is finite) is the union of a countable set of proper subvarieties. S We just proved it for CN . Suppose that Cn = ∞ i=1 V (fi ) in which fi is in N C[z1 , . . . , zn ]. Now extend it to C and we get the result. Let SN = C[z1 , z2 , . . . ] and Si = C[z1 , . . . , zi ]. We have inclusions when n < m: Sn −→ SN Sn −→ Sm and by transfer we have ∗



Sn −→ ∗ SN



∗



Sn −→ SN



in which SN = C[z1 , . . . , zN ] is the set of internal polynomials over ∗ C in variables z1 , . . . , zN with an unlimited hypernatural number N . Now let J be an ideal in SN , Jn its contraction in Sn and JN the corresponding internal ideal in SN . We have the following diagram: 14



Sn ∗







Sn



αn,N



αn,N



/ SN  /S N



∗







SN



−1 By using transfer we can see that αn,N (JN ) = ∗ Jn , for all n ∈ N. And −1 then αN,N (JN ) = J.
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Enlargement of Commutative Rings



In this section we study the enlargement of commutative rings, especially Noetherian rings. In the theory of commutative rings localization and completion of rings and modules have some typical properties like preserving exactness of sequences and their closed relation with tensor product. That is, if R is Noetherian ring, p a prime ideal and M is a finitely generated R-module then we have: Mp ' Rp ⊗R M. c'R b ⊗R M. M We prove similar properties of enlargement of modules. As usual we denote the enlargement of R and M as ∗ R and ∗ M . For any ideal √ I of R we have two notions of radical of ∗ I in the ring ∗ R. One is the usual ∗ I when we√consider ∗ R as a ring and another is the √ internal notion of radical, say int ∗ I which is exactly the enlargement of I i.e. int √∗



√ I = ∗ I.



Similarly we have the same situation for many other notions. From now on we work with a Noetherian commutative ring R. Theorem 7.1 For any ideal I in R we have: ∗



min(I) = minint (∗ I) = min(∗ I). 15



Proof R is Noetherian then min(I) is a finite set, say {p1 , . . . , pl }. Then it is its own enlargement. Now let q be a prime ideal in ∗ R containing ∗ I. Hence its contraction qc in R is a prime ideal containing I. There is some j such that pj ⊆ qc . Then ∗ pj ⊆ q. This implies the equalities. It can also easily be proved that ∗ J(R) = J(∗ R) where J(R) is the Jacobson radical of R and similarly J(∗ R) is the Jacobson radical of ∗ R. Corollary 7.2 √ √∗ . int ∗ (i) I= I and nilint (∗ R) = ∗ nil(R) = nil(∗ R); (ii) q is p-primary iff ∗ q is ∗ p-primary iff ∗ q is internally ∗ p-primary. Let φ : M −→ N be a homeomorphism of R-modules. Then Lemma 7.3 (i) ker∗ φ = ∗ kerφ; (ii) im∗ φ = ∗ imφ.



Proof (i) (∀m ∈ M )(m ∈ ker φ ←→ φ(m) = 0). and by transfer: (∀m ∈ ∗ M )(m ∈ ∗ ker φ ←→ ∗ φ(m) = 0). (ii) Use a similar formula. Corollary 7.4 Let M, N, L and K be R-modules. Then (i) 0 −→ N −→ M −→ K −→ 0 is exact iff 0 −→ ∗ N −→ ∗ M −→ ∗ K −→ 0 is exact; (ii) ∗ M/∗ K = ∗ (M/K); Lemma 7.5 ∗ R is a faithfully flat R-algebra. Proof By [B,ch. I,§2,no 11] ∗ R is a faithfully flat R-algebra iff for any ∗ maximal ideal m R, m∗ R 6= ∗ R and any solution of an R-homogeneous Pin l linear equation i=1 ai Yi = 0 in ∗ Rl is an ∗ R linear combination of solutions in Rl . Let m be any maximal ideal of R. Since R is Noetherian, m∗ R = ∗ m, then 16



m∗ R 6= ∗ R. P Now let f = li=1 ai Yi = 0 be an R-homogeneous linear equation. Let A be the module of solutions to f in Rl . A is an R-submodule of Rl . Since R is Noetherian then A is finitely generated, say A =< β1 , . . . , βc >. Then we have: l c X X (∀x1 , . . . , xl ∈ R)[ ai xi = 0 ←→ (∃r1 , . . . , rc ∈ R)(x1 , . . . , xl ) = ri βi ]. i=1



i=1



and using transfer: l c X X ∗ (∀x1 , . . . , xl ∈ R)[ ai xi = 0 ←→ (∃r1 , . . . , rc ∈ R)(x1 , . . . , xl ) = ri βi ]. ∗



i=1



i=1



This proves that ∗ R is R-flat, and then faithfully flat R-algebra. Let M be a finitely generated R-module. Define a bilinear function ω : M × ∗ R −→ ∗ M such that ω(m, r) = rm. This induces a unique R-homomorphism ∗



∗



ΩM : M ⊗R R −→ M ,



t t X X ΩM ( ai (mi ⊗ ri )) = ai r i m i . i=1



i=1



where ai ∈ R, mi ∈ M and ri ∈ ∗ R. Clearly Ω is surjective. Theorem 7.6 ΩM is an isomorphism. Proof We first assume that M is a free module, say M = Rs . Let {e1 , . . . , es } ∗ be P a basis for M over R. Then every element of M Ps⊗R R can be written s as i=1 ai (ei ⊗ ri ) and its image under ΩM will be i=1 ai ri ei . Now assume P s i=1 ai ri ei = 0. By transfer all ai ri should be zero. This proves the theorem when M is free. Now in the general case, there is an l and a surjective homomorphism from Rl to M . Let K be the kernel of this homomorphism. Then we get an exact sequence of R-modules: 0 −→ K −→ Rl −→ M −→ 0. 17



and so 0 −→ ∗ K −→ ∗ Rl −→ ∗ M −→ 0. And also by flatness of ∗ R we have: 0 −→ K ⊗R ∗ R −→ Rl ⊗R ∗ R −→ M ⊗R ∗ R −→ 0. Now the maps Ω, namely ΩK , ΩRl and ΩM give us vertical homomorphisms between the two exact sequences: 0



/ K ⊗ ∗R R



λ



/ Rl ⊗ ∗ R R



0



 / ∗K



α



 / ∗ Rl



γ



β



/ M ⊗ ∗R R



/0



 / ∗M



/0



Suppose ΩM (a) = 0. There is b such that γ(b) = a. And let ΩRl (b) = c. By commutativity of the diagram β(c) = 0. Hence there is d such that α(d) = c. ΩK is surjective then there is e such that ΩK (e) = d. Then ΩRl λ(e) = c. But ΩRl is an isomorphism, then λ(e) = b. And by exactness γ(b) = γλ(e) = 0. This shows that ΩM is an isomorphism of R-modules. This completes the proof. We can consider M ⊗R ∗ R as a ∗ R-module. ΩM is also ∗ R-homomorphism and then it is a ∗ R-isomorphism. By [B, ch. IV,§2.6,th.2] we have Ass∗ R ∗ M = Ass∗ R (M ⊗R ∗ R) = {∗ p : p ∈ AssR M }. Corollary 7.7 Ass∗ R ∗ M = ∗ AssR M . By [VS,th1.1] we can say that (as a particular case) T = ∗ C[z1 , . . . , zm ] is a faithfully flat S = (∗ C)[z1 , . . . , zm ]-algebra. By lemma 6.6, T is also a faithfully flat R = C[z1 , . . . , zm ]-algebra: SO γ



R



β



/T �? � α � �� ��



18



Now let J be an ideal of R. (JS)T = ∗ J and let J1 = γ −1 (JS). By flatness of β, β −1 (∗ J) = JS, hence γ −1 [β −1 (∗ J)] = J1 . On the other hand by flatness of α, α−1 (∗ J) = J, then we conclude that γ −1 (JS) = J. Then we get another diagram:



γ



β



/ T /∗ J ; w α www w ww ww



S/JS O R/J



Corollary 7.8 J is prime iff JS is prime. If J be a radical ideal. Then JS and ∗ J are also radical. These ideals correspondingly define closed subsets Y√(in Cm ), ∗ Y∗ C (in ∗ Cm ∗C) √ √ ∗ ∗ ∗ m and Y (in C ). Moreover R/ J, S/ JS and T / J are their coordinate rings. Now using the previous corollary we get Corollary 7.9 ∗ Y is irreducible iff ∗ Y∗ C is irreducible iff ∗ Y is internally irreducible. References: AM M.F.Atiyah, I.G.Macdonald; Introduction to Commutative Algebra, Addison-Wesley,1969. B N.Bourbaki, Elements of Mathematics, Commutative Algebra. Herman 1972. DD F.Diener, M.Diener; Nonstandard Analysis in Practice, Springer-Verlag 1995.
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R1 A.Robinson; Germs, Applications of Model Theory to Algebra, Analysis, and Probability (ed.W.A.J.Luxemburg) New York, etc. 1969 pp. 138-149. R2 A.Robinson; Enlarged Sheaves, Lecture Notes in Mathematics 369, pp. 249-260 Springer-Verlag 1974. R3 A.Robinson; Nonstandard Analysis, North-Holland,1974. Sh I.Shafarevich; Basic Algebraic Geomerty. Springer-Verlag,1972. VS L.Van den Dries, K.Schmidt; Bounds in the theory of polynomial rings over fields, A nonstandard approach.Inventiones mathematicae, SpringerVerlag, 1984.



20



























[image: ALGEBRAIC GEOMETRY 1. Introduction Algebraic ...]
ALGEBRAIC GEOMETRY 1. Introduction Algebraic ...












[image: Real Elements in Algebraic Groups]
Real Elements in Algebraic Groups












[image: WHAT HAS ALGEBRAIC GEOMETRY TO DO WITH ...]
WHAT HAS ALGEBRAIC GEOMETRY TO DO WITH ...












[image: elements of differential geometry millman pdf]
elements of differential geometry millman pdf












[image: A Nonstandard Counterpart of DNR]
A Nonstandard Counterpart of DNR












[image: Automatic Verification of Algebraic Transformations]
Automatic Verification of Algebraic Transformations












[image: Foundations of Algebraic Coding Theory]
Foundations of Algebraic Coding Theory












[image: pdf-1424\using-algebraic-geometry-by-david-a-cox-john-little-donal ...]
pdf-1424\using-algebraic-geometry-by-david-a-cox-john-little-donal ...












[image: Nonstandard counterparts of several weak axioms]
Nonstandard counterparts of several weak axioms












[image: Nonstandard Numerical Integrations of A Lotka-Volterra System 1 ...]
Nonstandard Numerical Integrations of A Lotka-Volterra System 1 ...












[image: algebraic construction of parsing schemata]
algebraic construction of parsing schemata












[image: algebraic construction of parsing schemata]
algebraic construction of parsing schemata












[image: algebraic curves]
algebraic curves












[image: A Nonstandard Standardization Theorem]
A Nonstandard Standardization Theorem












[image: A Nonstandard Standardization Theorem]
A Nonstandard Standardization Theorem












[image: Algebraic inquisitive semantics]
Algebraic inquisitive semantics












[image: Real Algebraic Manifolds]
Real Algebraic Manifolds












[image: Algebraic solutions of the sixth PainlevÃ© equation]
Algebraic solutions of the sixth PainlevÃ© equation















Elements of Nonstandard Algebraic Geometry






techniques of nonstandard mathematics. Contents. 1 Introduction. 2. 2 List of Notation ..... the collection {Af,g,U }xâˆˆU,fâˆˆp,g /âˆˆp has finite intersection property. 






 Download PDF 



















 195KB Sizes
 4 Downloads
 329 Views








 Report























Recommend Documents







[image: alt]





ALGEBRAIC GEOMETRY 1. Introduction Algebraic ... 

An affine variety is an irreducible affine algebraic set. Definition 2.6. Let X âŠ† An be an affine algebraic set. The ideal IX of X is defined as. IX = {f âˆˆ k[T1,Â·Â·Â· ,Tn] ...














[image: alt]





Real Elements in Algebraic Groups 

Examples: GLn,SLn,Dn (non-singular diagonal matrices), Tn. (upper triangular matrices in GLn), Un (unipotent upper triangular matrices), On, SOn, Spn, elliptic curves etc. An algebraic group G is called a linear algebraic group if the underlying vari














[image: alt]





WHAT HAS ALGEBRAIC GEOMETRY TO DO WITH ... 

An element x âˆˆ Pn will be described by its homogeneous coor- ... projective space are only well defined up to scale, only homogeneous polynomials have a ...














[image: alt]





elements of differential geometry millman pdf 

elements of differential geometry millman pdf. elements of differential geometry millman pdf. Open. Extract. Open with. Sign In. Main menu. Displaying elements ...














[image: alt]





A Nonstandard Counterpart of DNR 

Definition M0 âŠ‚d M1 iff M0 âŠ‚Ï‰ M1 and. (âˆ€AâˆˆSM1. )(âˆƒfâˆˆSM0. )[M1 |=f is dnr(A)]. Recall the following theorem holds,. Given any inf. rec. binary tree T and f:dnr ...














[image: alt]





Automatic Verification of Algebraic Transformations 

restructuring transformations are called global data-flow transformations. In our earlier work [2], we have presented an intra- procedural method for showing the ...














[image: alt]





Foundations of Algebraic Coding Theory 

Dec 28, 2013 - Coding theory began in the late 1940s, together with the development of electronic commu- nication and computing. In fact, it is possible to pinpoint the moment of its birth exactly, namely the publication of Claude Shannon's landmark 














[image: alt]





pdf-1424\using-algebraic-geometry-by-david-a-cox-john-little-donal ... 

pdf-1424\using-algebraic-geometry-by-david-a-cox-john-little-donal-oshea.pdf. pdf-1424\using-algebraic-geometry-by-david-a-cox-john-little-donal-oshea.pdf.














[image: alt]





Nonstandard counterparts of several weak axioms 

Ss: range of Xs,Ys,..., subsets of N. S ... Vs = (Ms,Ss;0s,1s,. ...... ERNA. J. Symbolic Logic 73 (2):689â€“710, 2008. H. Jerome Keisler, Nonstandard arithmetic and ...














[image: alt]





Nonstandard Numerical Integrations of A Lotka-Volterra System 1 ... 

Keywords: Lotka-Voltera model, predator and prey system, nonstandard in- tegration ... also show that solutions form a closed trajectories in (y, x) and (y, z) phase .... System Design, Kohala Coast-Island of Hawai'i, Hawai'i, USA, August 22-.














[image: alt]





algebraic construction of parsing schemata 

Abstract. We propose an algebraic method for the design of tabular parsing algorithms which uses parsing schemata [7]. The parsing strategy is expressed in a tree algebra. A parsing schema is derived from the tree algebra by means of algebraic operat














[image: alt]





algebraic construction of parsing schemata 

matics of Language (MOL 6), pages 143â€“158, Orlando, Florida, USA, July 1999. ... In Masaru Tomita, editor, Current Issues in Parsing Technology, pages ...














[image: alt]





algebraic curves 

Jan 28, 2008 - The image of F under ËœÏ• is written F(s1,...,sn). The ring R[X1,... ..... So any algebraic set V may be written as V = V1 âˆªÂ·Â·Â·âˆªVm, Vi irreducible. To.














[image: alt]





A Nonstandard Standardization Theorem 

RÏƒ(k). â†’ s with respect to an order â‰º (typically the left-to-right order). ... Reduce the leftmost redex at each step ... Dynamically: small-step operational semantics.














[image: alt]





A Nonstandard Standardization Theorem 

used to prove a left-to-right standardization theorem for the cal- culus with ES .... affect the final result nor the length of evaluation sequences (tech- nically, LHR ...














[image: alt]





Algebraic inquisitive semantics 

Feb 17, 2012 - inquisitive semantics for the language of first-order logic by associating ..... D and a world-dependent interpretation function Iw that maps ev-.














[image: alt]





Real Algebraic Manifolds 

May 18, 2006 - We define a real algebraic manifold as a closed analytic manifold JT ..... portion, which is clearly a sheet, of the variety defined by the system ().














[image: alt]





Algebraic solutions of the sixth PainlevÃ© equation 

Jul 31, 2009 - Algebraic solutions of the sixth PainlevÃ© equation .... analytic continuation induces an action of the pure braid group P3 on the space. M = G3/G ...


























×
Report Elements of Nonstandard Algebraic Geometry





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















