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Noniterative Interpolation-Based Super-Resolution Minimizing Aliasing in the Reconstructed Image Alfonso Sánchez-Beato and Gonzalo Pajares, Member, IEEE Abstract—Super-resolution (SR) techniques produce a high-resolution image from a set of low-resolution undersampled images. In this paper, we propose a new method for super-resolution that uses sampling theory concepts to derive a noniterative SR algorithm. We first raise the issue of the validity of the data model usually assumed in SR, pointing out that it imposes a band-limited reconstructed image plus a certain type of noise. We propose a sampling theory framework with a prefiltering step that allows us to work with more general data models and also a specific new method for SR that uses Delaunay triangulation and B-splines to build the super-resolved image. The proposed method is noniterative and well posed. We prove its effectiveness against traditional iterative and noniterative SR methods on synthetic and real data. Additionally, we also prove that we can first solve the interpolation problem and then make the deblurring not only when the motion is translational but also when there are rotations and shifts and the imaging system Point Spread Function (PSF) is rotationally symmetric. Index Terms—Image reconstruction, inverse problem, nonuniform sampling, super-resolution.



I. INTRODUCTION UPER-RESOLUTION (SR) is a signal processing technique that creates images of bigger resolution and better quality (high-resolution images, HR) from a series of images of small resolution and low quality (low-resolution images, LR). This problem has been vastly treated in the literature [1]–[14]. To achieve Super-Resolution there are a few smaller tasks that must be resolved: registration as a first step, interpolation, and restoration (which includes noise reduction and deblurring). Some approaches [1], [2] treat SR as a global problem where all these tasks are solved together, which in general makes it a computationally expensive problem. The most common way of achieving SR is separating it in two problems: first the registration is performed and then interpolation and restoration problems are addressed [3]–[7]. In this paper, we will concentrate on super-resolution as an interpolation problem. This approach has been taken in [8], where a Delaunay triangulation method was adopted or in [9], where polynomial approximations are used to describe locally the HR image we want to find. The proposed method differs from these two on the backing
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we look for in sampling theory. Our objective is to show that the discrete approach commonly adopted for SR, like the one in [10], implicitly assumes a data model that is not always valid and we provide a more general data model that works independently of the bandwidth of the imaging system. We can cite as related with a sampling theory approach the first proposed methods for SR [11] and [12], which were based on the shifting property of the Fourier transform, but were valid only for translational motion models. There have also been methods based on the generalized sampling expansion theorem [15] by Papoulis or its simplified form by Brown [16], like [13] or [14], but the former was valid only for translational motion and the latter assumes a band-limited HR image as most SR methods. Recently, a generalization of the Papoulis–Brown theorem to the multidimensional non bandlimited case has been done by Ahuja and Bose [17]. The method we propose is valid for any motion model and allows a more general data model than the one implicitly assumed by other methods. The main contribution of this paper is a change of the commonly assumed data model for Super-Resolution using sampling theory. We propose a framework that employs the usual anti-aliasing prefilter to orthogonally project the input signal on the desired space that we define with a Riesz basis. In particular, we use Delaunay triangulation and a B-spline basis to define a practical SR algorithm. We demonstrate the effectiveness of this method with synthetic and real data experiments alike. Additionally, we extend the result that allows interchangeability of the warping and blurring operators for translational movement to rotation and shift for rotationally symmetrical Point Spread Function (PSF). The rest of the paper is organized as follows. Section II explains the weaknesses of the usually assumed data model for Super-Resolution. In Section III, we develop a sampling theorybased approach for the SR problem. Section IV proposes a concrete algorithm for SR within the proposed framework. In Section V, the proposed method is tested with synthetic and real data experiments and the results are compared with competing approaches. Finally, the conclusions are drawn in Section VI. II. DATA MODEL Usually (as in [10], for instance), the image formation process for low-resolution measured images has been modeled with the equation (1) where is a vector with the low-resolution pixels from the th low-resolution image, contains the pixels from the high-resocomes from an additive noise process. lution image and
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is the geometric motion operator between the HR and the varmodels the blurring due to the PSF ious LR frames, whereas is the down-sampling operator. of the imaging system and It is important to recall that (1) is an approximation of the continuous model (2) which we have slightly modified from the one in [3]. In this equation, is the continuous image that we want to obtain, is an operator that produces the geometric warping of the image, is the PSF of the sensor, denotes a convolution, and is the down-sampling operator. The discrete function is composed by the pixels of the th measured low-resolution image and is the additive noise. To pass from (2) to (1), we discretize the HR image, in practice limiting its bandwidth. If is the sampling of with period in the abscissas and in the ordinates it implies that the least squares solution to (1) is optimal when the input sequence comes from and plus an image that is bandlimited within frequencies Gaussian white noise. If the continuous image has information at higher frequencies, we do not follow the data model for which the least squares solution to (1) is optimal anymore. This happens also when we solve it in an ML (maximum likelihood) sense adopting a norm different from : for instance, for the norm we would assume a data model composed of a bandlimited function plus Laplacian noise [6]. This mismatch between the input data and the model translates to the presence of aliasing artifacts due to the undersampling of the HR image, as we will see in later sections. The diffraction limit determines the maximum bandwidth of an optical system, so we could just increase the sampling rate of until we include all possible information, but this is not always practical. We do not always know all the characteristics of the imaging system we are dealing with or the diffraction limit is too high and it is computationally too expensive for calculating such a big HR image. In those cases we must be careful with the optimality of ML or maximum a posteriori (MAP) solutions to (1) like those proposed in [6]. III. SAMPLING THEORY INTERPRETATION Our goal is to find a solution to (2) that is more flexible with the data model, valid for different noise types and imaging system bandwidths. The first thing we will do is to simplify the model converting it in an interpolation problem. To do so, we with need to interchange the warping/interpolation function the convolution with the PSF, so we can solve first the interpolation problem and then make the deconvolution. In [5] it was and of (1) can change its application established that order for translational movement. We will extend that result for the continuous (2), establishing that and the convolution with can be interchanged when: 1) the movement is translational. This fact was already wellknown and can be found in [12] and [13]; 2) the movement is a rotation plus a shift and the blurring operator presents radial symmetry, that is, ; we prove this in the Appendix. These results let us interchange blurring and interpolation operators with certain confidence, as most movements in a video



sequence for temporally near frames can be represented as rotations and translations. Additionally, most times the PSF is supposed to have radial symmetry ([5] and [6], for instance, assume a Gaussian PSF for synthetic and nonsynthetic experiments alike). Although this is not always true for modern cameras, where the influence of the photon integration surface in the total PSF is usually more important than that of the optical PSF, that does not make a big difference for small rotations. Therefore, for the rest of the paper, will represent the blurred image before translations and rotations. We will also make the reasonand for all frames, as able assumption of the equality of we suppose them captured with the same imaging system. . This maNow we will draw our attention to the operator trix resamples the original HR image into another rectangular grid where some of the pixels coincide with the th LR image that is finally formed. The way we perform this resampling or interpolation depends on the sampling model we have chosen. We must choose a basis to represent the signal. If it is, for instance, the tensor product of the sinc function, then each low-resolution pixel could be expressed as (without losing generality we will ) assume



where



are the coordinates of the pixel in the HR grid and and are the size of the HR image in the and directions, respectively. This equation states that the measured pixels are a linear combination of the weighted basis functions at the low-resolution pixel location and is valid for the registration models that allow the interchange of the blurring and warping operators. In fact, the different coefficients that multiply for a given pixel can be seen as the result of the multiplication of the matrices and once we have displaced to the right . We can generalize the sampling model assuming that belongs to the space of square-integrable functions . The HR image we finally calculate, , is the projection of on the space defined by the Riesz basis [18], that is



The approximation of in minimizing the distance



with minimum error is obtained (3)



The optimal solution to (3) is (see [18])



where the ’s are the dual basis functions of the ’s. These functions are called the analysis and synthesis functions, respectively, and they fulfill the biorthogonality condition
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Fig. 1. Standard three-step sampling paradigm.



In the case of the sinc basis functions, the analysis and synthesis functions coincide and the biorthogonality condition translates to an orthogonality condition among the shifted sinc functions. we can, instead of minimizing To find the coefficients (3), follow the equivalent sampling process that can be seen in Fig. 1. We apply a prefiltering step, using the analysis functions, that orthogonally projects the input onto the space and next we sample the output of the filter, obtaining the coeffi. These coefficients will be used to obtain the recients constructed signal that is the solution to (3), filtering with the synthesis functions. This is the approach we will follow in our method. The important thing to note here is that we introduce an anti-alias prefilter that no other SR method has used before and that produces an optimal solution to (3). IV. PROPOSED ALGORITHM In this section, we propose a method that fits in the previously described sampling paradigm. We first build a continuous function using Delaunay triangulation and then we project it on the space of polynomial splines of degree , using a B-spline basis. A. Prefiltering Using B-Spline Basis We face the following dilemma: we need the continuous image to project it on the chosen space of representable signals, but we only have the samples from the low-resolution images. We also want to make sure that the projection we apply is orthogonal to , which implies that we must apply a prefiltering step. To solve this problem we will try to find an approximation of the continuous (and noisy) function using the available measured pixels. The ideal solution would be to use radial basis functions (RBF, see [19]), which are functions centered in the sampling points that satisfy certain smoothness constraints in the built function. Unfortunately, the use of RBFs would lead to a very ill-conditioned and computationally expensive problem due to the unbounded nature of these functions. Instead, we will build using the Delaunay triangulation of the sampling points, which is a reasonable approximation when we have enough sampling points. Delaunay triangulations maximize the minimum angle of all the angles of the triangles in the triangulation. We will use it to make a triangulation of the low-resolution sampling points that we have and then build a piecewise linear function in two . If we dimensions. Each triangle will have an area have triangles, we will define the continuous function as , with
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where the constants are defined so that passes through all the low-resolution pixel values we have. This can be considered a first order approximation of in an irregular grid. Delaunay triangulation has already been used by [8] for super-resolution, but just sampling the built function without the prefiltering step. Now we must choose a basis to project . The sinc function has the disadvantage of its infinite support and a low decay rate ). B-splines provide a good approximation of the sinc (with behavior [20], have compact support and an explicit expression (see [21] for an analysis that concludes that B-spline basis are the most suitable basis for SR). For 1-D functions, that means of continuous funcprojecting the function on the space tions that are equal to a polynomial of degree on each interval . The period will approximately determine the maximum representable frequency in the HR image, as space rapidly converges to the band-limited space with the as increases. maximum representable frequency , and that is the Measured in the HR grid, we will have convention we will follow in the following formulae. If we adopt the B-splines of order as basis functions for , we have



In [22], the prefiltering for B-splines of order is carried out in three steps. 1) A convolution between the input signal and the continuous is performed. kernel 2) The resulting function is sampled to provide the discrete . sequence 3) Finally, we do a discrete filtering using a direct B-spline . filter of order The first and second steps can be performed jointly. That is done calculating the continuous convolution, sampled at the , which is points (4) As the B-splines are piecewise polynomial and is piecewise linear, we can solve (4) analytically integrating it in the intersection of the differentiable areas of both functions. We can easily split the B-spline functions in the areas where they are defined by polynomials. For instance, for the centered linear B-spline



we can develop it as



. That is, we have two integration areas different from zero defined by polynomials. The expression of the tensor product of two linear B-splines would produce four areas in the plane where the function will be defined as a polynomial different from zero. In general, for the tensor product of two B-splines areas. We will name the of order , we will define , with polynomial in these areas
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expression. Equation (5) can be efficiently implemented first reserving memory for the coefficients and setting it to zero and then running through all the triangles in the triangulation, adding for each triangle its contribution to different coefficients. coefficients we can perform the third Once we have the samples step of the prefiltering. We have to calculate the finding the B-spline coefficients of order for the data . This can be done using a very fast recursive digital filter as explained in [23]. B. Implementation for Cubic B-Splines



Fig. 2. Integration areas for (5) for a quadratic B-spline. There are nine integration areas with different polynomials. The figure shows how one triangle intersects with the integration area of B and the intersection is divided in two strips. The equations for the limiting lines for one of them are also shown.



In the experiments we have used a cubic B-spline, which has a good tradeoff between computational complexity and close behavior to the sampling system constructed when we use as basis shifted sinc functions. Its representation is



. increasing as we move first increasing and then increasing . In Fig. 2, we can see an example for B-splines of order two. has There are nine squares for which the function different polynomials. For each of these squares we calculate the intersection with the Delaunay triangles. Once we have that polygon (for instance, the dark area in Fig. 2), we will divide it in strips always defined by four lines, where two of them will be constant values of . The intersection of those lines will define the final integration area. For each B-spline polynomial and each coefficient we will define an index set that will contain the indexes to the triangles that have is a part of its area within the area where defined. For each triangle with , we will have strips defined by the lines , and , with and being the . In the case of the polygon in the figure, 4-tuple we would integrate two strips with different delimiting lines. In the general case, what we have is (5), shown at the bottom of the page, which can be calculated analytically to obtain a and . After polynomial in function of obtaining these expressions for each , we can easily find the contribution of a triangle for a certain coefficient just finding the integration strips and substituting the parameters in the



We have used (5) to find the expressions needed to calculate the coefficients, obtaining quite complex polynomials that we will not reproduce here because of its lack of interest. coefficients, we need the impulse response To find the of the B-spline digital filter of order seven. This B-spline has -transform [see (6), shown at the bottom of the page], which can be implemented as two recursive filters, one causal and another one anti-causal, as explained in [23]. This kind of techniques have also been exploited for Gaussian filtering [24], [25]. has six real roots, three of them inside The denominator of the unit circle and the other three outside. The former will be included in the causal filter and the latter in the anti-causal one. Separating the denominator of (6) in its causal and anti-causal parts (the ’s are the coefficients that has the polynomial with roots in the unit circle and the ’s correspond to the polynomial with roots outside it), we have



(5)



(6)



SÁNCHEZ-BEATO AND PAJARES: NONITERATIVE INTERPOLATION-BASED SUPER-RESOLUTION



1821



Fig. 3. (a) Original image for experiment one, (b) a half resolution version, (c) a noisy and blurry LR image generated from (a), and (d) its cubic spline interpolation.



We can now obtain the recursive equations that implement the IIR filter



We will apply initially the first equation moving forwards to coefficients and then we will move backwards to find the obtain the final output of the filter using the second equation. For images, we must apply this filter once in the direction and once in the direction. This is possible because the filter is separable. V. EXPERIMENTS We will make three experiments to show the behavior of our approach, one of them with synthetic images, and two with real data taken with common low-end imaging systems. The first experiment will show the improvement in resolution for high frequencies that brings our method when the HR image has less resolution than what could be provided by the bandwidth of the imaging system. We will generate 20 low-resolution images from Fig. 3(a), downsampling the original by four. The LR images have been randomly shifted with shifts following a uniform distribution between zero and one pixels. These images are blurred with a Gaussian kernel with shape



with width parameter and finally white Gaussian noise is added until achieving a PSNR of 17 dB [as defined in (7)]. The presence of noise is mandatory to simulate SR, as there are theoretical limits in registration [26] that introduce it in real world SR. We have also generated an image with half the resolution of Fig. 3(a), which can be seen in Fig. 3(b). To generate this image we first apply a low-pass filter to the original image and then we downsample it, following a standard sampling process that minimizes the approximation error. In the experiment, we will use the low-resolution images to generate an HR image that multiplies the resolution by two, not reaching the resolution of the image that originated the LR sequence. This means that the usual SR methods will reconstruct an HR image following the incorrect assumption that the ground truth is band-limited to the frequencies determined by the reconstruction resolution. In Fig. 4, we can see the results. The MDSP software package from the University of California has been used for the shift and add method [5], the iterative MAP methods based on the and norms [6], and for the Zomet method [7]. No deblurring has been made in any case, that is, . The parameters of the different methods have been tuned to maximize the PSNR of the images, defined as



(7)
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Fig. 4. Super-resolved images for experiment one with SR factor 2: (a) Shift&Add, PSNR = 18:80 dB, (b) l with Tikhonov regularization, PSNR = 18:80 dB, (c) l with bilateral TV, PSNR = 18:64 dB, (d) Zomet method with Tikhonov regularization, PSNR = 18:79 dB, (e) Delaunay based method from [8], PSNR = 18:54 dB, and (f) our method, PSNR = 19:04 dB.



where we are comparing two images and of size . The reference image is Fig. 3(b). In Table I, we can see the values for the different parameters for the iterative methods (being the weight of the regularization prior and the step size for the gradient descent method) and the results of the experiment for all methods. Our method achieves the best PSNR among all tested algorithms. Besides that quantitative datum, it can be seen that the frequency resolution is greatly improved by our method comparing with the rest. The borders of the lines that converge to the center of the image present aliasing artifacts in all methods but in ours. Most methods have good performance against noise but are not able to erase the high-frequency artifacts. The method of Lertrattanapanich and Bose [8], also based on Delaunay triangulation, has a high sensitivity to noise, due to the direct sampling it makes of the function built with the triangulation. To prove that the artifacts that appear in Fig. 4 are due to aliasing and not to noise, we will reconstruct an HR image with the same resolution as the original image, multiplying by four the resolution of the LR images. In this case the SR image has the same bandwidth as the ground truth, and, therefore, the usual data model that assumes band-limited images up to the reconstruction resolution becomes true. We will compare our method with the iterative method with Tikhonov regularization. Again, the parameters of this method have been tuned to maximize the PSNR of the images. The parameters and the re-



TABLE I PARAMETER VALUES AND RESULTS FOR EXPERIMENT 1



sulting PSNR values can be seen in Table I. Now the PSNR is almost the same for both methods. In Fig. 5, the SR images are shown. The quality of both of them is similar, although some artifacts are still visible in the radii of the image for the method. For the second experiment we have taken a black and white video with a low-quality camera, a Nikon Coolpix 3100 with a resolution of 320 240 pixels. We have used 20 low-resolution frames for the experiment. For registering, we have applied the method proposed in [27], supposing a translational model. All the HR images obtained with the different methods have used the same motion vector and no deblurring has been made. Fig. 6 shows one of the low-resolution frames, its cubic spline interpolation and the result of applying our method doubling the res-
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Fig. 5. Super-resolved images for experiment one with SR factor 4: (a) l with Tikhonov regularization, PSNR = 20:26 dB, and (b) our method, PSNR = 20:35 dB.



Fig. 6. (a) LR frame from the sequence used in experiment two, (b) cubic spline interpolation of (a), and (c) SR frame obtained with our method.



olution. We can see a significant improvement of quality: more details are present in the HR image and some of the words that appear in the image are now readable. We have also compared with the same methods as in the previous experiment and the results can be seen in Fig. 7, where we have zoomed a little area of the HR images. It is clearly seen that the higher resolution that our projection method has in frequency is translated to clearer borders in the clock and to less visible artifacts in the letters that appear in the image. The iterative methods are not able to remove these aliasing artifacts and the Delaunay method from Lertrattanapanich shows noisier results and some artifacts. The , the gradient descent step weight of the regularization and the bilateral TV parameters for the iterative methods have been chosen to maximize the visual quality of the final HR images. In Table II, we can see the parameters finally used for the experiment. In the third experiment, we will show the applicability of our method to motion models with rotations and translations. The video sequence employed was captured with the same camera



as in the previous experiment under bad lighting conditions. We have used 12 LR frames, an SR factor of two, and the same registration method as in the previous experiment, but with parameters allowing rotations and shifts in the images. In Fig. 8, we can see two of the input LR images, the cubic spline interpolation of one of them and the SR image obtained by our method. It can be seen the improvement in the readability of the texts in the image and the drop of the image noise. VI. CONCLUSION This paper presents a new Super-Resolution method based on applying the anti-aliasing filter present in all sampling schemes. We raise the issue of the correctness of the data model that has been usually assumed in most SR approaches and propose a method that can handle more general data models, providing protection against aliasing in the HR images. We have shown in the experiments that this approach outperforms classical SR methods with synthetic and real data experiments. Another contribution of this paper is the proof that we can first solve the in-
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Fig. 7. Zoom of area of the experiment two sequence with different SR methods. (a) Cubic spline interpolation of one of the LR frames, (b) Shift&Add, (c) l with Tikhonov regularization, (d) l with bilateral TV, (e) Zomet method with Tikhonov regularization, (f) Delaunay based method from [8], and (g) our method.



TABLE II PARAMETER VALUES FOR EXPERIMENT 2



terpolation problem and then make the deblurring not only when the motion is translational but also when there are rotations and shifts and the imaging system PSF is rotationally symmetric. As a summary, we can enumerate the main advantages of the proposed method. 1) It prevents the presence of aliasing artifacts when the HR image is undersampled, thanks to the anti-aliasing filter. The filter also removes the high frequency noise. 2) It is noniterative, unlike most proposed methods for SR. Therefore, it poses no convergence problems. This also means that no initialization for the algorithm is needed, which is an important issue for iterative methods that try to minimize a nonconvex function. 3) It is scalable. The complexity of the triangulation is and the application of the prefilter is linear with , so the final complexity is , which makes it scalable. 4) The Delaunay triangulation provides a very strong protection against a possible ill-conditioning of the problem, as it



gives the best possible conditioning amongst all triangulations. In exceptional cases, ill-conditioning may still occur though. 5) There is no parameter involved in the reconstruction, which is not a minor advantage. For MAP methods the gradient descent step and different parameters for the regularization prior are needed and it is not a trivial task to find the optimal values for a given set of images. 6) It is highly parallelizable. Once we have the triangulation, we can process each defined triangle independently of the others. APPENDIX When the warping operator is just a translation, it is easy to see that we can interchange it with the convolution. We want , to show that . This follows immediately being from the shift property of the convolution, as . In this section, we also demonstrate that the geometric warping operator and the convolution with of (2) can be applied in inverse order if produces a rotation and translation and presents radial symmetry. Theorem 1: Let and be square integrable functions in , and define with
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Fig. 8. (a) and (b) LR frames from a video taken with a low-end digital camera, (c) cubic spline interpolation of (a), (d) SR frame obtained with our method, and (e) a detail of the three images.



Then
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(9) Now we take the transform of the right side of (8), obtaining



(10) has radial symmetry, its Fourier transform also As , and developing (10), presents it, so we have



which is the same as (9) and proves (8).
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