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On computation and characterization of robust Nash equilibria Vianney Perchet Laboratoire de Probabilit´ es et Mod` eles Al´ eatoires, Universit´ e Paris Diderot, [email protected],



We compute and characterize robust equilibria in two-player “robust games”, i.e., games with uncertainties. These games describe the situation where players have “doubts” about their payoff mappings, the type of their opponents or the actions they choose. With an additional linear assumption on the structure of the uncertainties, we prove that the robust optimization problem that each player faces can be reduced to an auxiliary usual linear optimization problem. Moreover, robust Nash equilibria can be described as Nash equilibria of some auxiliary bi-matrix game. In the general case, such a reduction is not always possible. However, we show that the Lemke-Howson algorithm can be adapted to construct and characterize equilibria in non-degenerate games. Key words : Game theory; Uncertainty–Ambiguity ; Robust optimization ; Lemke-Howson Algorithm MSC2000 subject classification : OR/MS subject classification : Primary: ; secondary: History :



1. Introduction. In many optimization, operations research or decision theory problems, agents have to deal with uncertainties. For instance, it might be impossible to evaluate accurately or to have any relevant a-priori information about the time required to develop a new technology, as aircrafts or missiles, promised to a government [15]. Similarly, the optimal planning of a company, as a supply chain [5], depends heavily on the future demand and it might be impossible to evaluate it precisely. Such examples emerge also in decision theory, as in the celebrated Ellsberg paradox [12] where agents express preferences on choices that are incompatible with the existence of subjective probabilities. More recently, and this is due to the vast amount of data available on internet, anyone can obtain recommendations – typically when looking for a specific diagnosis or treatments – made by several different experts or charlatans, without having the possibility to know their true types. Indeed, their answers, accuracy and correctness may vary from problems [13], and one cannot just assess the probability of being honest. The theory of robust optimization [30, 6, 9, 4, 5] and decisions under non-unique priors [14, 16] provide some answers to these problems and have recently gained a lot of interest. In game theory, we can distinguish at least two sources of uncertainties. They can emerge from the fact that a player has only partial or raw information about his actual payoff mapping: it may depend on some unpredictable future events, on some hidden and unknown types [26], or on some exogenous state variable that a player can not see or compute. As these game theoretic frameworks are quite similar to robust optimization, they were referred to as robust games [1]. 1



2



Author: Characterization of robust Nash equilibria c 0000 INFORMS Mathematics of Operations Research 00(0), pp. 000–000, 



Another source of uncertainties comes from doubts players have about the type of their opponents, their numbers, the action they use, etc. For instance, in online poker, the wealth and origins of players, the technology they use are hidden; it is even possible that two supposably different opponents are controlled by the same person. These games have been called in the literature as with ambiguity [2, 11], with uncertainty [16, 15, 26], partially specified [17]. We refer to [13] for a recent survey. In these types of games, the players are assumed to maximize the worst possible payoff compatible with their information; this is also called their maxmin utility. In particular, there is no assumption about the existence of some unique underlying probability, that would be the consequence of some probabilistic priors, as in Bayesian inference or in conjectural equilibria [3]. Equilibria can still be defined in those games as fixed points of some complicated – yet regular enough– set-valued mappings; their existence is then ensured, as originally [21], by Kakutani’s fixed point theorem. We refer to [24] and references therein for more details. We shall therefore focus on the computation and the characterization of these equilibria. For instance, in usual finite two players games, some algorithms – such as the celebrated Lemke-Howson algorithm [18] – can be used to construct Nash equilibria, although it is a difficult problem [22]. Some topological properties of the set of equilibria, as the oddness of its cardinality, can also be proved using this algorithm. We aim to obtain the same kind results – computation and characterization– of equilibria in non-degenerate two-player robust games. This class encompasses the aforementioned frameworks behind uncertainty aversion [16], conjectural equilibria [3], partial monitoring [20, 28, 19] and robust games [1], under an additional mild assumption for the latter. These finite games are defined by two pairs of mappings. The first pair describes the possibly unknown payoffs of the players while the uncertainties are represented by the second pair of mappings. Using topological properties of linear mappings and projection of polytopes, we surprisingly recover a fundamental property of bi-matrix games. Namely, there exists a finite subset of mixed actions that contains, for every action of the opponent, a best response. This result is obvious in finite games: just consider the set of pure actions. It is no longer immediate in the robust framework. Main results and organization. Our objectives are twofolds: first, we want to construct an algorithm that finds robust Nash equilibria in this class of games and second to deduce some properties of their set. In a first step, we shall consider the specific subclass of games with semi-standard structure of information. We will construct an auxiliary bi-matrix game whose set of Nash equilibria corresponds to the set of robust equilibria of the original game. This is done in Section 3 The general case, where such an easy reduction is impossible, is considered in Section 5. We shall prove that these games still satisfy another crucial property: best response areas form a polytopial complex [29]. Using this, we give some characterization of the set of Nash equilibria and an algorithm to compute them based on an adapted version of the Lemke-Howson algorithm [18]. For the sake of completeness, its description and main properties are recalled briefly in Section 4. Interestingly, robust Nash equilibria are also end-points of a special instance of the Lemke-Howson algorithm, so the oddness property of their set is preserved under, as usual, some non-degeneracy assumption (it is investigated in the final Section 6). Links with the existing literature. As already mentioned, the literature on ambiguity, uncertainties and robust games is growing rapidly. The main concern is often the existence of robust equilibria and their implication from a
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strategic point of view (as in decision theory or in economics). In the most related paper, Aghassi and Bertsimas [1] provide a description of robust Nash equilibria as the solution of some huge linear program with complementarity constraints. Unfortunately, they are not able to characterize sets of robust Nash equilibria, for instance to prove that it is generically finite and of odd cardinality, to provide an intuitive computation algorithm (such as the Lemke-Howson), to give an elementary proof of the existence of robust Nash equilibria, etc. This is mostly due to the fact that the main frameworks are different. Only the games with an additional assumption that we called with a semi-standard structure of information (see Section 3) fit the setup considered in [1], so our model is in some sense more general. On the other hand, degenerate games can be considered at no cost using the techniques of [1], while one needs to slightly perturbe the payoffs in our frameworks, following usual techniques [33]. 2. Two-player finite and linear robust games. We consider the class of two-players finite robust games defined by two pair of mappings. These mappings describe respectively the payoffs and the uncertainties of players. Structure of payoffs. The finite sets of actions of player 1 and 2 are respectively denoted by A and B , of cardinality A and B. The choices of the actions a ∈ A and b ∈ B generate a payoff u(a, b) for player 1 and v(a, b) for player 2. As it is usual in game theory, these payoff mappings are extended multi-linearly to the set of mixed actions X := ∆(A) and Y := ∆(B ), where ∆(A) and ∆(B ) stand for the set of probability distributions on the finite sets A or B , by u(x, y) =



XX



xa yb u(a, b),



a∈A b∈B



where xa ∈ [0, 1] is the weight put by the mixed action x ∈ X on the pure actionP a ∈ A. For the sake of notations, X and Y are seen as subsets of, respectively, RA and RB so that a∈A xa Ua = Ex [U ] can be rewritten in a more compact way as hx, U i, for every x ∈ X and U ∈ RA . Structure of uncertainties. We recall that the idea behind robust games is that players have doubts or partial knowledge about the strategies of their opponents and/or about their own payoff mappings. We suppose that there exists some exogenous linear mapping H : Y → Rk representing the uncertainties of player 1. Specifically, if player 1 plays x ∈ X and player 2 plays y ∈ Y , then player 1 does not know precisely his payoff, but only that it belongs to the set n o u(x, y 0 ) ∈ R; H (y 0 ) = H (y) ⊂ R. Stated otherwise, the payoff is of the form hx, U i where U ∈ RA belongs to the set Φ (y) defined by n o  Φ (y) = u(a, y 0 ) a∈A ∈ RA ; H (y 0 ) = H (y) ⊂ RA . The set Φ(y) is called the uncertainty set of player 1 on his payoff. 0



Similarly, we denote by M : X → Rk the linear mapping that plays the same role as H for player 2. The uncertainty set of player 2, denoted by Ψ(x) ⊂ RB , is therefore defined by n o  Ψ (x) = v(x0 , b) b∈B ∈ RB ; M (x0 ) = M (x) ⊂ RB .
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Maximization of payoffs under uncertainties. Following the precepts of optimization under non-unique prior [14] and robust optimization [1, 30, 4], a mixed action x∗ ∈ X of player 1 is a robust best response to some uncertainty set U ⊂ RA , a fact we denote by x∗ ∈ BR1 (U ), if it solves the following problem x∗ ∈ BR1 (U )



⇐⇒ x∗ arg max inf hx, U i . x∈X



U ∈U



Stated differently, x∗ maximizes the worst possible compatible payoffs. No matter the set U , this problem is well-defined since x 7→ inf U ∈U hx, U i is upper semi-continuous (and concave) hence maxima are indeed attained on compact sets. The best responses of player 2 are defined in a similar way. Definition of robust Nash equilibria. The concept of robust Nash equilibria [16, 1] naturally follows from the aforementioned concepts. Definition 1. A pair (x∗ , y ∗ ) ∈ X × Y is a robust Nash equilibrium if x∗ and y ∗ are mutually robust best responses, i.e., if x∗ ∈ BR1 (Φ(y ∗ )) and y ∗ ∈ BR2 (Ψ(x∗ )) or, stated otherwise, if x∗ ∈ arg max inf ∗ hx, U i and y ∗ ∈ arg max



inf hx, V i .



y∈Y V ∈Ψ(x∗ )



x∈X U ∈Φ(y )



2.1. Remarks and interpretations of robust games. We formulate in this section several remarks on the definition, the generalization and the interpretation of robust games that answer the following questions: – Are usual bi-matrix games special instances of robust games? – Does this framework embed the case where the mappings u(·, ·) and v(·, ·) are unknown? – Could uncertainties of a player depend on the action he played as in partial monitoring? – What are the possible interpretations of the timeline of a robust game? Bi-matrix games. Proposition 1.



The structure of bi-matrix games can be recover from our setup.



Bi-matrix games are special instances of robust games



Proof: One just has to define H : Y → Rk as the identity, i.e., to assume that k = B and H(y) = (yb )b∈B ∈ RB so that Φ(y) = {u(·, y)} ⊂ RA . By definition of robust best responses, x∗ ∈ BR1 (Φ(y)) ⇐⇒ x∗ ∈ arg max x∈X



inf



U ∈{u(·,y)}



hx, U i ⇐⇒ x∗ ∈ arg max u(x, y). x∈X



If M is also defined as the identity, then the concepts of robust Nash equilibria and Nash equilibria coincide. And this is simply because robust best responses to singleton are the usual best responses.  Unknown games. We mentioned in the introduction that our framework encompasses the unknown games where the mappings u and v are partially unknown to, player 1 or 2.  respectively,  More precisely, in a unknown game, player 1 only knows that u(a, b) a∈A belongs to some polytope1 Ub ⊂ RA , for every action b ∈ B . As a consequence, when x ∈ X and y ∈ Y are played, although y is observed by player 1, his only information is that his payoff is of the form hx, U i where U ∈ RA belongs to the set U (y) defined by nX o U (y) := yb Ub ; Ub ∈ Ub ⊂ RA . (1) b∈B 1



We recall that a polytope is the convex hull of a finite number of points.
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  Similarly player 2 only knows that, for each action a ∈ A, v(a, b) b∈B belongs to some polytope Va ⊂ RB ; V (x) ⊂ RB is defined as in Equation (1). In this setup, a robust Nash equilibria is a pair (x∗ , y ∗ ) ∈ X × Y such that x∗ ∈ BR1 (U (y ∗ )) and y ∈ BR2 (V (x∗ )). ∗



Proposition 2. games.



Finding equilibria in unknown games boils down to finding equilibria in robust



Proof: Consider any unknown game defined by the polytopes Ub for player 1 and Va for player 2. As Ub is a polytope, it is the convex hull of a finite number of points. We denote them by ub,j ∈ RA where j is indexed over some finite set Jb . Similarly, we represent Va as the convex hull of some va,i ∈ RB for i in the finite index set Ia . Finally, we choose arbitrarily one specific index i∗a ∈ Ia and jb∗ ∈ Jb in every such set, and we introduce I ∗ = {i∗a , a ∈ A} and J ∗ = {jb∗ , b ∈ B}. Since all sets are compact, we can assume that all payoffs are bounded by some M > 0. We introduce the auxiliary robust game where S S i) Action sets of player 1 and 2 are respectively I = a∈A Ia and J = b∈B Jb . ii) For every j ∈ Jb , H(j) = eb , where eb is the unit vector of RB whose only non-zero coordinate is the b-th. Similarly, for every i ∈ Ia , M(i) = ea . iii) Payoff mappings u b and vb are defined by  if i = i∗a ∈ I ∗  hea , ub,j i u b(i, j) = , for all j ∈ Jb and  −2M otherwise  heb , va,i i if j = jb∗ ∈ J ∗ , for all i ∈ Ia . vb(i, j) = −2M otherwise We now show how this auxiliary game is equivalent to the original one. To any yb = (b yb,j ) ∈ ∆(J ) and any x b = (b xa,i ) ∈ ∆(I ), we associate y ∈ ∆(B ) and x ∈ ∆(A) defined by X X yb := ybb,j , ∀b ∈ B and xa := x ba,i , ∀a ∈ A j∈Jb



i∈Ia



The information available to player 1 when yb is played in the robust game is the same as when y is played in the unknown game since, by construction, n o n o bi ; U b ∈ Φ(b hx b, U y ) = hx, U i ; U ∈ U (y) . Moreover, because of the choices of u b and vb, the pure actions in I that are not in I ∗ are strictly ∗ dominated by any action in I . More generally, any mixed action whose support is not included in I ∗ and J ∗ is strictly dominated. As a consequence, when looking for equilibria, we can only consider mixed actions supported on I ∗ or J ∗ . Since |I ∗ | = |A| = A, we identify X = ∆(A) = ∆(I ∗ ) and Y = ∆(B ) = ∆(J ∗ ). The uncertainty set of player 1 should be a subset of R|I| but since we only consider mixed action with support on I ∗ , we can consider its restriction to the coordinates in I ∗ by defining n o  Φ∗ (y) = u b(i∗a , y 0 ) a∈A ∈ RA ; H (y 0 ) = H (y) ⊂ RA . As a consequence, Φ∗ (y) = U (y) for all y ∈ Y and a pair (x, y), seen as an element of ∆(I ∗ ) × ∆(J ∗ ), is a robust Nash equilibrium of the auxiliary robust game if and only if it is a robust Nash equilibrium of the original unknown game, when seen as an element of ∆(A) × ∆(B ). 
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Action-dependent uncertainties – Partial monitoring. In the underlying framework of games with partial monitoring [20] and conjectural equilibria [3], a player can receive signals depending on both a ∈ A and b ∈ B . Mathematically, there exists a mapping H : A × B → Rk and 0 another mapping M : A × B → Rk such that, if actions chosen are a ∈ A and b ∈ B, player 1 gets the signal H(a, b) and player 2 the signal M (a, b). A Within this framework, one shall define H : Y → (Rk ) by # " h i X A yb H(a, b) ∈ Rk . = H(y) = H(a, y) a∈A



b∈B



a∈A



The motivating reasons behind this definition are given in [24]. In a few words, player 1 cannot distinguish between two mixed actions y, y 0 ∈ Y such that H(y) = H(y 0 ), no matter his choice of actions. Moreover, the vector H(y) can be estimated at almost no cost by player 1 [19, 23]. Finally, this definition guarantees the existence of equilibria, which is not necessarily the case of alternative propositions found in the literature; we refer to [24] for more details. Different interpretations of robust Nash equilibria. There are different alternative ways to apprehend robust games and more specifically robust Nash equilibria. – When the true payoff mapping is unknown, it can be seen as the simultaneous and independent choices of mixed actions that maximize the worst possible payoffs. An equilibrium is a point such that none of the players has incentives to deviate. In other terms, it is a usual two-player game where the payoff mapping is no longer u(x, y) which is replaced by u(x, y) := minu∈U u(x, y), where U is some set of equicontinuous mappings. This mapping u is clearly non-linear but concave and continuous. Hence existence of Nash equilibria is guaranteed. But as claimed in the introduction, it is the computation and characterization of those equilibria that should matter in the present. – When payoff mappings are known, a robust game describes an interaction where player 1 makes decision on the basis of the value Φ(y), representing his information, rather than on the underlying decision y. The latter cannot be seen explicitly but only through the information window Φ(·). For instance, consider the interpretation of Nash equilibria where players follow instructions of a referee, telling secretly to player 1 that his recommendation is to play x∗ and that he will recommend player 2 to play y ∗ ; the same construction can be made for correlated equilibrium. In a robust game, the referee would say to player 1 that his recommendation is x∗ and that he will recommend to player 2 an action compatible with H(y), i.e., some y 0 ∈ Y such that H(y 0 ) = H(y) without specifying the true value. – Robust Nash equilibria can represent stable situations in population games when the fitness cannot be evaluated precisely because of lack of information. They can also be seen as static and stable strategies in repeated games with partial monitoring. 3. A warm-up: semi-standard structure Before going into the full general case, we first consider a specific class of games in which the set of robust Nash equilibria have a simpler structure. These games are called with a semi-standard structure of information. 3.1. Description of the semi-standard structures Basically, the main insight behind a semi-standard structure is that some actions are equivalent from the point of view of the information they provide and that it is always possible to distinguish between two non-equivalent actions. Definition 2. The structure of information of player 1 is semi-standard if there exists a partition {Bi ; i ∈ I} of B such that
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i) If b and b0 belong to the same cell Bi then H(b) = H(b0 )P := Hi and P ii) The family {Hi ; i ∈ I} is linearly independent, i.e. if i∈I λi Hi = i∈I γi Hi then λi = γi , for every i ∈ I . A game has a semi-standard structure if both players have a semi-standard structure of information. Notice that i) is obviously always satisfied; the key point of the assumption is ii). The robust game introduced in the proof of Proposition 2 has actually a semi-standard structure. Another typical example is described below. Example 1. A semi-standard structure of information for player 1 can be constructed as follows. Assume that for every b ∈ B , H(b) is some arbitrarily unit vector of Rk . It is straightforward to see that H satisfies all axioms. Notice, on the other hand, that this is no longer true in the action dependent-case, see Section 2.1, if we juste assume that H(a, b) is a unit vector of Rk , without additional assumption. Indeed, consider for instance the case where A = {a1 , a2 }, B = {b1 , b2 , b3 , b4 } and H is defined as b1 b2 b3 b4 H: a1 e1 e2 e1 e2 a2 e1 e2 e2 e1



with e1 = (1, 0) and e2 = (0, 1).



In that case, H(b1 ) = (e1 , e1 ), H(b2 ) = (e2 , e2 ), H(b3 ) = (e1 , e2 ) and H(b4 ) = (e2 , e1 ). The point ii) of Definition 2 is not satisfied since       b1 + b2 e1 + e2 e1 + e2 b3 + b4 H = , =H . 2 2 2 2 The key property of semi-standard structure is that uncertainty sets are linear: Proposition 3. in the sense that



If the structure of information of player 1 is semi-standard, then Φ is linear, ( ) X X Φ(y) = yb Φ(b) = yb Ub ; Ub ∈ Φ(b) , ∀y ∈ Y . b∈B



b∈B



In particular, Φ(y) is a polytope for every y ∈ Y . Proof. Define, for every i ∈ I , the set of compatible outcomes with Hi by:    Ui := [u(a, y)]a∈A ∈ RA ; y s.t. H(y) = Hi = [u(a, y)]a∈A ∈ RA ; y ∈ ∆(Bi ) = co [u(a, b)]a∈A ; b ∈ Bi , where co stands for the convex hull. In particular, Ui is a polytope and it is equal to Φ(b), for all b ∈ Bi . Since H is linear, we obtain that X XX X H(y) = yb H(b) = yb Hi = y[i]Hi , b∈B



i∈I b∈Bi



i∈I



P



where y[i] is the weight put by y on Bi , i.e., y[i] = b∈Bi yb . The semi-standard assumption implies that if H(y) = H(y 0 ) then y[i] = y 0 [i] for all i ∈ I . As a consequence, X XX X Φ(y) = y[i]Ui = yb Ui = yb Φ(b). i∈I



i∈I b∈Bi



b∈B



The fact that Φ(y) is a polytope is a consequence of the fact that finite sums of polytopes are polytopes.
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 Under this specific assumption, robust games can be reduced to bi-matrix games, as shown in the following Lemma 1. But first, we need to recall the general concept of polytopial complex on which our results rely. Definition 3. A finite set {Pk ; k ∈ K} is a polytopial complex of a polytope P ⊂ Rd with non-empty interior if: i) For every k S ∈ K, Pk ⊂ P is a polytope with non empty interior; ii) The union k∈K Pk is equal to P ; iii) Every intersection of two different polytopes Pk ∩ Pk0 has an empty interior. The following Lemma 1 is similar to an argument stated in [23, Theorem 34]. Lemma 1. There exists L ∈ N, a finite subset {x[1], . . . , x[L]} of X that contains, for every y ∈ Y , a maximizer of the program maxx∈X minU ∈Φ(y) hx, U i and such that its convex hull contains the whole set of maximizers. Moreover, there exists a polytopial complex {Y1 , . . . , YL } of Y such that, for every ` ∈ {1, . . . , L}, x[`] is a maximizer on Y` . Proof. Fix for the moment y ∈ Y and x∗ ∈ arg maxx∈X minU ∈Φ(y) hx∗ , U i. If U∗ ∈ Φ(y) is a minimizer of the program minU ∈Φ(y) hx∗ , U i then it can be assumed that U∗ is a vertex of Φ(y), because a linear program is always minimized on a vertex of the admissible polytope. As a consequence, −x∗ belongs necessarily to the normal cone at U∗ to Φ(y) [27, Theorem 27.4, page 270]. So −x∗ belongs to the polytopial intersection of −X and a normal cone at one of the vertices of Φ(y). More precisely, since hx, U∗ i is linear, −x∗ must be one of the vertices of this intersection, or a convex combination of them. However, Φ(·) is linear on Y , so normal cones at vertices – their set is called “normal fan” – are constant, see [36, Example 7.3, page 193] and [10, page 530]. Therefore, there exists a finite number of intersections between −X and normal cones and they all have a finite number of vertices. As a consequence, the set of every possible vertices is finite and denoted by −{x[1], . . . , x[L]}: it always contains a maximizer and any maximizer belongs to its convex hull. Since Φ is linear, y 7→ minU ∈Φ(y) hx[`], U i is also linear, for every ` ∈ {1, . . . , L}. This implies that x[`] is a maximizer on a polytopial subset of Y .  Lemma 1 might be surprising to a reader familiar with linear programming. Indeed, it is quite clear that if u(·, y) is linear then it is always maximized at one of the vertices of X . However, in our case, minU ∈Φ(y) h·, U i is not linear but merely concave. So, at first sight, it could be maximized anywhere in X , and the sets of maximizers could be different for every mixed action y ∈ Y . Thus, without any regularity of Φ, the result would obviously be wrong. The key point of the proof is that, in our framework, Φ is itself induced by another linear mapping and Lemma 1 holds because minU ∈Φ(y) h·, U i is not just any concave mapping. Another intuition behind this result can come from the fact that, in some cases, robust linear programming can boil down to linear programming (see, e.g., [8, 7]). The same result obviously holds for player 2: Corollary 1. There exists a finite subset {y[1], . . . , y[K]} of Y that contains, for every x ∈ X , a maximizer of the program maxy∈Y minV ∈Ψ(x) hy, V i and such that its convex hull contains the whole set of maximizers.
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3.2. Characterization and computation of robust Nash equilibria with a semistandard structure This section contains the first main result that describes the set of robust Nash equilibria as the set of Nash equilibria of an associated bi-matrix game defined as follows. Action sets of the associated bi-matrix game. The pure action sets of player 1 and 2 are precisely the finite subsets {x[1], . . . , x[L]} and {y[1], . . . , y[K]} given by Lemma 1 and Corollary 1. To avoid confusion between pure and mixed actions, we introduce the set of indices of pure actions L = {1, . . . , L} and K = {1, . . . , K } so that mixed actions in this bi-matrix game are elements of ∆(L) and ∆(K). Payoffs of the associated bi-matrix game.. and k ∈ K are given by u e(`, k) =



The payoffs associated to the choices of ` ∈ L



min hx[`], U i and ve(`, k) =



U ∈Φ(y[k])



As usual, u e is extended multi-lineary to ∆(L) and ∆(K) by XX ∀(x, y) ∈ ∆(L) × ∆(K), u e(x, y) = x` yk `∈L k∈K



min hy[k], V i.



V ∈Ψ(x[`])



min



hx[`], U`,k i



U`,k ∈Φ(y[k])



and similarly for ve. Because of the construction, a mixed action x ∈ ∆(L) can be seen as a probability distribution over mixed actions in X . We can therefore associate to any mixed action in ∆(L) a unique element of X , its expectation. Definition 4. We say that x ∈ X is induced by x ∈ ∆(L) if ∀a ∈ A,



xa =



L X



x` x[`]a ,



 i.e., if x = Ex x[`] .



`=1



 Similarly, we that say y ∈ Y is induced by y ∈ ∆(K) if y = Ey y[k] . With these notations at hand, we can state our first main result, i.e., the correspondence between the set of robust Nash equilibria and the set of Nash equilibria of the associated bi-matrix game. Theorem 1. Every Nash equilibrium of the associated bi-matrix game induces a robust Nash equilibrium. Reciprocally, every robust Nash equilibrium is induced by a Nash equilibrium of the associated bi-matrix game. Proof: Let (x, y) ∈ ∆(L × K) be any Nash equilibrium of the associated P bi-matrix game and let (x, y) ∈ X × Y be the induced mixed actions. Since Φ is linear and y = k∈K yk y[k], we obtain that P k∈K yk Φ(y[k]) = Φ(y). As a consequence, XX u e(x, y) = x ` yk u e(`, k) ( by linearity of u e) `∈L k∈K X X = x` yk min hx[`], U`,k i ( by definition of u e) U`,k ∈Φ(y[k]) `∈L k∈K X = x` P min hx[`], U` i ( by definition of sums of sets ) U` ∈ k∈K yk Φ(y[k]) `∈L X = x` min hx[`], U` i ( by linearity of Φ ) U` ∈Φ(y) `∈L DX E ≤ min x` x[`], U ( by concavity of min ) U ∈Φ(y)



`∈L



= min hx, U i. U ∈Φ(y)



( since x is induced by x ).
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Using the same arguments, we obtain that min hx, U i ≥ u e(x, y)



( previous displayed equation )



U ∈Φ(y)



≥ max u e(`, y)



( because (x, y) is a Nash equilibrium )



`∈L



= max min hx[`], U i `∈L U ∈Φ(y)



0



= max min hx , U i 0 x ∈X U ∈Φ(y)



( by linearity of Φ ) ( by Lemma 1 ).



We have just proved that x is a best response to Φ(y); similarly y is a best response to Ψ(x). Therefore (x, y) is a robust Nash equilibrium of Γ. Reciprocally, let (x, y) ∈ X × Y be a robust Nash equilibrium. Lemma 1 implies that x is a convex combinations of elements of {x[1], . . . , x[L]} that maximize minU ∈Φ(y) hx[`], U i. Denote by x ∈ ∆(L) this convex combination and define y in a dual way. It is clear that x ∈ ∆(L) induces x and that y ∈ ∆(K) induces y. As a consequence, we obtain that, for every `0 ∈ L: u e(`0 , y) ≤ max u e(`, y) = max min hx[`], U i `∈L `∈L U ∈Φ(y) X = x` min hx[`], U i `∈L



U ∈Φ(y)



=u e(x, y)



( by linearity of Φ ) ( because x` > 0 if it is a maximizer ) ( by linearity of Φ ).



Therefore x is a best response to y in the bi-matrix game and the converse is true by symmetry; (x, y) is a Nash equilibrium of the bi-matrix game that induces (x, y).  Theorem 1 has a corollary describing the semi-algebraic structure of the set of robust Nash equilibria. We recall that a set is semi-algebraic if it is defined by a finite number of polynomial inequalities. Corollary 2. The set of robust Nash equilibria of a game with a semi-standard structure is the projection of the set of equilibria of some bi-matrix game; it is composed by the union of a finite number of connected semi-algebraic and closed components. This result is directly induced by the fact that this property holds for the set of Nash equilibria of the associated bi-matrix game. Another consequence of Theorem 1 is that, to compute robust equilibria, one might want to consider any algorithm that computes Nash equilibria in bi-matrix game. An example is the LemkeHowson algorithm [18] – or LH-algorithm for short – recalled briefly in the following section. We recall that if the associated bi-matrix game satisfies some non-degeneracy assumption, the LH-algorithm outputs a subset of Nash equilibria and thus a subset of the original robust Nash equilibria. The specific assumption and how to modify and apply this algorithm to any game are detailed in [32]. 3.3. Remarks on the semi-standard assumption We recall that λ = (λ1 , . . . , λk ) ∈ Rk are Pk convex weights if λi ≥ 0 for every i ∈ {1, . . . , k } and i=1 λi = 1. Proposition 4. Point ii) of Definition 2 can be weakened without changing the conclusions of Theorem 1 into: P P ii’) The family {Hi ; i ∈ I} is convex independent, i.e. if i∈I λi Hi = i∈I γi Hi for some convex weights λ and γ then λ = γ. Proof. The proof of Proposition 3 relies on the fact that H(y) = H(y 0 ) if and only if y[i] = y 0 [i] for all i ∈ I . This holds true with respect to point ii’) instead of point ii).
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 We introduced this slight weakening of assumption in order to have a complete characterization of semi-standard structure: Proposition 5. The structure of information of player 1 is semi-standard (in the weak sense) if and only if the mapping H−1 [H](·) : Y ⇒ Y defined by n o H−1 [H](y) = y 0 ∈ Y s.t. H(y 0 ) = H(y) ⊂ Y is linear, i.e., if for every y = (yb )b∈B ∈ Y o n o X n yb y 0 ∈ Y s.t. H(y 0 ) = H(b) . y 0 ∈ Y s.t. H(y 0 ) = H(y) = b∈B



Proof. Assume that the structure of information is semi-standard, then H(y 0 ) = H(y) if and only if y 0 [i] = y[i] for all i ∈ I . This yields the linearity of H−1 [H](·) since n o n o n o X y 0 ∈ Y s.t. H(y 0 ) = H(y) = y 0 ∈ Y s.t. y 0 [i] = y[i], ∀i ∈ I = y 0 ∈ y[i]∆(Bi ) i∈I o XX X n 0 = yb ∆(Bi ) = yb y ∈ Y s.t. H(y 0 ) = H(b) . i∈I b∈Bi



b∈B



Reciprocally, assume that there exists y 0 , y ∈ Y such that y 0 [i∗ ] 6= y[i∗ ] for some i∗ ∈ I , then X XX X X y 0 [i]∆(Bi ) ⊂ H−1 [H](y) but y 0 [i]∆(Bi ) 6⊂ yb ∆(Bi ) = yb H−1 [H](b) , i∈I



i∈I



i∈I b∈Bi



b∈B



hence the result.  Although the previous result characterizes completely semi-standard structure of information via the linearity of some mapping, the key argument in the proof of Lemma 1 is the linearity of Φ(·) and not the linearity of H−1 [H](·). Although the former is implied by the latter, they are not equivalent as proved in the following non-trivial example. Example 2. Let B = {1, 2, . . . , 6} and A = {0}. Player 1 is a dummy player as he has a unique action, but the purpose of the example is only to deal with structures of information. Assume that the mapping H is defined by H(1) = H(2) = −1,



H(3) = H(4) = 0 and H(5) = H(6) = 1 .



Clearly, player 1 does not have a semi-standard structure of information, nonetheless, the mapping Φ is linear with respect to the following mapping u defined by 1 1 u(0, 1) = −1, u(0, 2) = 0, u(0, 3) = − , u(0, 4) = , u(0, 5) = 0, u(0, 6) = 1 . 2 2 Indeed, let y = (y1 , . . . , y6 ) ∈ Y then it immediately reads that h i h 1 1i h i h 1 i X 1 yb Φ(b) = (y1 + y2 ). − 1, 0 + (y3 + y4 ). − , + (y5 + y6 ). 0, 1 = − + µ, + µ , 2 2 2 2 b∈B
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where µ = [(y5 + y6 ) − (y1 + y2 )]/2. On the other hand, it holds that n o H−1 [H](y) = y 0 ∈ Y s.t. (y50 + y60 ) = (y10 + y20 ) + µ and (y30 + y40 ) = 1 − µ − 2(y10 + y20 ) so one obtains the following characterization of Φ(y): h i h 1 1i h i [ Φ(y) = λ. − 1, 0 + (1 − µ − 2λ). − , + (λ + µ). 0, 1 2 2 λ∈[0, 1−µ 2 ] i h 1 i [ h 1 1 1 = − + µ, + µ = − + µ, + µ . 2 2 2 2 λ∈[0, 1−µ 2 ] Therefore the multi-valued mapping Φ is linear. The above example shows that although H−1 [H] is not linear, Φ might be. Since only the linearity of the latter is used in the proofs, Theorem 1 actually holds for any structure of information implying the linearity of Φ. In particular, this is a reason why we consider uncertainty sets defined in terms of payoffs, i.e., by Φ(y), and not in terms of actions, i.e., by H−1 [H](y). The former contains actually less information, as it is as a projection of the later, but it is more relevant to the model. From a game theoretic point of view, this is related to the fact that a player is not really concerned about the actions played by his opponents but about the effects they have on his own payoff. Another trivial example where the fact that H−1 [H] is not linear is irrelevant is when the payoff mapping u is constant, say, if u(a, b) = 0 for all a ∈ A and b ∈ B . 3.4. Semi-standard structure and unknown payoffs. Proposition 6. When players have only partial knowledge of their payoff mappings, the game has a semi-standard structure in the sense that the mapping U defined by Equation (1) is linear. The robust game introduced in the proof of Proposition 2 also has a semi-standard structure. So the conclusions of Theorem 1 hold in this framework. This proposition derives immediately from Equation (1) and the proof of Proposition 2.   We recall that we defined partial knowledge as the fact that player 1 knows only that u(a, b) a∈A A belongs to some polytope the stronger assumption  Ub ⊂ R , independently of a ∈ A. If we make A×B that player 1 knows that u(a, b) a∈A,b∈B belongs to some polytope in R , then the semi-standard structure may fails. Example 3. Assume that the payoff matrix of player 1 belongs to the convex hull of the following two matrices u1 ∈ RA×B and u2 ∈ RA×B with T1 u1 = T2 B1 B2



L 1 0 0 0



R 0 0 1 0



and



T1 u2 = T2 B1 B2



L 0 1 0 0



R 0 0 0 1



Then for any y ∈ [0, 1],       Φ yL + (1 − y)R =     



  yλ    y(1 − λ)   ; λ ∈ [0, 1] (1 − y)λ     (1 − y)(1 − λ)
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   0        0   Φ(R) =  ; µ ∈ [0, 1] µ        1−µ



  yλ      y(1 − λ)  2  ; (λ, µ) ∈ [0, 1] 6= Φ yL + (1 − y)R . (1 − y)µ     (1 − y)(1 − µ)



Maybe even more surprisingly, Φ is not piece-wise linear in y, i.e., it is not linear on any polytopial complex of Y . Indeed Φ(yL + (1 − y)R) can be seen as the set of product probability distributions over {T, B } × {1, 2} with first marginal yT + (1 − y)B while y.Φ(L) + (1 − y).Φ(R) is the set of all probability distributions (non necessarily product) with the same first marginal. To conclude with the links between the semi-standard structure and unknown payoffs, we mention that if both players have only 2 actions, then Φ and Ψ are always linear, thus our results extend immediately to that case. 4. Quick reminder on Lemke-Howson algorithm The Lemke-Howson algorithm [18] computes Nash equilibria of bi-matrix finite games (see also [35]). It is based on the decompositions of X and Y intonbest-response areas. Recall that, for o any a ∈ A, the a-th best-response area of 0 0 player 1 is Ya := y ∈ Y s.t. a ∈ arg maxa ∈A u(a , y) ⊂ Y . A required non-degeneracy assumption is: Hypothesis 1. {Ya ; a ∈ A} forms a polytopial complex of Y and any y ∈ Y belongs to at most my best response areas Ya , where my is the size of the support of y. The similar condition holds for {XB ; b ∈ B}. Stated otherwise, Hypothesis 1 means that every y ∈ Y has at most my best responses, i.e., a pure action has a unique best response, a mixture of two pure actions, at most two pure best responses, and so on. By linearity, it is clear that Ya is a polytope. We denote by V2 and E2 the set of all vertices and edges of all these sets Ya ; in particular, one necessarily has that B ⊂ V2 . For technical reason, we shall also assume that V2 contains another abstract point 02 and that (02 , b) belongs to E2 for every b ∈ B . This construction defines a graph G2 = (V2 , E2 ) over Y . To each vertex v ∈ V2 , and more generally to any y ∈ Y is associated the following set of labels: o[n n o L(v) := a ∈ A s.t. v ∈ Ya b ∈ B s.t. vb = 0 ⊂ A ∪ B, i.e., labels are the set of best responses to v2 and the set of pure actions on which v does not put any weight. The label set of the abstract point 02 is L(02 ) = B . A similar construction defines a labeled graph G1 = (V1 , E1 ) over X , with labels also in A ∪ B . The product of those graphs defines a product labeled graph G0 = (V0 , E0 ) over X × Y , whose set of vertices is the cartesian product V0 = V1 × V2 and there exists an edge in E0 between (v1 , v2 )
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and (v10 , v20 ) if and only if v1 = v10 and (v2 , v20 ) ∈ E2 or v2 = v20 and (v1 , v10 ) ∈ E1 . The set of labels of (v1 , v2 ) is defined as the union L(v1 , v2 ) = L(v1 ) ∪ L(v2 ). Nash equilibria are exactly fully labeled pairs (v1 , v2 ), i.e., points such that L(v1 , v2 ) = A1 ∪ A2 ; indeed, this means that an action a is either not played (if (v1 )a = 0) or a best reply to v2 (if v2 ∈ Ya ). The LH-algorithm walks along edges of G0 , from vertices to vertices, and stops at a one of those points. We describe quickly in the remaining of this section how this works generically, for almost all games; for more details we refer to [29] or [33] and references therein. Starting at the fully labeled point v0 = (01 , 02 ), one label ` in A ∪ B is chosen and dropped arbitrarily. The LH algorithm visits sequentially almost fully labeled vertices (vt )t∈N of G0 , i.e., points such that L(vt ) ⊃ A ∪ B\{`} and (vt , vt+1 ) is an edge in E0 . Under the non-degeneracy assumption, at any vt there exists at most one point (apart from vt−1 ) satisfying both properties, and any end point must be fully labeled. As a consequence, the LH algorithm follows paths whose endpoints are necessarily Nash equilibria or (01 , 02 ). This property can be used as an elementary proof of the existence of Nash equilibria, to compute some of them and, maybe more surprisingly, to recover the generic oddness of their cardinality. 5. Computation and characterization of robust Nash equilibria. The general case. Without the semi-standard structure, or at least the linearity of Φ, Lemma 1 and Theorem 1 might not hold: this is illustrated in Example 4 below. Example 4. Assume that A = {T ; B }, B = {L, C, R}, that payoffs of both players are represented by the matrix on the left, that M is the identity matrix, i.e., player 2 has no uncertainties, and that L C R (u, v) = T (1, 1) (0, 0) (0, 0) H(L) = 0, H(C) = 1 and H(R) = 13 . B (0, 0) (1, 2) (1, 0) In particular, the mixed action 2/3L + 1/3C and the pure action R give the same information to player 1. This shows that Φ is not linear. Indeed, Φ(L) = {(1, 0)} and Φ(C) = {(0, 1)} but        2 1 2 2 2 1 2 1 Φ L+ C = λ, 1 − λ ; λ ∈ [0, 1] 6= Φ(L) + Φ(C) = , . 3 3 3 3 3 3 3 3 Following notations of Lemma 1, and after some trivial computations, one can define the set of best responses {x[`]; ` ∈ L} as {T, B, M } where M = 1/2T + 1/2B and similarly {y[k]; k ∈ K} = {L, C, R}. The associated bi-matrix game is therefore defined by the following matrix: L C R T (1, 1) (0, 0) (0, 0) (˜ u, v˜) = B (0, 0) (1, 2) (1/3, 0) M (1/2, 1/2) (1/2, 1) (1/2, 0) This game has three Nash equilibria: (T, L), (B, C) and (2/3T + 1/3B, 1/2L + 1/2C). Although the first two are indeed robust Nash equilibria, this is not the case for the last one. Indeed, Φ(1/2L + 1/2C) = {(λ/2; 1 − λ); λ ∈ [0, 1]} and its set of best responses is the singleton {T }. Actually, and as we shall see in Example 6, there are three robust Nash equilibria which are (T, L), (B, C) and (2/3T + 1/3B, 3/4L + 1/4C).
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The reduction to a bi-matrix game is therefore impossible in the general case, because of the lack of linearity of Φ. However, we shall show that a weaker property holds, namely that Φ is piecewise linear, i.e., Φ is linear on a polytopial complex of Y . For instance, in Example 4, the mapping Φ is linear on both of the following subsets n o n o y ∈ Y s.t. yL ≥ 2yC and y ∈ Y s.t. yL ≤ 2yC . Using this, it will be possible to show that best-responses areas still form a polytopial complex, enabling the generalization of LH-algorithm. Similar decompositions have been recently used in related frameworks [34]. Lemma 2. The correspondence Φ is piecewise linear on Y . Proof. Since H is linear from Y into Rk , then H−1 (·) is piecewise linear on Rk , see [10, page 530] and [25, Proposition 2.4, page 221]. Therefore, by composition, H−1 [H] is piecewise linear on Y and as a consequence Φ is also piecewise linear on Y .  By considering the polytopial complex with respect to which Φ is piecewise linear and applying Lemma 1 on each element of the complex, one immediately obtains the following lemma that generalizes Lemma 1 to non-semi standard structures. Lemma 3. There exists a finite subset {x[`]; ` ∈ L} of X that contains, for every y ∈ Y , a maximizer of the program maxx∈X minU ∈Φ(y) hx, U i and such that its convex hull contains the set of maximizers. Moreover, for every ` ∈ L, x[`] is a maximizer on Y` which is a finite union of polytopes. Similarly, there exists a finite subset {y[k]; k ∈ K} of Y that contains, for every x ∈ X , a maximizer of the program maxy∈Y minV ∈Ψ(y) hy, V i and such that its convex hull contains the set of maximizers. Moreover, for every k ∈ K, y[k] is a maximizer on Xk which is a finite union of polytopes. Proof. Since Φ is piece-wise linear, it is linear on every element of some polytopial complex {Y1 , . . . , YI } of Y . As a consequence, on each polytope Yi , there exists a finite set of mixed action {x[1, i], x[2, i], . . . , x[Li , i]} of best-responses, that are each best response on a polytopial subset Y`,i of Yi . Define {x[`]; ` ∈ L} = ∪Ii=1 {x[1, i], x[2, i], . . . , x[Li , i]} and Y` as the union of Y`i ,i such that x[`i , i] = x[`]. In particular, Y` is the union of at most I polytopes. The construction of y[k] and Xk is similar  The second main result is the following characterization of robust Nash equilibria. We are going to characterize them with respect to points in ∆(L) and ∆(K) that induce them. We recall that any x ∈ ∆(L) induces a mixed action x = Ex (x[`]) ∈ X and y ∈ ∆(K) induces similarly y ∈ Y . Similarly to the labeling of X and Y used by the LH-algorithm, the labels of a point y ∈ ∆(K), is the subset of L ∪ K defined by – k ∈ K is a label of y if and only if yk = 0; – ` ∈ L is a label of y if and only if  n o  0 y ∈ Y` := y ∈ ∆(K) s.t. Ey0 (y[k]) ∈ Y` = y ∈ ∆(K) s.t. x` ∈ arg max inf hx`0 , U i , 0 ` ∈L U ∈Φ(Ey (y[k]))



i.e., either y puts no weights on k ∈ K or x[`] is a best response to the mixed action induced by y.
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Theorem 2. Robust Nash equilibria are induced by points in ∆(L) × ∆(K) that are fully labeled and, reciprocally, any fully labeled point induces a robust Nash equilibrium Proof. Let (x, y) ∈ ∆(L) × ∆(K) be a fully labeled point and x ∈ X and y ∈ Y be the induced mixed actions. Then x is a best response to y and reciprocally since: X x` hx[`], U i ( by definition of induced action ) min hx, U i = min U ∈Φ(y) U ∈Φ(y) `∈L X ≥ x` min hx[`], U i ( by concavity of the min ) `∈L



U ∈Φ(y)



≥ max min hx0 , U i 0



( because ` is a label if x` = 0 or x[`] is a maximiser ).



x ∈X U ∈Φ(y)



Therefore, any fully labeled point induces a robust Nash equilibrium. If (x, y) is a robust Nash equilibrium then Lemma 3 implies that x and y belong to the convex hull of {x[`]; ` ∈ L} and {y[k]; k ∈ K}. More precisely, x is a convex combination of the maximizers of minU ∈Φ(y) hx[`], U i, i.e. precisely those x[`] such that y ∈ Y [`]. If we denote this convex combination as x ∈ ∆(L), then necessarily either x` = 0 or y belongs to Y` , and thus y ∈ Y` . Therefore (x, y) is fully labeled.  It remains to describe why the LH algorithm can be used in this framework. We defined, in the proof of Lemma 3, Y` as the union of a finite number of polytopes Y`,i . So up to the duplication of the mixed action x[`] into several mixed actions x[`, i], we can actually assume that {Y` ; ` ∈ L} and {Xk ; k ∈ K} are finite families of polytopes, see Example 5 below. Lemma 4. Any element of the families {Yl ; l ∈ L} and {Xk ; k ∈ K} is a polytope. Proof. Since, by definition,   0 Y` = y ∈ Y s.t. x[`] ∈ arg max inf hx[` ], U i 0 ` ∈L U ∈Φ(y)



is a polytope of RB , there exists a finite family {bt ∈ RB , ct ∈ R; t ∈ T` } such that o \n Y` = y ∈ Y s.t. hy, bt i ≤ ct . t∈T`



Therefore, Y` is also a polytope of RK as it can be written as o \n Y` = y ∈ ∆(K) s.t. hEy [y], bt i ≤ ct t∈T` n o D \  E = y ∈ ∆(K) s.t. y hy[k], bt i k∈K ≤ ct , t∈T`



where the inner product h·|·i in the last equation stands for the usual inner product of R|K| . Similar arguments hold for {Xk ; k ∈ K}.  We can now generalize the LH-algorithm to robust games satisfying some non-degeneracy assumptions.
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Theorem 3. If {Y` ; ` ∈ L} and {Xk ; k ∈ K} satisfy the non-degeneracy Hypothesis 1, then any end-point of the Lemke-Howson algorithm induces a robust Nash equilibrium and reciprocally. So robust Nash equilibria are induced by a finite, odd number of points. If Hypothesis 1 is not satisfied, then the set of robust Nash equilibria is still a finite union of connected closed semi-algebraic sets. Proof. If {Y` ; ` ∈ L} and {Xk ; k ∈ K} satisfy the non-degeneracy Hypothesis 1, any end point of the LH-algorithm is fully labeled, hence a robust Nash equilibrium.  It is not compulsory to use the induced polytopial complexes of ∆(L) and ∆(K). One can work directly in X and Y by considering the projection of the skeleton of the complexes {Y` ; ` ∈ L} and {Xk ; k ∈ K} onto them. However, the graphs generated might not be planar and there are, at first glance, no guarantee that the LH-algorithm will work. The proof of Theorem 2, based on a lifting of the problem, ensures that graphs are planar. The fact that there was an odd number of Nash equilibria in the game of Example 4 is therefore not surprising; in the usual bi-matrix case, this is always true as a consequence of the LH-algorithm. So, as soon as {Y` ; ` ∈ L} and {Xk ; k ∈ K} satisfy the same assumption, there will exist an odd number of fully labeled points in ∆(L) × ∆(K) inducing robust Nash equilibria. In some cases, the main argument of the proof of Theorem 2 can be rephrased as follows. The robust game is equivalent to a bi-matrix game, with action spaces L and K and with payoffs defined in a arbitrary way so that the polytopial complexes induced by the best-replies areas coincide with {Y` ; ` ∈ L} and {Xk ; k ∈ K}. However, the existence of such abstract payoffs might not be ensured in general [36], or it can depend on the duplication of the mixed actions chosen, see Example 5. Anyway, whenever it is possible, it is again almost instantaneous to understand that robust Nash equilibria and Nash equilibria of some auxiliary bi-matrix game coincide. Example 5. Consider the game defined by, respectively, the following payoffs and mapping H for the row player: L M C R T 4 4 4 0 B 3 3 3 3



H(L) = (0, 0), H(M ) = (0, 1), H(C) = (1, 0) and H(R) = (1, 1).



The best response to (α, β) ∈ [0, 1]2 , is B if α and β are both bigger than 0.25 and the best response is T if either α or β is smaller than 0.25. Therefore YB is convex but YT is not (but it is the union of two polytopes) and the decomposition {YB , YT } cannot be induced by some equivalent game with full monitoring.  On the other hand, consider the decomposition of YT into the two polytopes YT1 = H −1 {(α, β) ∈    [0, 1]2 s.t. α ≤ min(0.25, β)} and YT2 = H −1 {(α, β) ∈ [0, 1]2 s.t. β ≤ min(0.25, α)} . It is easy to see that {YT1 , YT2 , YB } can be induced by some completely auxiliary game with full monitoring. This is due to the fact that this chosen decomposition is regular, see [36, Definition 5.3 and page 132]. And with respect to this decomposition, x ∈ ∆({T1 , T2 , B }) induces the mixed action x ∈ ∆({T, B }) defined by x[T ] = x[T1 ] + x[T2 ]. We can now conclude with Example 4 by showing how the generalized version of the LemkeHowson algorithm works.
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Example 6. Continuation of Example 4. The polytopial complexes {Y` ; ` ∈ L} := {YB , YM , YT } and {Xk ; k ∈ K} := {XC , XL } are represented in the following figure 1. XL



XC C



B B



YB



M or



T T XL



XC



YM L



YT



R M



Figure 1. On the left X and on the right Y and ∆(K) with their complexes.



In order to describe how the LH-algorithm works, we will denote a vertex of the product graph by the cartesian product of its labels; in this example the set of labels is {T, B, M, L, R, C }. For instance, the vertex represented with a black dot in Figure 1 is denoted by {R, T, M } × {B, C, L}. The first step in the LH-algorithm is to drop one label arbitrarily; If the label M is dropped then the first vertex visited by the algorithm is {L, R, C } × {B, T, C }. The label C appears twice, so in order to get rid of one of them, the algorithm chooses at the next step the vertex {L, R, B } × {B, T, C } and the following vertex is {L, R, B } × {M, T, C }. It’s a fully labeled end point of the algorithm, hence (B, C) ∈ X × Y is a pure Nash equilibrium of Γ. Similarly, If T is dropped at the first stage, then the first vertex is {L, R, C } × {B, M, L} and the second {R, C, T } × {B, M, L}. So (T, L) is also a pure Nash equilibrium of Γ. Starting again from this point and dropping the label C makes the LH-algorithm visit {R, T, M } × {B, M, L}, and then {R, T, M } × {B, L, C } which is also a Nash equilibrium. It corresponds to (x, y) = (1/3T + 2/3M, 3/4L + 1/4C) ∈ ∆(L) × ∆(K) which induces (x, y) = (2/3T + 1/3B, 3/4L + 1/4C) which is a (mixed) Nash equilibrium of Γ. One can check the remaining vertices of the product graph to be convinced that there does not exist any more equilibrium. 6. About the non-degeneracy assumption and some open questions. 6.1. On the non-degeneracy assumption Notice that if a player has 2 actions, then the non-degeneracy assumption on the structure of information of his opponent is satisfied in almost all game, i.e., if payoffs are chosen at random with a density, say uniformly in [0, 1]. This is simply due to the fact that the opponent is either in the dark or with full monitoring. This can also be proved easily for 3 actions. Proposition 7. If both players have 3 actions and payoffs are chosen uniformly at random in [0, 1], then the non-degeneracy assumption is satisfied with probability 1. Proof. Since player 2 has 3 actions, there are only 4 possibilities for the structure of information of player 1: i) Player 1 has full monitoring, i.e., Φ is always a singleton; ii) Player 1 is in the dark, i.e., H−1 [H](y) = Y for every y ∈ Y ; iii) Player 1 has a semi-standard structure of information, if H(b) = H(b0 ) for two different action b, b0 ∈ B ;
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iv) Player 1 has not a semi-standard structure of information. In case i), the non-degeneracy assumption is satisfied in almost all game as in bi-matrix games. In case ii), best responses are maxmin strategies of player 1, which are generically unique. Case iii) can also be solved by hand. Denote by A = {T, M, B } and B = {L, C, R} the action sets of both players. We assume for the moment that M is the identity and we define the payoff matrix of player 1 by L C T a b u= M d e B g h



R c f i



and H(L) = 0, H(C) = H(R) = 1 ,



where a, b, c, . . . , i are chosen uniformly independently at random in [0, 1]. Without loss of generality, we can assume that b > c, h > i and e < f , otherwise either action C or R could be discarded. Simple computations show that the set {x[1], x[2], . . . , x[L]} of best responses of player 1 is equal (or included in) to {T, B, M, λT + (1 − λ)M, γB + (1 − γ).M } with λ =



f −e f −e ∈ (0, 1) , γ = ∈ (0, 1) . f −e+b−c f −e+h−i



As a consequence, the mapping u e of player 1 is defined by L C R T a c c u e= M d e e B g i i λT + (1 − λ)M λa + (1 − λ)d λb + (1 − λ)e λb + (1 − λ)e γB + (1 − γ)M γg + (1 − γ)d γh + (1 − γ)e γh + (1 − γ)e It remains to show that this game is non-degenerate for player 1, as it is immediate for player 2. We mention here that the fact the the payoffs associated to C and R are identical is not an issue for non-degeneracy. It would be an issue if payoffs on different lines were equal. We have to show the functions y 7→ u e(x[`], y) are in non-degenerate positions, and we can actually prove that it is impossible that three of them intersect at the same point. Indeed, it is quite immediate to see that if {T, B, M } is in non-degenerate position, which happens with probability 1, then {T, M, γB + (1 − γ)M }, {B, M, λT + (1 − λ)M }, {T, B, λT + (1 − λ)M } and {M, γB + (1 − γ)M, λT + (1 − λ)M }, etc. are in non-degenerate positions. Finally, simple computations show that {T, M, λT + (1 − λ)M } is in non-degenerate position in the bi-matrix game with payoff u e, unless b = c, which happens with probability 0; the same holds for {B, M, γB + (1 − γ)M }. Case iv) can be seen as a consequence of case iii). Indeed, Φ is piecewise-linear with respect to either one, see Example 2, or two sub-polytopes of Y as in Example 4. As a consequence, case iv) can be reduced to two instances of case iii).  This approach can be generalized to higher numbers of actions as soon as the range of H and M are of dimension at most 1 (which is always the case with 3 actions).
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6.2. Some other open questions Other remaining questions – but far from the scope of this paper – concern whether index and stability of these equilibria can be defined, as in [31]: typically, we can wonder which robust equilibria remain in a neighborhood of a given robust game. In that framework, neighborhoods can be understood in terms of payoffs, of mappings H and M or both. We can also wonder whether the generic oddness of equilibria is true in games with an arbitrary number of players. The final question concerns the complexity of computing the whole set of robust equilibria, and whether it is in the same class as with full monitoring [22].
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