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Introduction



A wide class of processes are those whose behavior is decribed by partial diﬀerential equations (PDEs) owing to the inherent spatial and temporal variabilities of their states. They are commonly termed the distributed parameter systems (DPSs), which occupy now an important place in control and systems theories (Curtain and Zwart, 1995; Lasiecka and Triggiani, 2000; Zwart and Bontsema, 1997; Omatu and Seinfeld, 1989; Neittaanm¨aki and Tiba, 1994; Christoﬁdes, 2001). One of the basic and most important questions in DPSs is parameter estimation, which refers to the determination from observed data of unknown parameters in the system model such that the predicted response of the model is close, in some well-deﬁned sense, to the process observations. For that purpose, the system’s behavior or response is observed with the aid of some suitable collection of discrete sensors which reside at prespeciﬁed spatial locations. However, the resulting measurements are incomplete in the sense that the entire spatial state proﬁle is not available. Moreover, the measurements are inexact by virtue of inherent errors of measurement associated with transducing elements and also because of the measurement environment. These factors lead to the question of where to locate sensors so that the information content of the resulting outputs with respect to the distributed state and PDE model be as high as possible.
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Both researchers and practitioners do not doubt that making use of sensors placed in an ‘intelligent’ manner may lead to dramatic gains in the achievable accuracy of the resulting parameter estimates, so eﬃcient sensor location strategies are highly desirable. In turn, the complexity of the sensor location problem implies that there are very few sensor placement methods which are readily applicable to practical situations. What is more, they are not well known among researchers. This generates keen interest in the potential results, as the motivations to study the sensor location problem stem from practical engineering issues. Optimization of air quality monitoring networks is among the most interesting ones. One of the tasks of environmental protection systems is to provide expected levels of pollutant concentrations. But to produce such a forecast, a smog prediction model is necessary which is usually chosen in the form of an advection-diﬀusion partial-diﬀerential equation. Its calibration requires parameter estimation, e.g. the unknown spatiallyvarying turbulent diﬀusivity tensor should be identﬁed based on the measurements from monitoring stations. Since measurement transducers are usually rather costly and their number is limited, we are faced with the problem of how to optimize their locations in order to obtain the most precise model. Other stimulating applications include, among other things, groundwater modelling, recovery of valuable minerals and hydrocarbon from underground permeable reservoirs, gathering measurement data for calibration of mathematical models used in meteorology and oceanography, automated inspection in static and active hazardous environments where trial-anderror sensor planning cannot be used (e.g. in nuclear power plants), or emerging smart material systems. The sensor placement problem was attacked from various angles, but the results communicated by most authors are limited to the selection of stationary sensor positions (for reviews, see (Kubrusly and Malebranche, 1985; Uci´ nski, 2005a, 2000a)). An intuitively clear generalization is to apply sensors which are capable of continuously tracking points providing at a given time moment best information about the parameters (such a strategy is usually called continuous scanning). However, communications in this ﬁeld are rather limited. Rafajlowicz (Rafajlowicz, 1986) considers the determinant of the Fisher Information Matrix (FIM) associated with the parameters to be estimated as a measure of the identiﬁcation accuracy and looks for an optimal time-dependent measure, rather than for the trajectories themselves. On the other hand, Uci´ nski (Uci´ nski, 2005a, 2000b,a; Uci´ nski and Korbicz, 1999; Uci´ nski, 2001), apart from generalizations of Rafajlowicz’s results, develops some computational algorithms based on the FIM. The problem is then reduced to a state-constrained optimal-control one for which solutions are obtained via gradient techniques capable of handling various constraints imposed on sensor motions. In turn, the work (Uci´ nski and Chen, 2005) was intended as an attempt to properly formulate and solve the time-optimal problem for moving sensors which observe the state of a DPS so as to estimate some of its parameters. Note that the idea of moving observations has also been applied in the context of state estimation (Khapalov, 1992; Nakano and Sagara, 1981, 1988; Carotenuto et al., 1987), but those results can hardly be exploited in the framework considered here as those authors make extensive use of some speciﬁc features of the addressed problem (e.g., the linear dependence of the current state on the initial state for linear systems). It should be emphasized that technological advances in communication systems and the growing ease in making small, low power and inexpensive mobile systems
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now make it feasible to deploy a group of networked vehicles in a number of en¨ vironments (Ogren et al., 2004; Chong and Kumar, 2003; Sinopoli et al., 2003; Cassandras and Li, 2005; Mart´ınez and Bullo, 2006). A cooperated and scalable network of vehicles, each of them equipped with a single sensor, has the potential to substantially improve the performance of the observation systems. Applications in various ﬁelds of research are being developed and interesting ongoing projects include extensive experimentation based on testbeds. The problem to be discussed in this paper cought our attention while working on one of such experimental platforms, namely the MAS-net lab testbed being a distributed system equipped with two-wheeled diﬀerentially driven mobile robots capable of sensing the states of DPSs described by diﬀusion equations (Moore et al., 2004b; Chen et al., 2004b). This project is proposed to combine the latest sensor network technologies with mobile robotics for an application-oriented high-level task: characterization, estimation and control of an undesired diﬀusion process by networked movable or mobile actuators and sensors. One potential solution is to estimate the parameters in a “closed-loop” or ‘on-line”, or a “recursive” approach, as mentioned in the last chapter of (Patan, 2004). This idea can be explained as follows. With arbitrary initial values of the unknown parameters, the system starts to drive sensors in an “optimal” trajectory with respect to those parameters. Sensor data are then collected while the sensors are moving. Based on the collected data, parameter estimates are improved and the moving sensor trajectories are then updated accordingly. Then, the sensors are driven to follow the newly updated trajectories based on the parameters estimated. Through this “closed-loop” iteration or the recursive on-line adaptation, the estimated parameters converge to the true values of the DPS. This so-called “online” mode was listed as one of the important future research eﬀorts. From the control system perspective, the trajectory scheduling procedure can be called “control for sensing,” and the parameter updating procedure is “sensing for control.” When these two parts are connected with an “online” or “recursive” strategy, the whole system is a closed-loop controlled system. Control theory can then be applied to improve the performances. Currently, it is still an open problem of how to “close” the loop of this system. In this paper, in the vein of (Ucinski, 2005b; Patan, 2004), we focus on the “control for sensing” part, that is, given an estimate of the DPS parameters, how to drive the mobile sensors optimally in the sense that the eﬀect of the sensor noise can be minimized. We present a numerical solution for a mobile sensor motion trajectory scheduling problem under nonholonomic constraints as in MASmotes (Wang et al., 2004), the two wheeled diﬀerentially-driven mobile robots, in our MAS-net project (Moore and Chen, 2004; Moore et al., 2004a; Chen et al., 2004a; Wang et al., 2004; Chen, 2005; Arora, 2005). The rest of this paper is organized as follows. The formulation of the MASnet estimation problem is described in Sec. 2, in which the dynamic model for diﬀerentially-driven mobile robots is presented in Sec. 2.1 and the objective function for the optimal sensor motion scheduling is described in Sec. 2.3. Section 2.4 reformulates the problem in the framework of optimal control. In Sec. 3, a numerical solution procedure for this problem is presented. A Matlab optimal control toolbox RIOTS is brieﬂy described in Sec. 3.1 and Sec. 3.2 describes a method to incorporate the Matlab PDE Toolbox and the RIOTS, cf. Sec. 3.1. Some illustra-
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tive simulation results are presented in Sec. 4 with remarks on the obtained results. Section 5 concludes this paper. For readers’ convenience, Appendix 5 lists all the notations used in this paper.
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Problem Formulation of the Sensor-Motion Scheduling for Diffusion Systems



In this section, the model of our diﬀusion system and the model of our diﬀerentiallydriven robots are presented in Sec. 2.1 and Sec. 2.2, respectively. After introducing a class of objective functions in Sec. 2.3, the MAS-net estimation problem is reformulated in the framework of optimal control, and ready to be solved by RIOTS. 2.1



The Dynamic Model of Differentially-Driven Robots



MASmote (Wang et al., 2004) is a diﬀerentially-driven ground mobile robot as illustrated in Fig. 1. Its dynamic model can be described by (1), where the symbols are deﬁned and listed in the Appendix. y α



Axis



x



Left Wheel Right Wheel



Figure 1



A diﬀerentially-driven mobile robot



In (1), the mobile robot is represented in a form of a second order system. For convenience, the corresponding state space form can be easily derived by introducing x, the extended system state vector deﬁned as x := [x y α x˙ y˙ α] ˙ T , and τ is T deﬁned as τ = [τl , τr ] . To have a compact notation, let us deﬁne matrices A1 and B1 as   0 0 0 1 0 0 0 0 0  0 1 0   0 0 0  0 0 1  , A1 :=   0 0 0 0 0 −2b/m  0 0 0  0 −2b/m 0 0 0 0 0 0 −bl2 /(2I) and
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0  0   0 B1 :=  r cos(α)/m   r sin(α)/m −rl/(2I)



Thus, the robot dynamics can be written as x˙ = A1 x + B1 τ.



 0  0   0 . r cos(α)/m  r sin(α)/m  rl/(2I) (2)



Note that B1 depends on x. To solve the multi-robot-motion-scheduling problems in Sec. 4, we need to write the dynamics of three robots as a single dynamic system. Denote the states of each robot in (2) as x(1) , x(2) , and x(3) , respectively. After deﬁning  (1)   (1)  A1 0 0 x   (2) x3 := x(2)  , A3 =  0 A1 0 , (3) x(3) 0 0 A1  (1)   (1)  B1 0 0 τ   (2) B3 =  0 B1 0  , and τ3 = τ (2)  , (3) τ (3) 0 0 B1 (j)



(j)



where A1 , B1 are for the j-th robot, the dynamics of all three robots can be written compactly as follows: x˙ 3 = A3 x3 + B3 τ3 . 2.2



(3)



The Model of the Diffusion Process



For comparison purposes, here we use the same diﬀusion system model as in Example 4.1 in (Ucinski, 2005b). We rewrite it using our notation in the following form:   ∂ ∂u(x, y, t) ∂u(x, y, t) = κ(x, y) ∂t ∂x  ∂x  ∂ ∂u(x, y, t) + κ(x, y) ∂y ∂y + 20 exp(−50(x − t)2 ), (x, y) ∈ Ω = (0, 1) × (0, 1), t ∈ T, u(x, y, 0) = 0, (x, y) ∈ Ω, u(x, y, t) = 0, (x, y, t) ∈ ∂Ω × T, T := {t|t ∈ (0, 1)}, κ(x, y) = c1 + c2 x + c3 y, c1 = 0.1, c2 = −0.05, c3 = 0.2, where u(x, y, t) is the concentration, (x, y) is the spatial coordinate, c1 , c2 , c3 are the nominal parameters, and t is the time.
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The Objective Function for Sensor-Motion Scheduling



In this paper, the aim of the optimization is to minimize the sensor noise eﬀect. For the i-th mobile sensor, its observation is assumed as follows: (i)



(i)



z (i) (t) = u(xℓoc (t), t) + ǫ(xℓoc (t), t),



(4)



(i)



where xℓoc signiﬁes the two-element vector formed of the ﬁrst two components of x(i) and ǫ is the white noise with statistics E{ǫ(x, y, t)} = 0, E{ǫ(x, y, t)ǫ(x′ , y ′ , t′ )} = σ 2 δ(x − x′ )δ(y − y ′ )δ(t − t′ ). The positions are in the domain of the diﬀusion process, i.e. (x, y) ∈ Ω and (x′ , y ′ ) ∈ Ω. Note that here the prime does not mean a derivative or a transpose. The δ is Dirac’s delta function, and σ is a positive constant. The objective function is chosen to be the so-called D-optimum design criterion deﬁned on the Fisher Information Matrix (FIM) (Ucinski, 2005b). Up to a constant multiplier, the FIM constitutes the inverse of the covariance matrix for the leastsquares estimator deﬁned as the minimizer of the following “ﬁt-to-data” criterion (Ucinski, 2005b): Z 1 kz(t) − u ˆ(xℓoc , t; c)k2 dt. (5) J1 (c) = 2 T The notation ˆ in (5) indicates the predicted value. For N robots, J1 (c) becomes JN (c) =



Z N X 1 j=1



2



kz (j) (t) − uˆ(j) (xℓoc , t; c)k2 dt.



(6)



T



Then, the FIM of N robots is deﬁned as follows: !T ! N Z tf (j) (j) X ∂u(xℓoc (t), t) ∂u(xℓoc (t), t) M= dt. ∂c ∂c j=1 0



(7)



Note that x(j) is the state vector of the j-th robot. The readers should not confuse x with the spatial variable x which is a scalar. Here c is the parameter vector in the DPS to be identiﬁed, and the partial derivatives are evaluated at c = c0 , a preliminary estimate of c. Note that the FIM M is a matrix. Thus, there are many metrics that can be deﬁned on it. The D-optimality criterion used in this paper is deﬁned as Ψ(M ) = − ln det(M ).



(8)



Other optimization criteria are described and compared in (Ucinski, 2005b). The objective function for the MAS-net estimation problem is to minimize J2 (x) = Ψ(M ). Our goal here is to ﬁnd the optimal control function τ ∈ L2N ∞ [t0 , tf ] for N two wheel diﬀerentially-driven mobile sensors together with the initial states x(t0 ) = ξ ∈ RK where K = 6N and t ∈ [t0 , tf ] = [0, 1], such that Ψ(M ) is minimized.
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According to the general optimal control problem formulation in RIOTS (Schwartz et al., 1997), our optimal mobile sensor motion scheduling problem can be formulated as follows: min



K (τ,ξ)∈L2N ∞ [t0 ,tf ]×R



J(τ, ξ)



(9)



where J(τ, ξ) = g0 (ξ, x(tf )) +



Z



tf



lo (t, x, τ )dt



t0



subject to the following conditions and constraints: x˙ = h(t, x, τ ), x(t0 ) = ξ, (j) τmin (t) (j) ξmin (t)



6τ



t ∈ [t0 , tf ], (j)



(j) (t), j = 1, · · · , N, t ∈ [t0 , tf ], (t) 6 τmax



(j) (t), j = 1, · · · , K, t ∈ [t0 , tf ], 6 ξ (j) (t) 6 ξmax



lti (t, x(t), τ (t)) 6 0, t ∈ [t0 , tf ], gei (ξ, x(tf )) 6 0, gee (ξ, x(tf )) = 0. For our optimal motion scheduling problem, x˙ = h(t, x, τ ) = A1 x + B1 τ for the single robot case and for three robot cases x˙ 3 = h(t, x3 , τ3 ) = A3 x3 + B3 τ3 . Here, we deﬁne l0 (ξ, x(tf )) = 0 and g0 (ξ, x(tf )) = Ψ(M ) to simplify the numerical computation. This technique is called solving an “equivalent Mayer problem.” To understand the equivalent Mayer problem, let us start from the deﬁnition of some new notation. g(x, y, t) is called the sensitivity function, where  T ∂u(x, y, t) g(x, y, t) := . ∂c Then, the FIM in (7) is N Z tf X (j) (j) M= g(xℓoc (t), t)g T (xℓoc (t), t)dt. j=1



(10)



t0



Deﬁne the Mayer states as Z t χ(i,j) (t) := ̟(i,j) (τ )dτ.



(11)



t0



where ̟(i,j) (t) :=



N X



(l)



(l)



g(i) (xℓoc (t), t)g(j) (xℓoc (t), t).



(12)



l=1



Denote by χdl the stack vector which stacks all the entries on the diagonal and below the diagonal of χ to a vector. Then, the extended Mayer state vector x ˜ can be expressed as   x x ˜ := . χdl
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Comparing (11) and (10), one can easily observe the key point of this equivalent Mayer problem. That is, χ(tf ) = M and χdl contains all the information of M since M is symmetric. After replacing the extended state vector x with the extended Mayer vector x ˜, we can get M without explicit integration. Thus, when considering the equivalent Mayer problem, the models used for RIOTS are as follows:   A1 x + B1 τ ˙ ˜ = (13) x , ̟dl   A3 x + B3 τ ˜˙ 3 = (14) x . ̟dl 3



3.1



Finding A Numerical Solution of the Optimal Mobile Sensor Motion Scheduling Problem



A Brief Introduction to RIOTS



RIOTS stands for “recursive integration optimal trajectory solver.” It is a Matlab toolbox designed to solve a very broad class of optimal control problems as deﬁned in (9). When executing under Matlab script mode, the following conﬁguration ﬁles need to be provided: sys l.m, sys h.m, sys g.m, sys init.m, sys acti.m. They are the lo , h, go functions in (9) and two initial conditions, respectively. Detailed instructions on how to prepare these ﬁles and many sample problems can be found in (Schwartz et al., 1997; ?). The most important function in this optimal control toolbox is riots explained in detail on page 73 of (Schwartz et al., 1997). [u,x,f,g,lambda2] = riots([x0,{fixed,{x0min,x0max}}],u0,t, Umin,Umax,params,[miter,{var,{fd}}],ialg, {[eps,epsneq,objrep,bigbnd]}, {scaling},{disp},{lambda1}). The parameters useful for understanding our numerical experiments here are as the follows: • x0: initial values of x ˜. • fixed: a vector to specify which entries in x0 are ﬁxed and which entries are not. Later in Sec. 4, results for two conﬁgurations are presented by changing fixed which are cases of “ﬁxed initial states” and “unﬁxed initial states”, respectively. For the ﬁrst case, the robots’ initial conditions, x, are ﬁxed. For the second case, χdl is ﬁxed so that the robots start from the optimal starting positions. • x0min, x0man: bounds of the initial conditions. • u0: initial values of the control functions τ .
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The deﬁnitions of other parameters are described in (Schwartz et al., 1997). 3.2



Using Matlab PDE Toolbox Together with RIOTS



The sensitivity function is generated before the function call of riots by Matlab PDE Toolbox. The procedure of solving the sensitivity function amounts to ﬁnding the solutions of the followings equations:  ∂u   = ∇ · (κ∇u) + 20 exp(−50(x1 − t)2 ),   ∂t    ∂g(1)   = ∇ · ∇u + ∇ · (κ∇g(1) ), ∂t ∂g (2)   = ∇ · (x∇u) + ∇ · (κ∇g(2) ),   ∂t    ∂g(3)   = ∇ · (y∇u) + ∇ · (κ∇g(3) ) ∂t where ∇ = (∂/∂x, ∂/∂y). Note that there are three g functions since there are 3 parameters c1 , c2 , c3 in Sec. 2.2.



4



4.1



Illustrative Simulations



Differential Drive vs. Omni-Directional Drive In (Ucinski, 2005b), the robot model is a simple kinematic model:         x(t) ˙ ux (t) x(0) x = , = 0 , y(t) ˙ uy (t) y(0) y0



(15)



where ux and uy are horizontal and vertical control components, respectively. This form is equivalent to       x(t) ˙ x(0) x = rω(t), = 0 , (16) y(t) ˙ y(0) y0 where ω(t) is the angular speed vector, and r is the radii of the wheels. In this paper, we refer a robot that subjects to the kinematic in (16) a proximal “omnidirectionally-driven robot” since the velocity can be set arbitrarily. When the robot is diﬀerentially driven, we are interested to see the diﬀerence in the optimal sensor motion scheduling. The following ﬁve cases are compared ﬁrst: • case 1: Omni-directionally-driven robots starting from a ﬁxed given initial state vector.
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• case 2: Diﬀerentially-driven robots with a ﬁxed given initial state vector. Moreover, we consider two subcases: subcase (2a) has an initial yaw angle of 15◦ and subcase (2b) of -15◦ . • case 3: Omni-directionally-driven robots without a ﬁxed given initial state vector. We assume that the optimal static sensor location problem is solved ﬁrst. Use this obtained optimal position as the initial states and seek the optimal sensor motion trajectories. • case 4: The same as in case 3 but using diﬀerentially-driven mobile robots. • case 5: Diﬀerentially-driven robots start from the left boundary. The initial positions and yaw angles are optimized to minimize the cost function, as far as the positions are still on the boundary. According to the above deﬁnitions, Fig. 2 and Fig. 3 show the optimized trajectories for case 1 and the associated cost function J; Fig. 4 and Fig. 5 for case 2(a); Fig. 6 and Fig. 7 for case 2(b); Figs. 8, 9 for case 3; Figs. 10,11 for case 4; and Figs. 12,13 for case 5. From these ﬁgures, we have the following observations: • Diﬀerentially-driven robots are less likely to change the orientation. The optimal mobile sensor trajectories in cases 2 and 4 have smaller curvatures compared with that in cases 1 and 3. • No matter what robot dynamics is, the robots tend to move along the same trend. This can be observed by comparing cases 1, 2(a), 2(b) and cases 3, 4. • For multi-robot cases, the ﬁnal positions of the robots tend to be evenly distributed. Comparison on Fig. 4 and Fig. 6 is especially interesting. Due to the diﬀerence of the initial orientation, the ﬁnal positions of the robots are signiﬁcantly diﬀerent. However, the trend is robust to the initial orientation. • For cases with diﬀerent conﬁgurations, the range of the cost function, J, is about the same.



4.2



Comparison of Robots with Different Capabilities



From the robot design prospect, it is important to compare the robots with diﬀerent conﬁgurations, such as diﬀerent motor power. Here we consider two more cases. • case 6: using a single “weak” robot, whose weight is 0.5 and the range of its torque for each wheel is ±10. See Fig. 14. • case 7: using a single “strong” robot, whose weight is 0.05 and the range of its torque for each wheel is ±100. See Fig. 15. With the same ﬁxed initial states, and the same T , the robot in case 6 moves shorter than in case 7 as seen from Fig. 14 and Fig. 15. This matches our intuition that it is desirable for the sensors to measure the DPS states at more spatial locations whenever possible. In order words, it is better to increase the power of the robots.
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The optimal sensor trajectories of omni-directionally-driven robots (case 1).
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Figure 4 The optimal sensor trajectories of diﬀerentially-driven robots: 15◦ initial yaw angle (case 2a)
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Figure 6 The optimal sensor trajectories of diﬀerentially-driven robots: -15◦ initial yaw angle (case 2b)
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Figure 8 The optimal sensor trajectories of omni-directionally-driven robots using optimal initial conditions (case 3).
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Figure 9 The cost function of omni-directionally-driven robots using optimal initial conditions (case 3).
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Figure 10 The optimal sensor trajectories of diﬀerentially-driven robots using optimal initial conditions (case 4).
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Figure 11 The cost function of diﬀerentially-driven robots using optimal initial conditions (case 4).
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Figure 12 The optimal sensor trajectories of diﬀerentially-driven robots starting from the boundary (case 5).
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Figure 13 (case 5).
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Control signals in the time domain.



Trajectory of the robot.
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Figure 14 The optimal trajectory of “weak” diﬀerentially-driven robots: initial yaw angle is 15◦ (case 6).
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Figure 15 The optimal trajectory of “strong” diﬀerentially-driven robots: initial yaw angle is 15◦ (case 7).



Mobile Sensor Motion Planning for DPS Parameter Estimation 4.3



17



On the Effect of the Initial Orientation



In additional to case 2(a) and case 2(b), the eﬀects of diﬀerent initial yaw angle is studies in this section. The robots associated with each ﬁgure in this subsection have the same mechanic conﬁgurations and the same initial conditions. Let us compare the following ﬁgures: • Figure 4: three robots with 15◦ initial yaw angle (case 2a) • Figure 6: three robots with -15◦ initial yaw angle (case 2b). • Figure 15: one robots with 15◦ initial yaw angle (case 7). • Figure 16: one robots with -15◦ initial yaw angle. This is the case 8. The initial yaw angle aﬀects the curvature of the optimal trajectory, but does not change the trend of the optimal trajectory. This indicates that the initial yaw angle matters, but not critical. Figures 15 and 16 support the above statement with diﬀerent initial yaw angles, the two robots starting at the same position have diﬀerent trajectory, but their ﬁnal positions are close. For multi-robot cases, the formation pattern of the robots tends to be similar. The optimal sensor formation along the optimal sensor trajectories is an interesting future research topic. Control signals in the time domain.
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Figure 16 -15◦ (case 8).
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The optimal trajectory of diﬀerentially-driven robots: initial yaw angle



Conclusion



This paper presents a numerical procedure for optimal sensor-motion scheduling of diﬀusion systems. Given a DPS with nominal parameters, diﬀerentially-driven mobile robots move along their optimal trajectories such that the sensor noise eﬀect on the estimation of system parameters is minimized. This optimal measurement problem is an important module for a potential closed-loop DPS parameter identiﬁcation algorithm. This paper reformulates a diﬀerentially-driven robot’s dynamic model in the framework of optimal control. By the combined use of two existing Matlab toolboxes for optimal control (RIOTS) and partial diﬀerential equations (Matlab PDE Toolbox), the optimal sensor-motion scheduling problem can be numerically solved successfully. Some simulation results are presented with some interesting comparative observations.
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Appendix: List of Notations



• b: the viscous damping coeﬃcient; • m: weight. • I: robot’s inertia with respect to the z axis (a scalar). • M: inertia matrix. • l: robot’s axis length, except in • α: yaw angle.



PN



l=1 ,



where l is an integer.



• r: wheel radius. • (x, y): position in 2D. • θ: the state vector for a mechanic system. ˙ N (θ, θ): ˙ coeﬃcient matrices for a generic mechanic systems. • M (θ), C(θ, θ), • g: sensitivity function (a vector). g(i) is the ith entry. • τl ,τr : the torque (control signal) on the left and right wheel. • τ : generic torque, or the torques for one diﬀerentially-driven robot, i.e.



  τl . τr



• τ3 : the control signal for three robots. • x: the extended state vector for one robot. • x3 : the extended state vector for three robots. • x ˜, x ˜3 : the extended Mayer state vector, for one and three robots respectively. • ·(i) : a variable associated with the ith robot (sensor). • A1 , B1 : state space matrices for one diﬀerentially-driven robot. • A3 , B3 : state space matrices for three diﬀerentially-driven robots. • ˆ: prediction. • [ ]T : transpose. • t0 : initial time.
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• tf : ﬁnal time. • Lm ∞ [t0 , tf ]: the space of essentially bounded, measurable functions, from [t0 , tf ] into Rm • N : number of robots (sensors). • R: real number set. • T : {t|t ∈ (t1, t2)}, a period of time. • Ω: domain. • ∂Ω: boundary of the domain. • u(x, y, t): concentration at the position (x, y) and time t. • ω(t): angular velocity of the left and right wheels. • k · k2Q : weighted square. • τmin , τmax : the range of control signal. Note that they may be vectors. Each entry of τmin is the lower bound of the associated τ . • xmin , xmax : refer to the above. It is the boundary of state variables. • 6 for vectors: element-wise comparison. • go , lo : objective functions. • lti : trajectory constraint. • gei : end point inequality constraint. • gee : end point equality constraint. • ξ: initial value of x. • χ: Mayer states (a matrix). • χdl : Mayer vector (lower diagonal entries of χ). • ·(i) , ·(i,j) : these subscripts are indices of a vector or a matrix. References Arora, Anisha (2005), sensing a diﬀusion process using distributed robots, Master’s thesis, Utah State University, Logan Utah, USA. Carotenuto, L., P. Muraca and G. Raiconi (1987), ‘Optimal location of a moving sensor for the estimation of a distributed-parameter process’, International Journal of Control 46(5), 1671–1688. Cassandras, Christos G. and Wei Li (2005), ‘Sensor networks and cooperative control’, European Journal of Control 11(4–5), 436–463.
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