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Abstract. Probabilistic range query is an important type of query in the area of uncertain data management. A probabilistic range query returns all the objects within a specific range from the query object with a probability no less than a given threshold. In this paper we assume that each uncertain object stored in the databases is associated with a multi-dimensional Gaussian distribution, which describes the probability distribution that the object appears in the multi-dimensional space. A query object is either a certain object or an uncertain object modeled by a Gaussian distribution. We propose several filtering techniques and an R-tree-based index to eﬃciently support probabilistic range queries over Gaussian objects. Extensive experiments on real data demonstrate the eﬃciency of our proposed approach.
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Introduction



In recent years, uncertain data management has received considerable attention in the database community. It involves a large variety of real-world applications, ranging from mobile robotics, sensor networks to location-based services. Among all the problems in the area of uncertain data management, probabilistic range query is an important one for processing uncertain data in real-world applications. A probabilistic range query returns all the data objects that appear within the given search region with probabilities no less than a given probability threshold. For instance, consider a self-navigated mobile robot moving in a wireless environment. The robot builds a map of the environment by observing nearby landmarks through devices such as sonar and laser range finders. Due to the inherent limitation brought about by sensor accuracy and signal noises, the location information acquired from measuring devices is not always precise. At the same time, the robot also conducts probabilistic localization [19] to estimate its own location autonomously by integrating its movement history and the landmark information. This can cause impreciseness in the location of the robot, too. In consequence, probability queries have evolved to tackle such impreciseness; e.g., “find landmarks lying within 5 meters from my current location with a probability at least 80%”.
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Typically for such applications, uncertain objects are stored in the databases and associated with probability distributions. A commonly used distribution for such a purpose is a multi-dimensional Gaussian distribution which is widely adopted in statistics, pattern recognition [7] and localization in robotics [19]. In this paper we study the case where the locations of data objects are uncertain, whereas the location of the query object is either exact or uncertain. Specifically, data object are described by Gaussian distributions with diﬀerent parameters to indicate their diﬀerences in uncertainty. A query object can be either a certain point in the multi-dimensional space or an uncertain location represented by a multi-dimensional Gaussian distribution. We solve the probabilistic range query problem according to the above setup. A straightforward approach to this problem is to compute the appearance probability [18] for each data object and output it if this probability is no less than the threshold. However, the probability computation usually requires costly numerical integration for accurate result [16], rendering it prohibitively expensive to compute for all the data objects and check if the query constraint is satisfied. Thus, such computations should be reduced as much as possible. There have been solutions to probabilistic range queries that can handle Gaussian-based uncertain data, yet based on specific assumptions. For example, U-tree [16] assumes that each uncertain object is located within a pre-defined uncertainty region. It constructs an index for all objects based on this region to reduce the number of candidates that require the expensive numerical integration. Besides, Gauss-tree [3] is proposed for probabilistic identification queries, but the Gaussian distributions they follow must be independent in each dimension. When these assumptions are violated, these solutions no longer work. One problem of U-tree is that it is not easy to decide a suitable extent of the uncertainty region for a real world object. In this paper we solve these problems with generic Gaussian distributions without any of these assumptions; i.e., the objects can locate in an infinite space as opposed to U-tree, or have correlations between dimensions as opposed to Gauss-tree. Furthermore, we propose filtering techniques to generate candidate Gaussian objects and only compute probability integration for these candidates. Equipped with the filtering techniques, an R-tree-based indexing method is proposed to accelerate query processing. The index structure is inspired by the idea of TPRtree [21], of which the (Minimum Bounding Box) MBBs vary with time. The diﬀerence is that in our index, a parent MBB not only varies with the probability threshold but also tightly encloses all the child MBBs. In our preliminary work [10], we propose query processing algorithms for probabilistic range queries, assuming that only the location of the query object is uncertain and modeled by a Gaussian distribution, but data objects are certain multi-dimensional points. An R-tree can be used to manage these certain data points and process queries, which is diﬀerent from the situation here. In this paper, we extend the uncertainty to data objects and propose novel solutions. A precedent report of this work has appeared in [11]. The approach proposed in [11] approximates the Gaussian distribution by an upper-bounding function
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which is in a simple exponential form. An R-tree-like hierarchical index structure is proposed and an exponential summary function is defined to cover multiple upper-bounding functions or summary functions. Nevertheless, the summary function is so sensitive to child functions that it will become dramatically large if child Gaussians are sparsely distributed in the space or one of them has big variances, leading to loose index structure and weak filtering power. Our contributions are summarized as follows: 1. We formalize two types of probabilistic range queries with respect to the query object: a certain point and an uncertain location represented by a Gaussian distribution, while data objects are represented by Gaussian distributions with diﬀerent parameters. 2. For the two types of queries, we propose several eﬀective filtering techniques to prune unpromising objects. 3. We design a novel R-tree-based index structure to support probabilistic range queries on Gaussian objects. 4. We demonstrate the eﬃciency of our approach through comprehensive experimental performance study. The rest of the paper is organized as follows. Section 2 defines our problem. We present our filtering strategies in Section 3. Section 4 describes our index structure. We discuss the extension of our approach to support other models and queries in Section 5. Experiment results and analyses are covered by Section 6. Section 7 reviews related work. Section 8 concludes the paper.



2



Problem Definition



In this section, we first define Gaussian objects, and then define probabilistic range queries on two types of query objects: point objects and Gaussian objects. 2.1



Gaussian Objects



The Gaussian distribution, also known as the normal distribution, is a continuous probability distribution defined by a bell-shaped probability density function described with a mean value and a standard deviation. In this paper, we assume that data objects are modeled by Gaussian distributions in a d-dimensional space. A point x referred in the paper, by default, is in a d-dimensional numerical space, namely, x = (x1 , . . , xd )t . Definition 1 (Gaussian objects). A Gaussian object o is represented by its possible locations (points) and the probability density it appears at each location. Formally, the probability density that o is located at xo is captured by a d-dimensional Gaussian probability density function [ ] 1 1 t −1 po (xo ) = (1) d 1 exp − (xo − µo ) Σo (xo − µo ) . 2 (2π) 2 |Σo | 2 µo is the mean location (center) of o. Σo is a d × d covariance matrix. |Σo | (resp. Σ−1 o ) is the determinant (resp. inverse matrix) of Σo .



4



Tingting Dong, Chuan Xiao, Xi Guo, and Yoshiharu Ishikawa



2.2



Probabilistic Range Queries on Gaussian Objects



Given a dataset of Gaussian objects D, a query object q, a distance threshold δ, and a probability threshold θ, a probabilistic range query (PRQ) on Gaussian objects retrieves all the data objects o ∈ D such that the distance between o and q is no more than δ with a probability no less than θ. In this paper, we consider two types of query objects for q: 1. The query object is a point, namely, q = (x1q , x2q , . . , xdq )t . 2. The query object is a Gaussian object, namely, [ ] 1 1 t −1 pq (xq ) = d 1 exp − (xq − µq ) Σq (xq − µq ) . 2 (2π) 2 |Σq | 2 The probabilistic range query with point query object (PRQ-P) is formally defined as PRQ-P(q, D, δ, θ) = {o | o ∈ D, Pr(∥xo − q∥ ≤ δ) ≥ θ}, where ∥xo − q∥ represents the Euclidean distance between xo and q. We call the region consisting of the points with distance no more than δ from the query object the query region. Pr(∥xo − q∥), the probability integration within the δ range of the query, is computed by ∫ Pr(∥xo − q∥ ≤ δ) = χδ (xo , q) · po (xo )dxo , (2) where χδ (xo , q) =



{



1, ∥xo − q∥ ≤ δ; 0, otherwise.



(3)



The integration in Eq. 2 is not in a closed-form and hence cannot be computed directly. Numerical solutions such as Monte Carlo methods can be employed to evaluate the probability. We use the importance sampling [15] in this paper. Specifically, we generate xo as per the probability function po (xo ), and increment the count when Eq. 3 is satisfied. Finally, the value of the integration can be obtained by dividing the count by the number of samples generated. Generally speaking, however, Monte Carlo methods are only accurate only if the number of samples is suﬃciently large (at the order of 106 ) [16]. Therefore, integral computation induces expensive cost. Fig. 1 illustrates the PRQ-P query in a 2-dimensional space. The Gaussian object o exists in the space with decreasing probability density as it spreads from the center µo . We project the probability surface of o to a plane and show the diminishing trend with gradient colors. A PRQ-P query finds the Gaussian objects located in the proximity of the query point with a required probability. Computing the probability using Eq. 2 corresponds to integrating the probability density function of o within the shaded area around q.
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Fig. 1. PRQ-P Query



Similar to PRQ-P, the probabilistic range query with Gaussian query object (PRQ-G) is defined as PRQ-G(q, D, δ, θ) = {o | o ∈ D, Pr(∥xo − xq ∥ ≤ δ) ≥ θ}, where Pr(∥xo − xq ∥ ≤ δ) is computed by ∫∫ Pr(∥xo − xq ∥ ≤ δ) = χδ (xo , xq ) · po (xo ) · pq (xq )dxo dxq ,



(4)



where



{ 1, ∥xo − xq ∥ ≤ δ; χδ (xo , xq ) = 0, otherwise.



To compute the integration in Eq. 4, although we can simply generate random numbers for two Gaussian distributions po (xo ) and pq (xq ) respectively, a more eﬃcient method is shown in [11]. It constructs a 2d-dimensional Gaussian distribution by combining the two d-dimensional Gaussian distributions.



3



Filtering Based on Approximated Region



A na¨ıve algorithm to answer PRP-P or PRP-G queries is to pair the query object with every data object and perform integration check with either Eq. 2 or Eq. 4. The algorithm becomes prohibitively expensive for large datasets. So we develop our approach based on a filter-and-refine paradigm; i.e., to obtain a set of candidate objects and then compute the integration for the candidates only. In this section, we first introduce the notion of ρ-region that leverages the two thresholds δ and θ, and then propose the ρ-region-based filtering techniques to handle PRP-P and PRP-G queries. 3.1



ρ-Region



Definition 2 (ρ-region). Consider a Gaussian object o and the integration of its probability density function po (xo ) over an ellipsoidal region (xo −µo )t Σ−1 o (xo − µo ) ≤ r2 . Let rρ be the value of r within which the result of the integration equals ρ: ∫ po (xo )dxo = ρ. −1 (xo −µi )t Σo (xo −µo )≤rρ2
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We call the ellipsoidal region 2 (xo − µo )t Σ−1 o (xo − µo ) ≤ rρ



the ρ-region of o. In Fig. 1, the dotted ellipsoidal curve illustrates a ρ-region. Because the probability density of a Gaussian distribution decreases as we move away from the center of the object, if the query object is distant enough from the center, the probability integration within the query region will not reach the probability threshold θ. In other words, it is possible to determine whether a data object can satisfy the query condition by deriving a suitable ρ-region with the threshold θ (will be introduced in Section 3.3 and Section 3.4) and examining whether the ρ-region intersects the query region. To compute rρ with a given ρ, we borrow the approach proposed in our previous work [10]. It transforms the integration over an ellipsoidal region to an integration over a d-dimensional sphere region. By assigning µo = 0 and Σo = I in Eq. 1, we have the normalized Gaussian distribution [ ] 1 1 2 pnorm (x) = N (0, I) = exp − ∥x∥ . 2 (2π)d/2 Based on this probability density function, the following property can be derived. Property 1. [10] Consider integration of pnorm (x) over ∥x∥2 ≤ r2 . For a given ρ (0 < ρ < 1), let r˜ρ be the radius within which the integration becomes ρ: ∫ pnorm (x)dx = ρ. ∥x∥2 ≤˜ rρ2 Then rρ = r˜ρ holds. The preceding property indicates that we can compute r˜ρ and hence rρ for a given ρ value. Therefore, we can construct a (ρ, rρ )-table oﬄine (numerical integration is necessary) and obtain the ρ-region by looking up the corresponding rρ from this table. If there is no matched entry for a given ρ, we conservatively return the corresponding rρ of the smallest value greater than ρ, so correctness of the result can be guaranteed. The ellipsoidal shape of a ρ-region renders it diﬃcult to quickly examine whether the ρ-region intersects the query region as well as develop an indexing scheme based on prevalent spatial indexes such as R-tree. Hence we will study the minimum bounding box (MBB) which tightly bounds the ρ-region. 3.2



Minimum Bounding Box of ρ-Region



Fig. 2 shows the MBB of a ρ-region of a 2-dimensional Gaussian object o. Let wj denote the length of its edge along the j-th dimension. The following property holds [10].
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Fig. 2. MBB of ρ-Region



Property 2. The value of wj (j = 1, . . . , d) is given as wj = σj rρ



(5)



where σj corresponds to the standard deviation for the j-th dimension σj =



√ (Σo )jj



where (Σo )jj represents the (j, j)-th element of the matrix Σo . For a data object o, since σj can be calculated from the covariance matrix Σo , the scale of the MBB is determined uniquely by rρ , and hence ρ. Consequently, in order to establish the filtering conditions utilizing the MBBs, it is essential to explore the relation between ρ and the probability threshold θ. Next we will present our filtering techniques for PRQ-P and PRP-G, respectively. 3.3



Filtering Policies for PRQ-P Queries



Our filtering policies to process PRP-P queries are divided into two cases: θ < 0.5 and θ ≥ 0.5. Case 1: θ < 0.5. Consider the four data objects o1 , o2 , o3 , o4 shown in Fig. 3(a). bbi (ρ) denotes the MBB of oi ’s ρ-region. First, let’s consider o4 . Since the probability that o4 is located inside its ρregion is ρ, the probability of being outside the ρ-region’s MBB, is definitely less than 1 − ρ. Furthermore, given the line symmetry of the Gaussian distribution, the probability that o4 exists inside the query region is at most (1 − ρ)/2. Hence, if ρ = 1 − 2θ, and bb4 (ρ) and the query region do not overlap, the probability that o4 lies in query region must be less than θ. Second, for objects o1 and o3 , since their mean locations are inside the query region, it is obvious that their MBBs intersect the query region. Therefore, we include them into the candidate set without examining their MBBs. Third, for object o2 , we check and find its MBB intersects the query region, and then it becomes a candidate. In summary, when θ < 0.5, a data object is a candidate only if its bbi (1 − 2θ) intersects the query region. Case 2: θ ≥ 0.5. We show our idea in Fig. 3(b). If the probability that a data object exists in the query region reaches a θ no less than 0.5, it is necessary that its mean location lies inside the query region. In this way, o2 and o4 can be pruned, whereas o1 and o3 are considered as candidates.
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Moreover, for all candidates, let ρ = θ and compute their bbi (θ)s. If the query region fully contains bbi (θ); e.g., o3 , the probability that this object lies within the query region is definitely greater than θ. We validate it as a result without computing the numerical integration.



(a) θ < 0.5



(b) θ ≥ 0.5



Fig. 3. Filtering for PRQ-P Queries



3.4



Filtering Policies for PRQ-G Queries



For PRQ-G queries, since both the query object q and the data object o are in Gaussian distributions, we obtain both of their MBBs of ρ-regions.



(a) Filtered Object



(b) Validated Object



Fig. 4. Filtering for PRQ-G Queries



As shown in Fig. 4(a), assume the distance between the two MBBs is exactly δ. The probability that q and oi are both located inside their ρ-regions at the same time is ρ2 , assuming q and oi are independent. Therefore, the probability 2 that the distance between q and oi is no more than δ is at √ most 1 − ρ . For 2 a given probability threshold θ, let 1 − ρ = θ; i.e., ρ = 1 − θ. We exclude oi from the candidate set if the minimum distance between bbi (ρ) and bbq (ρ) is more than δ. √ Moreover, let ρ2 = θ; i.e., ρ = θ. If the maximum distance of bbi (ρ) and bbq (ρ) is less than δ, as shown in Fig. 4(b), oi is guaranteed to be located inside the query region with a probability no less than θ, and becomes a result without computing the exact probability integration.
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Indexing Data Objects



The filtering conditions introduced in the previous section need to know the value of θ and hence ρ to generate candidates. In order not to scan all the data objects and compute the MBBs of the ρ-regions on the fly with the given θ, an immediate solution is to index the MBBs for a suﬃciently large ρmax .
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Because the MBB with a larger ρ always consumes the one with a smaller ρ, it can support all the queries such that the ρ values computed from θ satisfy the condition ρ ≤ ρmax . However, the eﬃciency of the index is compromised for small ρ values. This method serves as a baseline algorithm (we use an R-tree to index MBBs and name it FR-tree), and will be compared in the experiment with the indexing technique we are going to present. Inspired by the TPR-tree [21], we propose an R-tree-based index structure which stores the MBBs in a parametric fashion. It works for arbitrary probability thresholds and range thresholds, and there is no no need to assume the two thresholds are given prior to index construction. The MBBs can be dynamically computed as we traverse the index. Furthermore, the bounding box of a node (at both leaf and non-leaf levels) tightly encloses all its children’s bounding boxes regardless of the θ value, as opposed to the TPR-tree within which all child bounding boxes are bounded in a loose manner. Our index is a balanced, multi-way tree with the structure of an R-tree. Each entry in leaf nodes contains a data object in the form of oi = (idi , µi , Σi ), where idi is the object id, µi , Σi are the mean location and the covariance matrix of the Gaussian distribution. In a non-leaf node, each entry has a pointer to a child node and the bounding box enclosing all the bounding boxes from the child node. Consider an object oi with mean location (x1i , . . , xdi )t . Its MBB is a rectangle parameterized with rρ . From Eq. 5, the extent of the MBB in the j-th dimension can be represented by [xji − wij , xji + wij ] = [xji − σij rρ , xji + σij rρ ].



(6)



Seeing the MBBs grow with rρ , in order to tightly bound the MBBs (or bounding boxes) in child nodes, it is necessary to search each dimension for the leftmost and the rightmost MBBs under varying ρ. We illustrate this problem in Fig. 5(a). It shows the changing bounding box that encloses the MBBs of four 2-dimensional objects’ ρ-regions as rρ increases. When rρ is less than r1 , the left edge is determined by o1 , and it becomes o3 when rρ exceeds r1 . The right bound is determined by o4 when rρ < r2 , and o2 otherwise. Fig. 5(b) shows how the four MBBs changes horizontally with rρ . For each object, a pair of symmetrical lines describe the left and the right coordinations of the MBB. The lines have diﬀerent slopes due to the diﬀerence in the standard deviations of the objects. The bold polylines illustrate the left and right coordinations of the bounding box. Therefore the problem becomes how to find the bold polylines. To this end, a bounding box can be represented by several segments with respect to rρ . We store in the index the j-th dimension of a bounding box in the form of (⟨xj1 , σ1j , r1 ⟩, . . , ⟨xjk , σkj , +∞⟩). For example, for the four objects in Fig. 5(a), the left and the right coordinations of the bounding box are (⟨xj1 , σ1j , r1 ⟩, ⟨xj3 , σ3j , +∞⟩) and (⟨xj4 , σ4j , r2 ⟩, ⟨xj2 , σ2j , +∞⟩), respectively.
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(a) Bounding Box of MBBs



(b) Left and Right Edges of MBBs



Fig. 5. Bounding Box with Varying ρ



We can find all the segments in the j-th dimension through a sort on the coordinations first and then a linear scan from the object whose standard deviation has the value on the j-th dimension. The time complexity is O(n log n), where n is the number of its child nodes. The number of segments in a bounding box is at most n. To process a query, θ is converted to ρ, and then rρ with the pre-computed (ρ, rρ ) table. Starting with the root node, for PRQ-P we compare the query region (MBB of the query object for PRQ-G) with the bounding box, and check the filtering condition. Given an rρ , we scan the stored jth-dimension of the bounding box and find α such that rα−1 ≤ rρ < rα . Then the extent of the bounding box on the j-th dimension can be computed through Eq. 6 using values xα , σα , and ρ. Note that our index is diﬀerent from TPR-tree: (1) The bounding boxes of TPR-tree change towards one direction in a rate (velocity), while our bounding boxes change towards two opposite directions symmetrically with rρ . (2) The bounding boxes of TPR-tree are tight only when an update occurs, while our bounding boxes are always tight.
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Discussion



In this section, we discuss the extension of our approach to other types of uncertainty models and queries. 5.1



Model Extension: Gaussian Mixture Model



A Gaussian Mixture Model (GMM) describes a probability model using a finite combination of Gaussian distributions. Its probability density function is represented as a weighted sum of several Gaussian component densities. Each leaf node in our index structure is a collection of Gaussian objects and can be considered as a GMM. Therefore, our index structure is extendible to manage GMM-based data. Moreover, theoretical results have shown that GMMs can approximate any continuous distribution arbitrarily. Hence, GMMs have been widely used in many real-world applications such as biometric recognition, image
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retrieval and finance analysis. It means that our index structure can be applied to applications with various types of data. 5.2



Probabilistic Nearest Neighbor Queries



Although we focus on probabilistic range queries in this paper, our index structure can also support other types of queries such as probabilistic nearest neighbor queries. A common approach to answer a probabilistic nearest neighbor query is based on the minimal maximum distance. It states that if the minimum distance of the bounding box of a data object or a set of bounding boxes from the query object is greater than the minimal maximum distance of all current bounding boxes from the query object, this data object or set of bounding boxes can be excluded from the searching list of this query. By defining appropriate query processing strategies, our index structure can answer probabilistic nearest neighbor queries as well.
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Experiments



We report our experiment results and analyses in this section. 6.1



Experimental Setup



We design two baseline approaches for experimental evaluation. One baseline approach is to sequentially scan the dataset and compute probability integration with the query. We name it Scan and evaluate our filtering techniques by comparing candidate number and query processing time with it. The other baseline approach indexes the MBBs of the ρ-region with ρmax = 0.99. Because the MBB with a larger ρ always consumes the one with a smaller ρ, it can support all the queries such that the ρ values computed from θ satisfy ρ ≤ ρmax . We equip this index with our filtering techniques and name it FR-tree, and evaluate our index structure by comparing filtering time and IO access with it. Our proposed index is referred to as G-tree. Three real datasets are used in our experiments. MG and LB are two 2dimensional datasets of Montgomery and Long Beach road networks (39K and 52K respectively) 3 . Airport is a 3-dimensional dataset containing latitudes, longitudes and elevations of 41K airports in the world 4 . All datasets are normalized to [0, 1000]d . LB is used by default. We randomly generate PRQ-P and PRQ-G queries. The probability threshold θ lies within [0.01, 0.99], and the query range δ is randomly chosen from [10, 100] for MG and LB, and [100, 200] for Airport. We randomly generate covariance matrices for both data Gaussian objects and query Gaussian objects. 3 4



http://www.census.gov/geo/www/tiger http://www.ourairports.com/data
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We implemented the index structure by extending the spatial index library SaiL 5 [9]. It is a generic framework that integrates spatial and spatio-temporal index structures and supports user-defined datatypes and customizable spatial queries. We conducted experiments using a PC with Intel Core 2 Duo CPU E8500 (3.16GHz), RAM 4GB, running Fedora 12. We construct an index of all data objects for both PRQ-P and PRQ-G, and store it in the secondary memory. 6.2



Query Performance Evaluation



The average query response time of 200 PRQ-P (resp. PRQ-G) queries (10K samples are used for numerical integration) is 0.242 seconds (1.250 seconds resp. PRQ-G) for G-tree, and 120.764 seconds (236.725 seconds resp. PRQ-G) for Scan, almost 500 (190 resp. PRQ-G) times that of G-tree. Among the overall response time, the integral computation takes up 0.237 seconds (1.246 seconds resp. PRQ-G) for G-tree, and 120.692 seconds (236.577 seconds resp. PRQ-G) for Scan. This indicates that probability integration dominates the overall query processing and is computationally expensive. Consequently, it is important to reduce candidate objects which need to perform integration as much as possible. Among 50,747 objects in LB, the average candidate number of G-tree is 93 for PRQ-P (335 for PRQ-G). The number of validated objects by integration is 65 for PRQ-P (156 for PRQ-G). So for PRQ-P 69.9% (46.6% for PRQ-G) of the candidates identified by our approach are real results. This demonstrates the eﬀectiveness of our proposed filtering techniques. In the sequel, we exclude the integral part from query processing and focus on evaluating the filtering and indexing performance of FR-tree and G-tree. We run the two algorithms to process 10K queries on the three datasets and show the average filtering time and IO access of PRQ-P (resp. PRQ-G) in Fig. 6(a) – 6(b) (resp. Fig. 6(d) – 6(e)). For PRQ-P, the filtering time of G-tree is half of that of FR-tree, because the IO access of G-tree is 90% less than that of FR-tree, though the segmented bounding boxes in G-tree are more complex to process than those in FR-tree. The reduction on PRQ-G is more substantial. The filtering time of G-tree on MG and LB is 71% less than that of FR-tree, and 61% on Airport. The IO access of G-tree of three datasets is 6% that of FR-tree. As a ρmax is adopted to process queries with any θ, the bounding boxes in FR-tree are very loose. This causes more IO accesses and increases filtering time. On the other hand, since the bounding boxes in G-tree are constructed in a parametric fashion, they can be calculated dynamically for arbitrary θ and hence are compact. Another interesting observation is that the IO access almost resembles the candidate number, indicating most IOs are spent on retrieving data objects. Fig. 6(c) and Fig. 6(f) shows the candidate ratio of PRQ-P and PRQ-G, which is calculated by dividing the candidate number by the total number of objects. The candidate number of FR-tree and G-tree is the same since we equip FR-tree with our filtering techniques. 5
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Fig. 6. Performance of PRQ-P and PRQ-G Queries
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The candidate ratio is around 2‰ for PRQ-P and 6‰ for PRQ-G on the three datasets. This reveals that only a very small percentage of data objects will become candidates owing to our filtering techniques. Varying Dataset Size. To evaluate the scalability of our approach, we randomly extract 20%, 40%, 60%, 80% and 100% of LB dataset and show the filtering time and IO access of two methods in Fig. 7(a) – 7(b) on PRQ-P queries. The performance on PRQ-G queries reveals a similar trend and hence is omitted here due to space limit. As the dataset size becomes larger, the filtering time and IO access of FR-tree almost increase linearly. G-tree displays a steady increasing trend and always outperforms FR-tree.
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As shown in Fig. 8(a) – 8(b), the candidate ratio of PRQ-P retains 2‰ when varying the dataset size |D|, and 6.5‰ for PRQ-G, demonstrating the steadiness and scalability of our approach with respect to the dataset size.
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Varying Query Range. We vary the query range δ from 10 to 100 by 10 and show the performance on PRQ-P queries in Fig. 9(a) – 9(b). The performance on PRQ-G queries is similar and hence omitted. As δ increases, FR-tree consumes much more time and more IO accesses on filtering processing. In contrast, Gtree exhibits much slower increasing trends. Fig. 10(a) – 10(b) shows that the candidate ratio of both PRQ-P and PRQ-G also increases with δ, but for PRQ-P it is only 3.4‰ (11.6‰ for PRQ-G) even if δ achieves 100. 2
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Fig. 10. Varying δ: Candidate ratio



Varying Probability Threshold. We vary θ from 0.1 to 0.9 and show the performance in Fig. 11(a) – 12(b) for both PRQ-P and PRQ-G queries. For PRQ-P, the filtering time and IO access of both FR-tree and G-tree decreases gradually with θ when it is less than 0.5. When θ exceeds 0.5, the filtering time slightly rebounds. This is consistent with our filtering condition which assigns ρ = 1 − 2θ if θ < 0.5 and ρ = θ if θ ≥ 0.5. Because when θ < 0.5, ρ decreases when θ moves towards larger values, and bounding boxes shrink. So most of non-candidates can be filtered quickly and and less IO accesses are needed, and hence it accelerates filtering. On the contrary, when θ ≥ 0.5, ρ increases with θ, each bounding box enlarges and consequently the filtering time and IO access rises. However, an object needs to satisfy the constraint that the center must be located within the query region, and thus the increase in filtering time is not obvious in this case. The reason also accounts for the trend of G-tree on√candidate ratio in Fig. 12(a). For PRQ-G queries, as we set ρ = 1 − θ for filtering, the bounding boxes of both data objects and query objects shrink gradually as θ increases. Consequently, filtering time, IO access and candidate ratio all reduce slightly. Despite the variation of θ, G-tree constantly outperforms FR-tree. In the case of PRQ-P, the filtering time of FR-tree amounts to 2.4 times that of G-tree on average and 9.4 times on average for IO access. This contrast is more evident on PRQ-G queries, where the filtering time of FR-tree is 3.8 times that of G-tree on average and 18.4 times on average for IO access.
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Varying Dimensionality. We also study the impact of dimensionality using randomly generated synthetic datasets with the size 20K and the query range within [100, 200]. Fig. 13 shows the scalability of FR-tree and G-tree against dimensionality. As shown in Fig. 13(a) and Fig. 13(b), in both cases of PRQP and PRQG, the filtering time of two trees reduces with increasing d because the object density decreases with d. This can be confirmed by the decreasing trend of candidate ratio of both PRQP and PRQG in Fig. 13(c) and Fig. 13(d). It is also notable that the filtering performance of FR-tree begin to exceed that of G-tree at d = 5. The explanation is that candidate retrieval becomes less frequent as the object density decreases, and hence the operation of comparing the query region with node MBBs dominates the filtering procedure. While FRtree’s MBBs can be obtained directly from the index structure, G-tree needs to compute the exact MBBs from scratch for all nodes. Index construction. We evaluate the index construction on the Airport dataset. The node capacities of the indexes are selected to optimize query performance for both FR-tree and G-tree. The index size of FR-tree is 10.0MB, and the construction time is 5 seconds on average. G-tree has a size of 10.7MB, slightly larger than FR-tree due to the segmented bounding boxes in its entries. It takes 60 seconds on average to build. Although G-tree needs more construction time, considering the superior query performance and the index construction can be done oﬄine, the index construction is in an aﬀordable manner.
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Related Work



Uncertain Data Management. We focus on research work in the area of unertain data management that is closely related to our work. A number of approaches for managing uncertain data have been proposed. Early research primarily focuses on queries in a moving object database model [6, 14, 20, 22]. [5] classifies and proposes solutions to several types of probabilistic queries including probabilistic range queries, where their target is merely the one-dimensional space. A range query processing method for the case where both data objects and query object are imprecise is proposed in [4]. But they assume that each object exists within a rectangular area. [24] models a fuzzy object by a fuzzy set where each element is characterized by its probability of membership. (The sum of all probabilities is not necessarily one.) For eﬃcient query processing, they propose the notion of α-cut, the subset of elements whose probabilities are no less than a user-specified probability threshold α, to filter elements of the fuzzy object. However, the rationales of computing the filtering region of two algorithms are diﬀerent. As an index structure for Gaussian distributions, Gauss-tree [3] is proposed for probabilistic identification query. It assumes all Gaussian distributions are probabilistically independent in each dimension. This imposes heavy restriction on the generality of the approach and the overall accuracy of the query result is limited. In [12], Lian et al. propose a generic framework to tackle the local correlations among uncertain data. Indexing Uncertain Data for Range Queries. [1] presents various structures on uncertain data that support range queries in the one-dimensional case. In terms of probabilistic range queries in a multi-dimensional space, Tao et al. propose U-tree [16]. Uncertain objects are assumed to follow arbitrary probability distributions within uncertainty regions. Zhang et al. propose a quadtreebased index structure U-Quadtree [23] for range searching on multi-dimensional
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uncertain data. They mainly focus on representing uncertainty by discrete instances inside a minimal bounding box. The diﬀerence lies in that we take advantage of specific properties of Gaussian distribution and index uncertain objects distributed in an infinite space. Spatial Data Indexing. The traditional spatial database has been well studied and many indexing methods have been proposed [2, 8, 13] to support spatial query processing. The well-known ones are R-tree [8] and its extension R*-tree [2], which index objects by deriving their minimum bounding rectangle (MBR). TPR-tree [21] and TPR*-tree [17] are proposed to index moving objects. But none of them can be applied directly to index Gaussian objects for our problem.
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Conclusion



In this paper, we study the probabilistic range queries over uncertain data. We assume that the location of the query object is either fixed or follows a multi-dimensional Gaussian distribution. The locations of data objects are represented by Gaussian distributions. Given these assumptions, we define two types of probabilistic range queries with respect to the query object. To expedite query processing, we propose several filtering techniques to eﬀectively reduce non-candidate objects. We further propose a novel R-tree-based index structure to eﬃciently process queries. We conduct experiments on real datasets to evaluate our proposed approach. Acknowledgement This research is supported by the FIRST program, Japan.
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In recent years, uncertain data management has received considerable attention in the database community. It involves a large variety of real-world applications,. 






 Download PDF 



















 972KB Sizes
 0 Downloads
 251 Views








 Report























Recommend Documents







[image: alt]





Probabilistic k-Skyband Operator over Sliding Windowsâ‹† 

Uncertain data analysis is an important issue in many emerging important appli- .... a, we use Pnew(a) to denote the k-skyband probability of a restricted to the ...














[image: alt]





Entity-Relationship Queries over Wikipedia 

locations, events, etc. For discovering and .... Some systems [25, 17, 14, 6] explicitly encode entities and their relations ..... ã€ˆAndy Bechtolsheim, Cisco Systemsã€‰.














[image: alt]





Contingency Planning Over Probabilistic Obstacle ... 

Feb 20, 2009 - even built in to the final application circuit eliminating the need for a .... It is called an Integrated Development Environment, or IDE, because it.














[image: alt]





Probabilistic k-Skyband Operator over Sliding Windowsâ‹† 

probabilistic data streams. In: PODS 2007 (2007). 7. Jin, C., Yi, K., Chen, L., Yu, J.X., Lin, X.: Sliding-window top-k queries on uncertain streams. In: VLDB 2008 ...














[image: alt]





Probabilistic Best-Fit Multi-dimensional Range Query in ... - IEEE Xplore 

Probabilistic Best-fit Multi-dimensional Range Query in Self-Organizing Cloud. Sheng Di, Cho-Li Wang, Weida Zhang, Luwei Cheng. Department of Computer ...














[image: alt]





Probabilistic Best-Fit Multi-dimensional Range Query in ... - IEEE Xplore 

The University of Hong Kong. Pokfulam Road, Hong Kong. {sdi, clwang, wdzhang, lwcheng}@cs.hku.hk. Abstractâ€”With virtual machine (VM) technology being.














[image: alt]





Fault-Tolerant Queries over Sensor Data 

14 Dec 2006 - sensor-based data management must be addressed. In traditional ..... moreover, this. 1This corresponds to step (1) of the protocol for Transmitting. Data. Of course, a tuple may be retransmitted more than once if the CFV itself is lost.














[image: alt]





Adaptive Filters for Continuous Queries over Distributed ... 

The central processor installs filters at remote ... Monitoring environmental conditions such as ... The central stream processor keeps a cached copy of [L o. ,H o. ] ...














[image: alt]





Efficient processing of graph similarity queries with edit ... 

DISK. LE. CP Disp.:2013/1/28 Pages: 26 Layout: Large. Author Proof. Page 2. uncorrected proof. X. Zhao et al. â€“ Graph similarity search: find data graphs whose edit dis-. 52 .... tance between two graphs is proved to be NP-hard [38]. For. 182.














[image: alt]





Evaluating Conjunctive Triple Pattern Queries over ... 

data, distribute the query processing load evenly and incur little network traffic. We present .... In the application scenarios we target, each network node is able to describe ...... peer-to-peer lookup service for internet applications. In SIGCOMM














[image: alt]





Completeness of Queries over Incomplete Databases 

designed so that they are able to store incomplete data [4]. .... and the ideal database Ë†DS , this query returns exactly Hans. ... DS |= Compl(Q1). Table completeness. A table completeness (TC) statement al- lows one to say that a certain part of a














[image: alt]





Evaluation Strategies for Top-k Queries over ... - Research at Google 

their results at The 37th International Conference on Very Large Data Bases,. August 29th ... The first way is to evaluate row by row, i.e., to process one ..... that we call Memory-Resident WAND (mWAND). The main difference between mWAND ...














[image: alt]





Region-Based Coding for Queries over Streamed XML ... - Springer Link 

region-based coding scheme, this paper models the query expression into query tree and ...... Chen, L., Ng, R.: On the marriage of lp-norm and edit distance.














[image: alt]





Efficient and Effective Similarity Search over Probabilistic Data ... 

To define Earth Mover's Distance, a metric distance dij on object domain D must be provided ...... Management of probabilistic data: foundations and challenges.














[image: alt]





Distributed Evaluation of RDF Conjunctive Queries over ... 

answer to a query or have ACID support, giving rise to â€œbest effortâ€� ideas. A ..... â€œproviderâ€� may be the company hosting a Web service. Properties are.














[image: alt]





Processing Top-N Queries in P2P-based Web ... 

Jun 17, 2005 - equal rights and opportunities, self-organization as well as avoiding .... to approximate the original function F. Let bucket Bi be defined as Bi = {li,...,ui}, where ..... Quality-of-Service approaches but is not the focus of this pap














[image: alt]





Efficient and Effective Similarity Search over Probabilistic Data Based ... 

networks have created a deluge of probabilistic data. While similarity search is an important tool to support the manipulation of probabilistic data, it raises new.














[image: alt]





Center-surround masks operate over a narrower range ... 

Lynn A. Olzak and Patrick J. Hibbeler. Miami University of Ohio. Abstract. We measured the range of spatial frequencies and orientations over which masking occurs when masks are presented as annuli surrounding a center target disk. In one experiment,














[image: alt]





31-9190 GE Spacemaker Over the Range Microwave Oven Service ... 

GE Consumer & Industrial. JVM1750. JVM1540. Popcorn Beverage Reheat. Potato. Beeper. Volume. Turn. Table. Express Cook. Sensor Cooking. Control Lock.














[image: alt]





author queries 

8 Sep 2008 - Email: [email protected]. 22. ... life and domain satisfaction: to do well from one's own point of view is to believe that one's life is ..... among my goals. I also value positive hedonic experience, but in this particular. 235 situ














[image: alt]





Conceptual Queries 

article highlights the advantages of conceptual query languages such as ... used to work directly with the system (e.g. screen forms and printed reports). ... made to the general type of data model to be used for storage (e.g. relational or ... The u














[image: alt]





Viewport and Media Queries 

Nevermind the pixels, here comes the Complete Idiot's Guide to. Viewport and ... If you want to have a CSS style that only smartphones will pick up, use: @media ...














[image: alt]





author queries 

Some psychologists call for the replacement of all. 35 traditional first ... are alive and well,3 which means that objectivists about happiness and well-being .... of LS judgments shows them to be flawed in a way that 'objective happiness' is not.














[image: alt]





Probabilistic Collocation - Jeroen Witteveen 

Dec 23, 2005 - is compared with the Galerkin Polynomial Chaos method, the Non-Intrusive Polynomial. Chaos method ..... A second-order central finite volume ...


























×
Report Processing Probabilistic Range Queries over ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















