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Realization Theory of Bilinear Hybrid Systems



Mih´aly Petreczky †Centrum voor Wiskunde en Informatica (CWI) P.O.Box 94079, 1090GB Amsterdam , The Netherlands [email protected] Abstract. The paper deals with the realization theory of bilinear hybrid systems, i.e. hybrid systems with continuous dynamics determined by bilinear control systems. We will formulate necessary and sufficient conditions for the existence of a bilinear hybrid system realizing a set of specified input/output maps. We will also present a characterization of a minimal bilinear hybrid realization and a procedure to convert a bilinear hybrid system to a minimal one. The paper also deals with the partial realization of bilinear hybrid systems. Key Words. hybrid systems, realization theory, partial realization. 1. Introduction The paper develops realization theory for a special class of hybrid systems called bilinear hybrid systems. A bilinear hybrid system is a hybrid system such that the continuous dynamics at each location is determined by a continuous time bilinear control system and the system switches from one discrete location to another whenever an external discrete input event takes place. The automaton specifying the discretestate transition is assumed to be deterministic. Discrete events act as discrete inputs, one can specify arbitrary sequence of them arriving at any time instant. There are no guards and the reset maps are assumed to be linear. The inputs of a bilinear hybrid system are of two types. Piecewise-continuous inputs are fed to the bilinear system belonging to the current discrete location. Timed sequences of discrete events determine the relative arrival times and the relative order of external events which trigger transition of discrete states. The output of a bilinear hybrid system consists of the continuous outputs of the underlying bilinear systems and the discrete outputs of the discrete states. The class of hybrid systems studied in this paper bears a certain resemblance to linear switched systems [7]. The paper presents a solution to the following problems. Reduction to a minimal realization Consider a bilinear hybrid system H, and a subset of its input-output maps Φ. Find a minimal bilinear hybrid system which realizes Φ. Existence of a realization Find necessary and sufficient conditions for the existence of a bilinear hybrid system realizing a specified



set of input-output maps. Partial realization Find a procedure for constructing a bilinear hybrid system realization of a set of input-output maps from finite data. The following results are presented in the paper. (1) A bilinear hybrid system is a minimal realization of a set of input-output maps if and only if it is observable and semi-reachable from the set of states which induce the specified input-output maps. Minimal bilinear hybrid systems which realize a specified set of input-output maps are unique up to isomorphism. Each bilinear hybrid system H can be transformed to a minimal realization of any set of inputoutput maps which are realized by H. (2) A set of input/output maps is realizable by a bilinear hybrid system if and only if it has a hybrid Fliess-series expansion, the rank of its Hankel-matrix is finite and the discrete parts of the input/output maps are realizable by a finite Moore-automaton . There is a procedure to construct the realization from the columns of the Hankel-matrix, and this procedure yields a minimal realization. Earlier works on realization theory dealt with realization theory of linear switched systems , see [5, 6]. There is a strong link between the notion of minimal realization and the notion of the largest bisimulation. In fact, for deterministic systems the largest bisimulation coincides with the indistinguishability relation. For more on bisimulation for hybrid systems see [7]. The main tool used in the paper is the theory of formal power series. The connection between realization theory and formal power series has been explored in



several papers, see [4]. The outline of the paper is the following. Section 2. introduces the notation and concepts which are used in the rest of the paper. Section 3. presents certain properties of the input-output maps generated by linear hybrid systems. Section 4. contains the necessary results on formal power series. Finally, Section 5. develops realization theory for bilinear hybrid systems. 2.



Bilinear Hybrid Systems



This section contains the definition and elementary properties of bilinear hybrid system. The notation and notions described in this section are largely based on [5]. For a set Σ denote by Σ∗ the set of finite strings of elements of Σ. For w = a1 a2 · · · ak ∈ Σ∗ , a1 , a2 , . . . , ak ∈ Σ the length of w is denoted by |w|, i.e. |w| = k. The empty sequence is denoted by ε . The length of ε is zero: |ε | = 0. Let Σ+ = Σ∗ \ {ε }. The concatenation of two strings v = v1 · · · vk , w = w1 · · · wm ∈ Σ∗ is the string vw = v1 · · · vk w1 · · · wm . We denote by wk the string w · · w}. The word w0 is just the empty word ε . | ·{z k−times



Denote by T the set [0, +∞) ⊆ R. Denote by PC(T, X) the set of piecewise-continuous maps from T to a suitable set X, i.e., maps which have at most finitely many points of discontinuity on any bounded interval and at any point of discontinuity the left-hand and the righthand limits exist and are finite. Denote by N the set of natural numbers including 0. Denote by F(A, B) the set of all functions from the set A to the set B. For any two sets A, B, define the functions ΠA : A × B → A and ΠB : A × B → B by ΠA (a, b) = a and ΠB (a, b) = b. By abuse of notation we will denote any constant function f : T → A by its value. That is, if f (t) = a ∈ A for all t ∈ T , then f will be denoted by a. For any function f the range of f will be denoted by Im f . If A, B are two sets, then the set (A × B)∗ will be identified with the set {(u, w) ∈ A∗ × B∗ | |u| = |w|}. For any two sets J, X an indexed subset of X with the index set J is simply a map Z : J → X, denoted by Z = {a j ∈ X | j ∈ J}, where a j = Z( j), j ∈ J. A finite Moore-automaton is a tuple A = (Q, Γ, O, δ , λ ) where Q, Γ are finite sets, δ : Q × Γ → Q, λ : Q → O. The set Q is called the state-space, O is called the output space and Γ is called the input space. The function δ is the state-transition map and λ is the readout map. Denote by card(A ) the cardinality of the state-space Q of A , i.e. card(A ) = card(Q). Define the functions δe : Q × Γ∗ → Q and e λ : Q × Γ∗ → O as follows. Let δe(q, ε ) = q and δe(q, wγ ) = δ (δe(q, w), γ ), w ∈ Γ∗ , γ ∈ Γ. Let e λ (q, w) = λ (δe(q, w)), w ∈ Γ∗ . By abuse of notation we will denote δe and e λ simply by δ and λ respectively. Let D = {φ j ∈ F(Γ∗ , O) | j ∈ J} be an indexed set of functions. A finite Moore-automaton A = (Q, Γ, O, δ , λ ) is said to be a realization of D if there exists a function ζ : J → Q such that λ (ζ ( j), w) = φ j (w), ∀w ∈



Γ∗ , j ∈ J. By abuse of terminology both A and (A , ζ ) will be called automaton realization of D. 0 0 Let (A , ζ ) and (A , ζ ) be two automaton realiza0 tions. Assume that A = (Q, Γ, O, δ , λ ) and A = 0 0 0 0 (Q , Γ, O, δ , λ ). A map φ : Q → Q is said to be 0 0 an automaton morphism from (A , ζ ) to (A , ζ ), 0 0 denoted by φ : (A , ζ ) → (A , ζ ) if φ (δ (q, γ )) = 0 0 δ (φ (q), γ ), ∀q ∈ Q, γ ∈ Γ , λ (q) = λ (φ (q)), ∀q ∈ Q, 0 φ (ζ ( j)) = ζ ( j), j ∈ J. An automaton realization (A , ζ ) of D is called minimal if for each automaton 0 0 0 realization (A , ζ ) of D, card(A ) ≤ card(A ). Let ∗ ∗ ∗ φ : Γ → O. For every w ∈ Γ define w ◦ φ : Γ → O– the left shift of φ by w as w ◦ φ (v) = φ (wv). For D = {φ j ∈ F(Γ∗ , O) | j ∈ J} define the set WD ⊆ F(Γ∗ , O) by WD = {w ◦ φ j : Γ∗ → O | w ∈ Γ∗ , j ∈ J}. An automaton A = (Q, Γ, O, δ , λ ) is called reachable from Q0 ⊆ Q if ∀q ∈ Q : ∃w ∈ Γ∗ , q0 ∈ Q0 : q = δ (q0 , w). A realization (A , ζ ) is called reachable, if A is reachable from Imζ . A realization (A , ζ ) is called observable or reduced, if ∀q1 , q2 ∈ Q : [∀w ∈ Γ∗ : λ (q1 , w) = λ (q2 , w)] =⇒ q1 = q2 . The following result is a simple reformulation of the well-known properties of realizations by automata. For references see [2]. Theorem 1 Let D = {φ j ∈ F(Γ∗ , O) | j ∈ J}. D has a realization by a finite Moore-automaton if and only if WD is finite. In this case a realization of D is given by (Acan , ζcan ) where Acan = (WD , Γ, O, L, T ), ζcan ( j) = φ j , j ∈ J and L(φ , γ ) = γ ◦ φ , T (φ ) = φ (ε ), φ ∈ WD , γ ∈ Γ. The realization (Acan , ζcan ) is reachable and observable. Theorem 2 Let (A , ζ ) be a finite Moore-automaton realization of D = {φ j ∈ F(Γ∗ , O) | j ∈ J}. The following are equivalent: (i) (A , ζ ) is minimal, (ii) (A , ζ ) is reachable and observable, (iii) card(A ) = card(WD ), 0 0 (iv) For each reachable realization (A , ζ ) of D there 0 0 exists a surjective automaton morphism T : (A , ζ ) → (A , ζ ). In particular, all minimal realizations of D are isomorphic Definition 1 (Bilinear hybrid systems) A bilinear hybrid system (abbreviated as BHS ) is a tuple H = (A , U , Y , (Xq , Aq , {Bq, j } j=1,...,m ,Cq )q∈Q , {Mq1 ,γ ,q2 | q1 , q2 ∈ Q, γ ∈ Γ, δ (q2 , γ ) = q1 }) where A = (Q, Γ, O, δ , λ ) is a finite-Moore-automaton, Xq = Rnq , U = Rm , Y = R p , N 3 nq , p, m > 0, q ∈ Q and Aq : Xq → Xq , Bq, j : Xq → Xq , Cq : Xq → Y and Mq1 ,γ ,q2 : Xq2 → Xq1 are linear maps. S



L



Let H = q∈Q {q} × Xq . Let X = q∈Q Xq , AH = A . The inputs of the bilinear hybrid system H are functions from PC(T, U ) and sequences from (Γ × T )∗ . The interpretation of a sequence (γ1 ,t1 ) · · · (γk ,tk ) ∈ (Γ × T )∗ is the following. The event γi took place after the event γi−1 and ti−1 is the time elapsed between the arrival of γi−1 and the arrival of γi . That is, ti is the difference of the arrival times of γi and γi−1 . Consequently, ti ≥ 0 but we allow ti = 0, that is, we allow γi to arrive instantly after γi−1 .



If i = 1, then t1 is simply the time when the event γ1 arrived. The interpretation above also implies an ordering of discrete input events which arrive at the same time. The state trajectory of the system H is a map ξH : H × PC(T, U ) × (Γ × T )∗ × T → H of the following form. For each u ∈ PC(T, U ), w = (γ1 ,t1 ) · · · (γk ,tk ) ∈ (Γ × T )∗ , tk+1 ∈ T , h0 = (q0 , x0 ) ∈ H it holds that ξH (h0 , u, w,tk+1 ) = (δ (q0 , γ1 · · · γk ), xH (h0 , u, w,tk+1 )) where x : T 3 t 7→ xH (h0 , u, w,t) is the solution of the differential equation dtd x(t) = Aqk x(t) + ∑mj=1 u j (t + u(s) = (u1 (s), . . . , um (s))T ∈ ∑k1 t j )Bqk , j x(t), U , s ∈ T with the initial condition x(0) = Mqk ,γk ,qk−1 xH (x0 , u, (γ1 ,t1 ) . . . (γk−1 ,tk−1 ),tk ), where That is, Aq x + qi = δ (q0 , γ1 · · · γi ), i = 0, . . . , k. ∑mj=1 u j Bq, j x is the bilinear control system associated with the discrete state q ∈ Q and Mq1 ,γ ,q2 is the reset map associated with input event γ ∈ Γ and discrete states q1 , q2 ∈ Q. Similarly to ordinary bilinear systems, the trajectory of a hybrid bilinear system admits a representation by an absolutely convergent series of iterated integrals. For each u = (u1 , . . . , uk ) ∈ U denote d ζ j [u] = u j , j = 1, 2, . . . , m, d ζ0 [u] = 1. Denote the set {0, 1, . . . , m} by Zm . For each j1 · · · jk ∈ Z∗m , j1 , · · · , jk ∈ Zm , k ≥ 0,t ∈ T , u ∈ PC(T, U ) define V j1 ··· jk [u](t) = 1 if k = 0 and V j1 ··· jk [u](t) = Rt For each 0 d ζ jk [u(τ )]V j1 ,..., jk−1 [u](τ )d τ if k > 1. ∗ k w1 , . . . , wk ∈ Zm , (t1 , · · · ,tk ) ∈ T , u ∈ PC(T, U ) define Vw1 ,...,wk [u](t1 , . . . ,tk ) = Vw1 (t1 )[u]× ×Vw2 (t2 )[Shift1 (u)] · · · · · ·Vwk [Shiftk−1 (u)](tk ) where Shifti (u) = Shift∑i ti (u), i = 1, 2, . . . , k − 1. For 1 each q ∈ Q and w = j1 · · · jk , k ≥ 0, j1 , · · · jk ∈ Zm let us introduce the following notation Bq,0 := Aq , Bq,ε := IdXq , , Bq,w := Bq, jk Bq, jk−1 · · · Bq, j1 . Using induction and the well-known result on the iterated integral series expansion of state trajectories of bilinear systems one can easily derive xH (h0 , u, s,t) =



∑



w1 ,...,wk+1 ∈Z∗m



(Bqk ,wk+1 Mqk ,γk ,qk−1



· · · Mq1 ,γ1 ,q0 Bq0 ,w1 x0 )Vw1 ,...,wk+1 [u](t1 , . . . ,tk+1 ) where tk+1 = t, qi+1 = δ (qi , γi+1 ), h0 = (q0 , x0 ) and s = (γ1 ,t1 ) · · · (γk ,tk ), u ∈ PC(T, U ), 0 ≤ i ≤ k. Define the set Reach(Σ, H0 ) = {xH (h0 , u, w,t) ∈ X | u ∈ PC(T, U ), w ∈ (Γ × T )∗ ,t ∈ T, h0 ∈ H0 }. H is semi-reachable from H0 if X is the vector space of the smallest dimension containing Reach(H, H0 ) and the automaton AH is reachable from ΠQ (H0 ). Define the function υH : H × PC(T, U ) × (Γ × T )∗ × T → O × Y by υH ((q0 , x0 ), u, (w, τ ),t) = (λ (q0 , w),Cq xH ((q0 , x0 ), u, (w, τ ),t)) where q = δ (q0 , w). For each h ∈ H the input-output map of the system H induced by h is the function υH (h, .) : PC(T, U ) × (Γ × T )∗ × T 3 (u, (w, τ ),t) 7→ υH (h, u, (w, τ ),t) ∈ Y × O. Two states h1 6= h2 ∈ H of the bilinear hybrid system H are indistinguishable if υH (h1 , .) = υH (h2 , .). H is called observable if it



has no pair of distinct indistinguishable states. A set Φ ⊆ F(PC(T, U ) × (Γ × T )∗ × T, Y × O) is said to be realized by a bilinear hybrid system H if there exists a map µ : Φ → H such that ∀ f ∈ Φ : υH (µ ( f ), ., .) = f . Both H and (H, µ ) are called a realization of Φ. Thus, H realizes Φ if and only if for each f ∈ Φ there exists a state h ∈ H such that υH (h, .) = f . We say that the realization (H, µ ) is observable if H is observable and we say that (H, µ ) is semi-reachable if H is semi-reachable from Imµ . For a bilinear hybrid system H from Definition 1 the dimension of H is defined as dim H = (card(Q), ∑q∈Q dim Xq ) ∈ N × N. The first component of dim H is the cardinality of the discrete state-space, the second component is the sum of dimensions of the continuous statespaces. For each (m, n), (p, q) ∈ N × N we will write (m, n) ≤ (p, q), if m ≤ p and n ≤ q. A realization H of Φ is called a minimal realization of Φ, if 0 0 for any realization H of Φ: dim H ≤ dim H . Let 0 0 (H, µ ) and (H , µ ) be two realizations. Let H = (A , U , Y , (Xq , Aq , {Bq, j } j=1,...,m ,Cq )q∈Q , {Mq1 ,γ ,q2 | 0 q1 , q2 ∈ Q, γ ∈ Γ, δ (q2 , γ ) = q1 }) and H = 0 0 0 0 0 0 (A , U , Y , (Xq , Aq , {Bq, j } j=1,...,m ,Cq )q∈Q0 , {Mq1 ,γ ,q2 | 0



0



q1 , q2 ∈ Q , γ ∈ Γ, δ (q2 , γ ) = q1 }), where A = 0 0 0 0 (Q, Γ, O, δ , λ ) and A = (Q , Γ, O, δ , λ ). A pair T = (TD , TC ) is called an O-morphism from (H, µ ) 0 0 0 0 to (H , µ ), denoted by T : (H, µ ) → (H , µ ), if the 0 0 the following holds. TD : (A , µD ) → (A , µD ), where 0 0 µD ( f ) = ΠQ (µD ( f )), µD ( f ) = ΠQ0 (µD ( f )), is an auL



L



0



tomaton morphism and TC : q∈Q Xq → q∈Q0 Xq is a linear morphism, such that (a) ∀q ∈ Q : TC (Xq ) ⊆ 0 0 XTD (q) , (b) TC Aq = ATD (q) TC , q ∈ Q, TC Bq, j = 0



0



BTD (q) TC , q ∈ Q, j = 1, . . . , m, Cq = CTD (q) TC , q ∈ 0



Q, (c) TC Mq1 ,γ ,q2 = MTD (q1 ),γ ,TD (q2 ) TC , ∀q1 , q2 ∈ Q, γ ∈ Γ, δ (q2 , γ ) = q1 , (d) TC (ΠXq (µ ( f ))) = 0 ΠX 0 (µ ( f )) for each q = µD ( f ), f ∈ Φ. The OTD (q)



morphism T is said to be injective, surjective, or bijective if both TD and TC are respectively injective, surjective, or bijective. Bijective O-morphisms are called O-isomorphisms. Two bilinear hybrid system realizations are isomorphic if there exists an O-isomorphism between them. 3.



Input-output maps of bilinear hybrid systems



e = Γ ∪ Zm . Then any w ∈ Γ e is of the form Let Γ w = w1 γ1 · · · wk γk wk+1 , γ1 , . . . , γk ∈ Γ, w1 , . . . , wk+1 ∈ e∗ → Y is called a generZ∗m , k ≥ 0. A map c : Γ e∗ if there exists K, M > ating convergent series on Γ e∗ , ||c(w)|| < 0, K, M ∈ R such that for each w ∈ Γ |w| KM , where ||.|| is some norm in Y = R p . The notion of generating convergent series is related to the notion of convergent power series from [4]. e∗ → Y be a generating convergent series. Let c : Γ For each u ∈ PC(T, U ) and s = (γ1 ,t1 ) · · · (γk ,tk ) ∈ (Γ × T )∗ ,tk+1 ∈ T define the series Fc (u, s,tk+1 ) =



∑w1 ,...,wk+1 ∈Z∗m c(w1 γ1 · · · γk wk+1 )Vw1 ,...,wk+1 [u](t1 , . . . , tk+1 ) . It can be shown that the series above are absolutely convergent. In fact we can define a function Fc ∈ F(PC(T, U ) × (Γ × T )∗ , Y ) by Fc : (u, w,t) 7→ Fc (u, w,t). It can be shown that Fc is uniquely detere∗ → Y are two convermined by c. That is, if d, c : Γ gent generating series, then Fc = Fd ⇐⇒ c = d. Now we are ready to define the concept of hybrid Fliessseries representation of a set of input/output maps, which is related to the concept of Fliess-series expansion in [4]. Let f ∈ F(PC(T, U ) × (Γ × T )∗ × T, Y × O), fC = ΠY ◦ f , fD = ΠO ◦ f . Let Φ ⊆ F(PC(T, U ) × (Γ × T )∗ × T, Y × O).



the following short-hand notation will be used, Aw := Awk Awk−1 · · · Aw1 for w = w1 · · · wk , Aε is the identity map. A representation Rmin of Ψ is called minimal if for each representation R of Ψ it holds that dim Rmin ≤ dim R. For each w ∈ X ∗ define w ◦ S ∈ R p ¿ X ∗ À – the left shift of S by w as ∀v ∈ X ∗ : w ◦ S(v) = S(wv). The following statements are generalizations of the results on rational power series from [1]. Let Ψ = {S j ∈ R p ¿ X ∗ À| j ∈ J}. Define the set WΨ = Span{w ◦ S j ∈ R p ¿ X ∗ À| j ∈ J, w ∈ X ∗ }. Define ∗ ∗ the Hankel-matrix HΨ of Ψ as HΨ ∈ R(X ×I)×(X ×J) , I = {1, 2, . . . , p} and (HΨ )(u,i)(v, j) = (S j )i (vu). Notice that dimWΨ = rank HΨ .



Definition 2 (Hybrid Fliess-series expansion) Φ is said to admit a hybrid Fliess-series expansion if (1) For each f ∈ Φ there exists a generating convergent e∗ → Y such that Fc = fC , (2) For each series c f : Γ f f ∈ Φ the map fD depends only on Γ∗ , that is, for each w ∈ Γ∗ , fD (u1 , (w, τ1 ),t1 ) = fD (u2 , (w, τ2 ),t2 ) for all u1 , u2 ∈ PC(T, U ), τ1 , τ2 ∈ T |w| ,t1 ,t2 ∈ T . We will regard fD as a function fD : Γ∗ → O.



Theorem 3 Let Ψ = {S j ∈ R p ¿ X ∗ À| j ∈ J}. The following are equivalent. (i) Ψ is rational. (ii) dimWΨ = rank HΨ < +∞, (iii) The tuple RΨ = (WΨ , {Aσ }σ ∈X , B,C), where Aσ : WΨ → WΨ , Aσ (T ) = σ ◦ T , B = {B j ∈ WΨ | j ∈ J}, B j = S j for each j ∈ J, C : WΨ → R p , C(T ) = T (ε ), defines a representation of Ψ.



The following proposition gives a description of the hybrid Fliess-series expansion of Φ in the case when Φ is realized by a bilinear hybrid system. Proposition 1 (H, µ ) is a bilinear hybrid system realization of Φ if and only if Φ has a hybrid Fliess-series expansion such that for each f ∈ Φ, w1 γ1 · · · γk wk+1 ∈ e∗ , γ1 , . . . , γk ∈ Γ, w1 , . . . , wk+1 ∈ Z∗m , k ≥ 0 Γ c f (w1 γ1 · · · γk wk+1 ) = Cqk Bqk ,wk+1 Mqk ,γk ,qk−1 × × Bqk−1 ,wk · · · Mq1 ,γ1 ,q0 Bq0 ,w1 µC ( f ) fD (γ1 · · · γk ) = λ (q0 , γ1 · · · γk ) where µ ( f ) = (q0 , µC ( f )) and qi = δ (q0 , γ1 · · · γi ), i = 0, . . . , k. 4.



Formal Power Series



The section presents the necessary results on formal power series. For more on the classical theory of rational formal power series, see [1]. The results of the current section are extensions of the classical ones. Most of material of the current section can be found in [6]. Let X be a finite alphabet. A formal power series S with coefficients in R p is a map S : X ∗ → R p . We denote by R p ¿ X ∗ À the set of all formal power series with coefficients in R p . The set R p ¿ X ∗ À is a vector space with respect to point-wise addition and multiplication by scalar. An indexed set of formal power series with the index set J, Ψ = {S j ∈ R p ¿ X ∗ À| j ∈ J} is called rational if there exists a vector space X over R, dim X < +∞, linear maps C : X → R p , Aσ : X → X , σ ∈ X and an indexed set B = {B j ∈ X | j ∈ J} of elements of X such that for all σ1 , . . . , σk ∈ X, k ≥ 0, S j (σ1 σ2 · · · σk ) = CAσk Aσk−1 · · · Aσ1 B j . The 4-tuple R = (X , {Ax }x∈X , B,C) is called a representation of S. The number dim X is called the dimension of the representation R and it is denoted by dim R. In the sequel



The representation RΨ is called free. Since the linear space spanned by the column vectors of HΨ and the space WΨ are isomorphic, one can construct a representation of Ψ over the space of column vectors of HΨ in a way similar to the construction of RΨ . Let R = (X , {Aσ }σ ∈X , B,C) be a representation of Ψ = {S j ∈ R p ¿ X ∗ À| j ∈ J}. Define the subspaces WR and OR Tof X by WR = Span{Aw B j | w ∈ X ∗ , j ∈ J}, OR = w∈X ∗ kerCAw . A representation R is called observable, if OR = {0}. A representation R is called reachable, if dim R = dimWR . Let f, {A ex }x∈X , B, e e C) R = (X , {Ax }x∈X , B,C) and Re = (X be two representations of Ψ. Then a linear map T : f → X is called a representation morphism from Re X ex = Ax T, (∀x ∈ X), to R, denoted by T : Re → R if T A e e T B j = B j , (∀ j ∈ J), C = CT . The representation morphism T is said to be injective (surjective), if it is an injective ( surjective ) linear map. A representation isomorphism is simply a bijective representation morphism. Two representations are said to be isomorphic, if there exists a representation isomorphism between them. Let R = (X , {Ax }x∈X , B,C) be a representation and let W ⊆ X be a linear subspace of X . R is said to be W -observable, if W ∩ OR = {0}. It is clear that if R is observable, then R is W -observable for any subspace W . It is also easy to see that if R is W -observable and 0 T : R → R is a representation morphism then T |W is an injective linear map. Theorem 4 (Minimal representation) Let Ψ = {S j ∈ R p ¿ X ∗ À| j ∈ J}. The following are equivamin ,C min ) is a minlent. (i) Rmin = (X , {Amin σ }σ ∈X , B imal representation of Ψ, (ii) Rmin is reachable and observable, (iii) rank HΨ = dimWΨ = dim Rmin , (iv) If R is a reachable representation of Ψ, then there exists a surjective representation morphism T : R → Rmin . In particular, if R is a minimal representation, then T is a representation isomorphism.



Using the theorem above it is easy to check that the free representation RΨ is minimal. One can also give a procedure, similar to reachability and observability reduction for linear systems, such that the procedure transforms any representation of Ψ to a minimal representation of Ψ. If R = (X , {Aσ }σ ∈Σ , B,C) is a representation of Ψ, then for any vector space iso0 morphism T : X → Rn , n = dim R, the tuple R = n −1 −1 (R , {TAσ T }σ ∈Σ , T B,CT ) is also a representation of Ψ. It is easy to see that R is minimal if and 0 only if R is minimal. From now on, we will silently assume that X = Rn holds for any representation considered. One can formulate partial realization theory for formal power series, reminiscent of partial realization theory of linear or bilinear systems, see [3]. For each S ∈ R p ¿ X ∗ À define SN = S{w∈X ∗ ,|w|≤N} . Notice that the set {SN | S ∈ R p ¿ X ∗ À} is a vector space with point-wise addition and multiplication by scalar. Let Ψ = {S j ∈ R p ¿ X ∗ À| j ∈ J} and R = (X , {Ax }x∈X ,C, B), B = {B j ∈ X | j ∈ J}. The representation R is said to be an N-partial representation of Ψ if for each j ∈ J, w ∈ X ∗ , |w| ≤ N it holds that S j (w) = CAw B j . Let HΨ,N,M ∈ RIM ×JN , IM = {(v, i) | v ∈ X ∗ , |v| ≤ M, i = 1, . . . , p}, JN = {(u, j) | j ∈ J, u ∈ X ∗ , |u| ≤ N} and (HΨ,N,M )(v,i),(u, j ) = ((S j (uv))i ). Notice that HΨ,N,M is a finite matrix, if J is finite. Define WΨ,N,M = Span{(w ◦ S j )M | w ∈ X ∗ , |w| ≤ N, j ∈ J}. Notice that rank HΨ,N,M = dimWΨ,N,M . Theorem 5 (Partial representation) (i) If R is a representation of Ψ, dim R ≤ N, then rank HΨ = rank HΨ,N,N , (ii) If rank HΨ,N,N = rank HΨ,N,N+1 = rank HΨ,N+1,N , then there exists a N-representation RN of Ψ, such that RN = (WΨ,N,N , {Ax }x∈X ,C, B), Ax ((w ◦ S j )N ) = (wx ◦ S j )N , ∀w ∈ X ∗ , |w| ≤ N, j ∈ J, x ∈ X, C(T ) = T (ε ), B j = (S j )N , j ∈ J, (iii) If Ψ has a representation R such that N ≥ dim R, then RN is a minimal representation of Ψ. 5.



Realization of input-output maps by bilinear hybrid systems



In this section the solution to the realization problem will be presented. In addition, characterization of minimal systems realizing the specified set of input-output maps will be given. The following two theorems characterize observability and semi-reachability of bilinear hybrid systems. Using the notation of Definition 1, the following holds. Theorem 6 The bilinear hybrid system H is observable if and only if (i) AH = A is observable, and (ii) For each q ∈ Q, OH,q =



\



\



γ1 ,...,γk ∈Γ,k≥0 w1 ,...,wk+1 ∈Z∗m



kerCqk Bqk ,wk+1



×Mqk ,γk ,qk−1 · · · Mq1 ,γ1 ,q0 Bq0 ,w1 = {0} ⊆ Xq where ql = δ (q, γ1 · · · γl ), 0 ≤ l ≤ k, k ≥ 0, q = q0 .



Notice that part (i) of the theorem above is equivalent to υH ((q1 , 0), .) = υH (q2 , 0), .) ⇐⇒ q1 = q1 , ∀q1 , q2 ∈ Q. Part (ii) of the theorem says that for each q ∈ Q: υH ((q, x1 ), .) = υH ((q, x2 ), .) ⇐⇒ x1 = x2 , , ∀x1 , x2 ∈ Xq . The proof relies on the observation that υH ((q, 0), .) = (λ (q, .), 0), and thus υH ((q1 , 0), .) = υH ((q2 , 0), .) ⇐⇒ λ (q1 , .) = λ (q2 , .). Theorem 7 (H, µ ) is semi-reachable if and only if (AH , µD ), µD = ΠQ ◦ µ , is reachable and dimWH = ∑q∈Q dim Xq , where WH = Span{Bqk ,wk+1 Mqk ,γk ,qk−1 · · · Mq1 ,γ1 ,q0 Bq0 ,w1 x f , | (q f , x f ) = µ ( f ), f ∈ Φ, w1 , . . . , wk+1 ∈ Z∗m , q j = δ (q0 , γ1 · · · γ j ), 1 ≤ j ≤ k, k ≥ 0} Using the results above, we can give a procedure, which transforms any realization (H, µ ) of Φ to an 0 0 observable and semi-reachable realization (H , µ ) of 0 Φ such that dim H ≤ dim H. Assume that Φ has a hybrid Fliess-series expansion. Then Proposition 1 allows us to reformulate the realization problem in terms of rationality of certain power series. Define the set of formal power series associated with e∗ À| f ∈ Φ}. Define Φ by ΨΦ = {c f ∈ R p ¿ Γ the Hankel-matrix HΦ of Φ as HΦ = HΨΦ . Notice that if Φ is finite, then ΨΦ is a finite set. Let H = (A , U , Y , (Xq , Aq , {Bq, j } j=1,...,m ,Cq )q∈Q , {Mq1 ,γ ,q2 | q1 , q2 ∈ Q, γ ∈ Γ, δ (q2 , γ ) = q1 }) be a HBS, A = (Q, Γ, O, δ , λ ) and assume that (H, µ ) is a realization of Φ. Define the representation associated with (H, µ ) e where X = Lq∈Q Xq , e C) by RH,µ = (X , {Mz }z∈Γe , B, e = Cq x, Be = {µC ( f ) | Ce : X → R p , x ∈ Xq =⇒ Cx f ∈ Φ} where µ ( f ) = (µD ( f ), µC ( f )), M0 : X → X , such that ∀x ∈ Xq : M0 x = Aq x, M j : X → X , such that ∀x ∈ Xq : M j x = Bq, j x, j = 1, . . . , m, Mγ : X → X , γ ∈ Γ such that ∀x ∈ Xq : Mγ x = Mδ (q,γ ),γ ,q x. Define the indexed set of maps DΦ = { fD : Γ∗ → O | f ∈ Φ}. Theorem 8 (H, µ ) is a realization of Φ ⇐⇒ R(H,µ ) is a representation of ΨΦ and (AH , µD ) is a realization of DΦ . e be a representation of e C) Let R = (X , {Mz }z∈Γe , B, ΨΦ and let (A , ζ ), A = (Q, Γ, O, δ , λ ) be a realization of DΦ , which is reachable from Imζ . Then define (HR,A ,ζ , µR,A ,ζ ) – the bilinear hybrid realization associated with R and (A , ζ ) as HR,A ,ζ = (A , U , Y , (Xq , Aq , {Bq, j } j=1,...,m ,Cq )q∈Q , {Mq1 ,γ ,q2 | q1 , q2 ∈ Q, γ ∈ Γ, δ (q2 , γ ) = q1 }), where A = (Q, Γ, O, δ , λ ) , ∀q ∈ Q : Xq = Span{Mwk+1 Mγk Mwk · · · Mγ1 Mw1 Be f | γ1 , . . . , γk ∈ Γ, f ∈ Φ, k ≥ 0, q = δ (ζ ( f ), γ1 · · · γk ), w1 , . . . , wk+1 ∈ Z∗m }, e and Bq, j x = M j x, ∀x ∈ Xq , Aq x = M0 x,Cq x = Cx Mq1 ,γ ,q2 x = Mγ x, ∀x ∈ Xq2 , γ ∈ Γ, q1 , q2 ∈ Q if q1 = δ (q2 , γ ), µR,A ,ζ ( f ) = (ζ ( f ), Be f ). It is easy to see that (HR,A ,ζ , µR,A ,ζ ) is semi-reachable. Note that Xq ∼ = Rnq , nq = dim Xq , q ∈ Q.



Theorem 9 If R is a representation of ΨΦ and (A , ζ ) is a reachable realization of DΦ , then HR,A ,ζ is a realization of Φ. From the discussion above, using the results on theory of formal power series and automata theory, we can derive the following. Theorem 10 (Realization of input/output map) The following are equivalent. (i) Φ has a realization by a bilinear hybrid system, (ii) Φ has a hybrid Fliessseries expansion, ΨΦ is rational and DΦ has a realization by finite Moore-automaton, (iii) rank HΦ < +∞ and DΦ has a realization by a finite Moore-automaton, i.e. cardWDΦ < +∞. Notice that if (H, µ ) = (HR,A ,ζ , µR,A ,ζ ), then AH = A but RH,µ = R need not hold. However, in this case there exists a representation morphism iR : RH,µ → R, such that iR (x) = x ∀x ∈ Xq , q ∈ Q. If T = (TD , TC ) : (H1 , µ1 ) → (H2 , µ2 ) is an O-morphism, then TC : RH1 ,µ1 → RH2 ,µ2 is a representation morphism and TD : (AH1 , (µ1 )D ) → (AH2 , (µ2 )D ) is an automaton morphism, where (µi )D = ΠQi ◦ µi and Qi is the state space of AHi , i = 1, 2 . Assume that (H, µ ) is a semi-reachable realization, R is a representation of Φ, and (A , ζ ) is reachable. If T : RH,µ → R is a representation morphism and φ : (AH , µD ) → (A , ζ ) is a surjective automaton morphism, then there exists a surjective O-morphism H(T ) = (φ , TC ) : (H, µ ) → (HR,A ,ζ , µR,A ,ζ ) such that TC x = T x for all x ∈ Xq . For any realization (H, µ ) the following holds. (H, µ ) is semi-reachable ⇐⇒ RH,µ is reachable and (AH , µD ) is reachable. (H, µ ) is observable ⇐⇒ AH is observable and RH,µ is Xq observable for all q ∈ Q. The theory of rational power series allows us to formulate necessary and sufficient conditions for a bilinear hybrid system to be minimal. Theorem 11 (Minimal realization) If (H, µ ) is a realization of Φ, then the following are equivalent. (i) (H, µ ) is minimal, (ii) (H, µ ) is semi-reachable and 0 0 it is observable, (iii) For each (H , µ ) semi-reachable realization of Φ there exists a surjective O morphism 0 0 T : (H , µ ) → (H, µ ). In particular, all minimal hybrid bilinear systems realizing Φ are O-isomorphic. Notice that if R is a minimal representation of ΨΦ and (A , ζ ) is a minimal realization of DΦ , then HR,A ,ζ is a minimal realization of Φ. That is, a minimal realization of Φ can be constructed on the column space of HΦ . We can also formulate a partial realization theorem for bilinear hybrid systems. As the first step, we have to formulate a partial realization theorem for finite Moore-automata. For φ : Γ∗ → O define φN = φ |{w∈Γ∗ ||w|≤N} . Let D = {φ j ∈ F(Γ∗ , O) | j ∈ J}. Let A = (Q, Γ, O, δ , λ ), ζ : J → Q. The pair (A , ζ ) is said to be a N-partial realization of D if ∀w ∈ Γ∗ , |w| ≤ N : λ (ζ ( j), w) = φ j (w). For each N, M > 0 define WD,N,M = {(w ◦ φ j )M | j ∈ J, w ∈ Γ∗ , |w| ≤ N}. The following holds. Theorem 12 (Partial realization by automaton) (i) If (A , ζ ) is a realization of Φ and card(A ) ≤ N , then



card(WD,N,N ) = card(WD ), (ii) If card(WD,N,N+1 ) = card(WD,N+1,N ) = card(WD,N,N ), then there exists a N − realization (AN , ζN ) of D, such that AN = (WD,N,N , Γ, O, δ , λ ), δ ((w ◦ φ j )N , x) = (wx ◦ φ j )N , ∀w ∈ Γ∗ , |w| ≤ N, j ∈ J, x ∈ Γ, ∀ f ∈ WD,N,N : λ ( f ) = f (ε ), ∀ j ∈ J, ζ ( j) = (φ j )N , (iii) If D has a realization (A , ζ ) such that N ≥ card(A ), then (AN , ζN ) is a minimal realization of D. Theorem 13 Assume that rank HΨΦ ,N,N = rank HΨΦ ,N+1,N = rank HΨΦ ,N,N+1 and cardWDΦ ,N,N = cardWDΦ ,N+1,N = cardWDΦ ,N,N+1 . Let (HN , µN ) = (HRN ,AN ,ζN , µRN ,AN ,ζN ). Assume Φ has a realization (H, µ ) such that (N, N) ≥ dim H, then (HN , µN ) is a minimal realization of Φ. In particular, if Φ is a finite collection of input-output functions and it is known that Φ has a realization of dimension at most (N, N), then a minimal bilinear hybrid system realization of Φ can be computed from finite data. 6.



Conclusions



Solution to the realization problem for bilinear hybrid systems has been presented. Partial realization theory was discussed too. The paper combines the theory of formal power series with the classical automata theory to derive the results. Topics of further research include realization theory for piecewise-affine systems on polytopes, and general non-linear hybrid systems without guards. Acknowledgment The author thanks Jan H. van Schuppen for the help with the preparation of the manuscript, and Pieter Collins and Luc Habets for the useful discussions and suggestions. REFERENCES 1. J. Berstel and C. Reutenauer. Rational series and Their Languages, Springer-Verlag, 1984. 2. Samuel Eilenberg. Automata, Languages and Machines. Academic Press, New York, London, 1974. 3. Dieter Gollmann. Partial realization by discretetime internally bilinear systems: An algorithm. In MTNS, 1983. 4. Alberto Isidori. Nonlinear Control Systems. Springer Verlag, 1989. 5. Mihaly Petreczky. Realization theory for linear switched systems. In MTNS, 2004. 6. Mihaly Petreczky. Realization theory for linear switched systems: Formal power series approach. Technical Report MAS-R0403, CWI, 2004. 7. Gordano Pola, Arjan J. van der Schaft, and Maria D. Di Benedetto. Bisimulation theory for switching linear systems. In CDC, 2004.
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