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I. I NTRODUCTION In this report, we try to study the problem of regularization energy defined in [1]. The problem deals with the average distance that all the points move in a minimum mapping 1 . This problem has close resemblance with the problems of stochastic matching [2] in the discrete domain and the problem of Monge Kantorovich mass transportation. In this document, an attempt is made to show the resemblance or difference between the problem of regularization energy and the above problems. In sensor networks, the locations of the sensor nodes are generally modeled as a point process on a plane or on a line. Usually the sensors are not placed in a perfect grid (lattice) due to physical constraints. Sensor networks with randomly placed nodes suffer from severe disadvantages in terms of connectivity, coverage, and efficiency of communication compared with networks with a regular topology. It is of interest to understand the properties of the minimum energy required to move the sensor nodes to unique points of the grid. Another question that arises is how regularly [3] the points of the underlying process are arranged. Thus the regularization energy may be used to assess the regularity of a point process. More importantly this is a elegant problem to understand the dynamics in random Euclidean matching problems. A. Definition Let φ represent a finite homogeneous (stationary, isotropic and finite on bounded sets) point process [4], [5], [6], [7] in Rd . Regularization energy on a square [0, R]d is defined as follows. If the energy required to move a unit distance is 1, how much average energy is required to move the points in the square to a regular grid? Then the regularization energy is the average minimum energy required to move all the points of the point process inside the square [0, R]d to distinct lattice points. Defining it mathematically E(R, M) = E{min f ∈F



X



x∈φ∩[0,R]d



kx − f (x)k}



(1)



where F = {f : φ ∩ B → M, and f is injective } and k.k denotes the distance metric on Rd . we use the mesh M,



1



n x o 2 M= ,x ∈ Z λ1/d



Will be defined precisely later
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1) For what class of processes, is E(R, M) independent with respect to translations of M ? i.e, E(R, M) = E(R, M + x), ∀x ∈ Rd It can be easily seen that this is not true for all stationary point processes φ. 2) What are the properties of optimal mapping in 2-dimensions (plane). 3) How does E(R, M) scale with respect to R. 4) Derive an closed-form expression or a close approximation for E(R, M) for Poisson point processes. 5) Which processes achieve the maximum and the minimum E(R, M)? In Section II we provide bounds for d = 1. For more details about regularization energy and some bounds and mappings for d = 1, see [1]. In this first part of the report , we will be concentrating on the scaling laws. We will consider the equivalence with the Kantorovich problem in the next part. In section III, prior work in random Euclidean matching is introduced. Specifically the results Ajtai for planar matching, and the concept of Euclidean sub-additive functionals. In section IV, we derive upper and lower bound (scaling laws with respect to R and λ) in two dimensions. In section V, we derive similar scaling laws for d-dimensions, d ≥ 3. II. E UCLIDEAN M ATCHING IN ONE DIMENSION For the one dimensional process, the lattice is an equally spaced grid with distance between the lattice points being 1 and B(0, R) is replaced with an interval [−R, R]. The regularization energy is denoted by E(R, δ), where δ denotes the fact that there is a lattice point at δ. Lemma 2.1: Let a1 < a2 < . . . < an be the points of φ ∩ B(0, R) , then for an optimal mapping f , f (ai ) < f (aj ) if i < j. Proof: Let i < j and f (ai ) > f (aj ) and define S(f ) =



P



|ai − f (ai )|. Interchanging f (ai )



with f (aj ) will give an equal or a smaller value of S(f ). If the order f (a1 ) < f (a2 ) < . . . < f (an ) is not maintained, one can form a new mapping f ′ by a finite number of interchanges of the mapping f such that S(f ′ ) < S(f ). Hence f is not an optimal mapping. Lemma 2.2: Let a, b ∈ φ , a < b and also a, b be neighbors, then for the optimal mapping f , f (b) − f (a) ≤ ⌈b − a⌉. October 20, 2009
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Proof: Let f (b) = f (a) + ⌈b − a⌉ + k where k ≥ 0. Case 1: Let f (a) < a, f (b) < b . |a − f (a)| + |b − f (b)| = a + b − 2f (b) + ⌈b − a⌉ + k By lemma 2.1 there are no points mapped between f (a) and f (b) and hence the minimum value is attained when k = 0. Case 2: Let f (a) < a, b < f (b) |a − f (a)| + |b − f (b)| = a − f (a) + f (a) + ⌈b − a⌉ + k − b = ⌈b − a⌉ − (b − a) + k The minimum value is attained when k = 0. Case 3: Let a < f (a) , f (b) < b Then f (b) − f (a) < b − a < ⌈b − a⌉ Case 4: Let a < f (a), b < f (b) |a − f (a)| + |b − f (b)| = 2f (a) + ⌈b − a⌉ − (b + a) + k The minimum is attained when k = 0. By the above two lemmas, the optimal mapping in one dimension, for the calculation of E(R, δ) can be formulated as the following optimization problem. Divide the process φ ∩ B(0, R) into clusters as follows. Start from the leftmost point and add a point of the process to the same cluster as that of its left nearest neighbor if the distance between the point and its left nearest neighbor is less than 1. Denote by ai the number of points in cluster i, and by γi the ceiling of the distance between the rightmost point of cluster ai and leftmost point of cluster ai+1 , i.e γi = min{⌈(x − y)⌉, x ∈ ai+1 , y ∈ ai }. Let x1 < x2 < . . . < xN denote the points of the process φ ∩ B(0, R) and m denote the number of clusters. Let x1 be mapped to the M th lattice point.



If xi belongs to cluster ak and is mapped to M ′ , then xi+1 is mapped to M ′ + 1 if it belongs to



the same cluster, and is mapped to M ′ + κk if it belongs to the next cluster, where the optimal values of M and κk are determined by the following theorem. DRAFT
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Theorem 2.3: The optimal values of M, κi for i = 1 . . . m − 1 ,where |M | ≤ N, 0 ≤ κi ≤ γi are the values that minimize ak m X X k=1



where β(k, j) =



Pk−1 p=1



j=1



|M + β(k, j) +



k−1 X p=1



 κp − xβ(k,j) |



(2)



ap + j



Proof: Follows from Lemma 2.1 and Lemma 2.2.



Since m ≤ ⌊R⌋, the maximum number of searches required to find the optimum is much



less than 2N ⌊R⌋⌊R⌋ . Figure 1 gives E(R, 0) for different point processes of intensity 1. From



4.5 Poisson Lattice + U(0,1) Beta Process 0.6 Beta Process 0.2 Uniform Matern h=0.45 Matern h=0.2



4 3.5



E(R,0)



3 2.5 2 1.5 1 0.5 0 0.5



1



1.5



2



2.5



3



R



Fig. 1.



E(R, 0) for processes with λ = 1



Figure 1, one can observe that E(R, 0) of the Poisson point process (PPP) is a nonlinear and increasing function of R . Also one can observe that the process with larger minimum distance have a lower regularization energy than processes with lower minimum distance.The process obtained by shifting the lattice uniformly has the lowest E(R, 0). The disturbed lattice process has points which are exactly unit distance from each other (variance of nearest neighbor distance October 20, 2009
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(NND) is zero), which implies that the process is very regular.. This shows that regularization energy can be used as a metric of regularity. Lemma 2.4: E(R, 0) is a increasing and continuous function of R ∗ ∗ Proof: Let δ > 0. Then E(R, 0) ≤ E(R + δ, 0) − ER+δ [R, R + δ] − ER+δ [−(R + δ), −R]



∗ , Where ER+δ [R, R + δ] is the average energy required to map the points in the set [R, R + δ]



in the optimal mappings of E(R + δ, 0). This implies E(R, 0) is an increasing function. Since



∗ E(φ(δ)) = δ → 0 as δ → 0, we observe that ER+δ [R, R + δ] → 0 and hence E(R, 0) is a



continuous function of R. Lemma 2.5: For any homogeneous point process φ of intensity 1,



E(R, 0) ≥



     R/2



, [R] = 0



⌊R⌋/2 + (R − ⌊R⌋)2 , 0 < [R] ≤ 0.5     ⌈R⌉/2 − (⌈R⌉ − R)2 , [R] > 0.5



where [R] denotes the fractional part of R. This bound is achieved by a homogenized lattice i.e β(1) (Appendix I). Proof: Let V (i) denote the Voronoi region of the ith lattice point with regard to the lattice points. Case 1 : Let [R] ≥ 0.5. Since each point of the process has to move to some lattice point,



E(R, 0) ≥ E hP . Let I = E x∈φ∩[−R,



h



X



x∈φ∩[−R, R]



min{|x − ⌈x⌉|, |x − ⌊x⌋|}



i



i min{|x − ⌈x⌉|, |x − ⌊x⌋|} . Since in the above procedure, the points R]



which get mapped to i are the points of the process which belong to the Voronoi region V (i)



I = E =



h



X



i=⌊−R⌋,...,⌈R⌉ x∈φ∩V (i)∩[−R, R]



X



i=⌊−R⌋,...,⌈R⌉
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h



X



x∈φ∩V (i)∩[−R, R]



i |x − i|



i |x − i|
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Using Campbell’s theorem [4] and using the homogeneity of φ ˆ ⌈−R⌉−1/2 (d) |x − ⌊−R⌋|dx I = −R



X



+



i=⌈−R⌉,...,⌊R⌋



= 2(2⌊R⌋ + 1) =



ˆ



ˆ



1 2 −1 2



|x|dx +



1 2



xdx + 2 0



⌈R⌉ − (⌈R⌉ − R)2 2



Case 2 : Let 0 < [R] ≤ 0.5. By similar procedure we get, E(R, 0) ≥



⌊R⌋ 2



ˆ



ˆ



R



⌊R⌋+1/2



|x − ⌈R⌉|dx



R ⌊R⌋+1/2



(⌈R⌉ − x)dx



+ (R − ⌊R⌋)2 .



Case 3 : Let [R] = 0. By similar procedure we get, E(R, 0) ≥



R . 2



For a homogenized lattice i.e β(1), let the uniform noise in [0, 1] be denoted by U Case 1: [R] = 0. E(R, 0) = P (U ≤ 0.5)E(U |U < 0.5)2R +P (U > 0.5)E(U |U > 0.5)2R = 0.5[2R/4 + 2R/4] = R/2 Case 2: 0 < [R] < 0.5. E(R, 0) = P (U ≤ [R])(2⌊R⌋ + 1)[R]/2 + P ([R] < U ≤ 0.5)(2⌊R⌋)((0.5 − [R])/2 + [R]) + P (0.5 < U ≤ 1 − [R])(2⌊R⌋)((1 − [R] − 0.5)/2 + [R]) + P (U ≥ 1 − [R])(2⌊R⌋ + 1)[R]/2 = ⌊R⌋/2 + (R − ⌊R⌋)2 Case 3: [R] ≥ 0.5. Similarly we get E(R, 0) = ⌈R⌉/2 + (⌈R⌉ − R)2 October 20, 2009
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Is regularization energy invariant with regard to the position of lattice, i.e. is E(R, 0) = E(R, δ)? One can observe that E(R, 0) = E(R, k) where k is an integer. Also E(R, δ) = E(R, 1− δ), since the underlying point process looks the same (invariant) from −R and R and relative to the lattice. So it suffices to check for 0 ≤ δ ≤ 0.5. It is not true in general that E(R, 0) = E(R, δ). For example in the case of lattice disturbed by uniform noise, when [R] = 0, E(R, δ) = E(R, 0) = R/2. But if 0 < [R] < 0.5, δ < [R] and δ + [R] < 0.5, then E(R, δ) = ⌊R⌋/2 + (R − ⌊R⌋)2 + δ 2



(3)



So in general, E(R, δ) 6= E(R, 0).



4.5 4 3.5



E(R,0)



3



Poisson, E(R,0) Lattice + U(0,1) Uniform Matern h=0.45 Poisson, E(R,0.2) Uniform E(R,0.2) Matern, h=0.45, E(R,0.2) Lattice +U(0,1), E(R,0.2)
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Fig. 2.



E(R, M) with lattice at zero and a shifted version.



Theorem 2.6: Let φ be a one-dimensional homogeneous point process with intensity λ = 1, such that ∀x, y ∈ φ ⇒ |x − y| > δ. Let R ∈ Z+ and choose n > 0 such that it is the smallest DRAFT
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integer such that 1/n ≤ δ. Then E(R, 0) ≤ µ0



h



min



−N ≤x1 ≤N



N X k=1



i |x1 + k(1 − µ0 ) − (1 − 0.5µ0 )|



(4)



where µ0 = 1/n and N = 2Rn. Proof: Since R is an integer and φ is homogeneous E(R, 0) = E(R, R). Let B(R, R) = SN +1 k=1 ξk where ξk = [(k − 1)/n, k/n) for k ≤ N and ξN +1 = {2R}. Define F ′ = {f ; f : B(R, R) → Z, f is increasing, f is constant on ξk , f (ξk ) 6= f (ξj ) for i 6= j and bounded}. Observe that f ∈ F ′ are simple functions [8]. Define X + = {x : f (x) ≥ x}, X − = {x : f (x) 



x}. Also X + ∩ X − = ∅ and X + ∪ X − = B(R, R). Let µ(.) denote the standard Lebesgue measure [8]. The functions of F ′ restricted to φ belong to F and hence h



E(R, 0) = E inf ′ f ∈F



X



x∈φ∩B(R,R)



i kx − f (x)k



Since F does not depend on φ, the expectation can be moved inside. Hence E(R, 0) ≤



inf ′ E



f ∈F



h



X



x∈φ∩B(R,R)



hP i . Let I(f ) = E x∈φ∩B(R,R) kx − f (x)k . Then I(f ) = E



h X



x∈φ∩X +



(f (x) − x) −



i kx − f (x)k



X



x∈φ∩X −



i (f (x) − x)



Since X + , X − are measurable bounded sets, Campbell’s theorem [4] can be applied hˆ



ˆ



(f (x) − x)dx (f (x) − x)dx − X− X+ ˆ ˆ ˆ i hˆ x) x− f) − ( f− = (



I(f ) =



X+
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Let ck be the mid point of ξk , i.e., ck = (k − 0.5)µ0 . Since f is a simple function, I(f ) =



N hX k=1



ˆ + [



X−



f (ck )[µ(ξk ∩ X + ) − µ(ξk ∩ X − )] xdx −



ˆ



X+



i xdx]



By construction of ξk and definition of f , µ(ξk ∩ X + ), µ(ξk ∩ X − ) can be only µ(ξk ) or 0. Let



K + = {k : f (ck ) > ck }, K − = {k : f (ck ) < ck }. Then h X i X I(f ) = µ0 (f (ck ) − ck ) − (f (ck ) − ck ) k∈K +



= µ0



N X k=1



k∈K −



|f (ck ) − ck |



Hence E(R, 0) ≤ inf ′ I(f ) f ∈F



(a)



= µ0



h



min



−N ≤x1 ≤N



N X k=1



i |x1 + k(1 − µ0 ) − (1 − 0.5µ0 )|



(5)



(a) follows from lemma 2.2 and the fact that f is increasing ( hence for the optimal f , f (ck+1 ) = f (ck ) + 1). i h P Also µ0 min−N ≤x1 ≤N N |x + k(1 − µ ) − (1 − 0.5µ )| ≈ (⌈1/δ⌉ − 1)R2 for δ < 1. This 1 0 0 k=1



can be verified by simulation.



III. R ANDOM E UCLIDEAN M ATCHING Stochastic matching problems in a very broad context can be formulated as follows. Let G(V, E) denote a complete bipartite weighted graph between vertex set V + and V − with V = V + ∪ V − and | V + |= M, | V − |= N . Let W (V + , V − ) denote the M × N random matrix (the entities may not be independent). Then stochastic matching problems deal with finding an injective mapping f between vertex set V + and V − such that f minimizes some optimization functions. One can view V + denoting persons and V − denoting jobs and the edge weights wij as the money charged by person i to do the job j. Hence these problems are also refereed to as Job Assignment problems. The deterministic versions of the problems are studied in graph theory and are called as bipartite matching. DRAFT
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A. Euclidean Matching When the entities of the sets V + and V − are points in Rd and the weight matrix is the distance matrix and one wants to minimize the total distance between the matched pairs, the problem is called the Euclidean matching problem. Let V + = {Xi , i = 1, . . . N } and V − = {Yi , i = 1, . . . N } denote 2N random points



(uniformly placed and independent) in the unit square [0, 1]d . The transportation cost is defined as TN = min π



N X i=1



kXi − Yπ(i) k



where the minimum is taken over all the permutations π of the integers 1 . . . N . We now give other alternate representations of TN . Lemma 3.1: TN = max



N X i=1



ui −



N X



vi



i=1



!



where the supremum is taker over all sequences (ui ), (vi ) for which, ui ≤ minj≤N {vj + kXi − Yj k}. Proof: Let aij =



  1,  0



If Xi is matched to Yj Otherwise



Let {cij } = {kXi − Yj k} denote the distance matrix. Then the matching problem can be written as



TN = min



X



cij aij



ij≤N



subjected to the constraints,



X



aij = 1∀j



i≤N



X



aij = 1∀i



j≤N



October 20, 2009
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It is a linear convex optimization problem. The problem is that xij are constrained to be integers {0, 1}. Suppose {aij }is a feasible solution of the above problem with the constraint 6 replaced by a new constraint aij ≥ 0 (i.e we allow for fractional weights). Consider the bipartite graph between the set {Xij } and the set Yij with aij as edge weights. Now consider the sub graph of non fractional edge weights. In this sub graph, each vertex has degree greater than 1, since aij is fractional and they have to sum to 1. So there exists a cycle in the graph and this cycle has even number of edges,since the graph is bipartite. Denoting this cycle weights by {a1 , a2 , . . . , a2m−1 , a2m } ⊂ {aij }. Now this can be decomposed as {a1 , a2 , . . . , a2m−1 , a2m } = {a1 + ǫ, a2 − ǫ, . . . , a2m−1 + ǫ, a2m − ǫ} +{a1 − ǫ, a2 + ǫ, . . . , a2m−1 − ǫ, a2m + ǫ} These perturbed sets also form a feasible solution. We showed that any fractional edge weight solution can be written as linear combination of two other feasible solution. Hence no {aij } with any aij being a fraction cannot be an extreme point. Hence the optimal solution aij will always have an integer values. So we can replace the constraint 6 , with the constraint aij ≥ 0 and obtain the same solution. So we now form the dual problem of the above LP primal problem. Let u = {u1, , . . . , uN }, 2



v = {v1 , . . . , vN } and λ ∈ RN . Then the Lagrangian is given by



G(u, v, λ) = X X X X X X uj (1 − aij ) + vj ( aij − 1) − λij aij cij aij + inf aij



= inf aij



=



ij



j≤N



XX i



j



i≤N



aij (cij − λij − uj + vi ) +



   P ui − P v i i i  −∞



i≤N



X i



j≤N



ui −



X



vi



i



if (cij − λij − u +j vi ) = 0, ∀ij, λij ≥ 0 Otherwise



So the dual problem is max



X i



ui −



X



vi



i



with the constraint cij − uj + vi = λij ≥ 0, ∀ij. This implies uj ≤ mini {vi + cij }, ∀j. Since the original problem is convex and linear, the duality gap is zero. DRAFT
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A function f on Rd is Lipschitz if |f (x) − f (y)| ≤ kx − yk, for all x, y in Rd . L = {f : f is Lipschitz and f (0) = 0} The following representation can be found in many places. We follow the proof from [9]. Lemma 3.2:



N X TN = sup [f (Xi ) − f (Yi )] f ∈L i=1 Proof: Let f ∈ L. Then we have |f (x) − f (y)| ≤ kx − yk. Hence TN



= min π



N X



≥



i=1



N X i=1



kXi − Yπ(i) k



|f (Xi ) − f (Yπ(i) )|



N X ≥ [f (Xi ) − f (Yπ(i) )] i=1 N X = [f (Xi ) − f (Yi )] 



(a)



i=1



(a) follows from triangle inequality. To prove the converse, we require duality formulation of lemma 3.1. Let (ui )i≤n and (vi )i≤N be two sequences which satisfy the conditions of lemma 3.1. For any such sequences consider the function g(x) = min{vj + kx − Yj k} j≤N



Then we have g(Yj ) ≤ vj and g(Xj ) ≥ uj ,so that X i



g(Xi ) −



X i



g(Yi ) ≥



X i



ui −



X



vi



i



We can also verify that g(x) is Lipschitz, and f (x) = g(x) − g(0) ∈ L. Hence we have |



X i



f (Xi ) −



X i



f (Yi )| ≥ sup |



X i



ui −



X i



vi | = TN



This completes the proof. M. Ajtai, J. Komlos and G. Tusnady proved the following theorem for Tn in [10] Theorem 3.3: [10] In the plane (d = 2), when V + , V − ∈ [0, 1]2 October 20, 2009
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C1



p



N log N < TN < C2



with probability 1 − o(1) as N → ∞ .



p



N log N



(7)



Proof: The basic idea of the proof is given in the appendix. Theorem 3.4: [9], [10], [11] In higher dimensions , d ≥ 3 V + , V − ∈ [0, 1]d , C1 N 1−1/d ≤ TN ≤ C2 N 1−1/d with probability 1 − o(1) as N → ∞ . Proof: The basic idea of the proof is given in the appendix. Theorem 3.5: One other result of Leighton and Shor [12]. Using the same notation as above min max | Xi − Yπ(i) |≤ KN −1/2 (log N )3/4 π



(8)



1≤i≤n



with probability 1 − o(1) as N → ∞ . In [13] Steele notes that Talagrand [14] has unified the two preceding matching problems and the theory of empirical discrepancy. B. Subadditive Euclidean Functionals Definition A monotone subadditive Euclidean functional is defined as follows: Let f be a function that associates a real number to each finite subset {x1 , x2 , . . . , xn } ⊂ Rd . 1) L(ax1 , ax2 , . . . , axn ) = aL(x1 , x2 , . . . , xn ) for all a > 0. 2) L(x1 + x, x2 + x, . . . , xn + x) = L(x1 , x2 , . . . , xn ) for all x ∈ Rd . 3) L(x1 , x2 , . . . , xn ) ≤ L(x1 , x2 , . . . , xn , xn+1 ) for all n > 1 and L(∅) = 0 d



d 4) If {Qi }m i=1 is a partition of [0, t] into smaller cubes of edge length t/m, the subadditive



property says there exists a constant B independent of m and t such that d



d



L({x1 , x2 , . . . , xn } ∩ [0, t] ) ≤ for all integers m ≥ 1 and real t ≥ 0.



m X i=1



L({x1 , x2 , . . . , xn } ∩ Qi ) + Btmd−1



Theorem 3.6: (Steele, 1981) Let L be a monotone subadditive Euclidean functional. If {Xi }, i =



1, 2, ... are independent random variables with the uniform distribution on [0, 1]d and var {L(X1 , X2 , . . . , Xn )} ∞ for each n ≥ 1, then as n → ∞



L(X1 , X2 , . . . , Xn ) → βL,d n(d−1)/d
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with probability 1, where βL,d ≥ 0 is a constant depending only on L and d. If one requires to remove the uniformity assumption, we require additional constraints on L The functional F is called scale bounded, if there exists a constant C such that L(x1 , x2 , . . . , xn ) ≤ Ctn(d−1)/d



(9)



for all {x1 , x2 , . . . , xn } ⊂ [0, t]d . F is called simply subadditive, if there exists constant D such that L(A1 ∪ A2 ) ≤ L(A1 ) + L(A2 ) + Dt for all finite subsets A1 and A2 contained in [0, t]d . Lemma 3.7: Let L be a monotone subadditive Euclidean functional that is scale-bounded and simply subadditive. If {Xi } are independent and identically distributed (i.i.d.) random variables and E is any bounded set of Lebesgue measure 0. Then L(x1 , x2 , . . . , xn ∩ E)/n(d−1)/d → 0 To extend it to more general distributions, one requires to add an additional constraint. A Euclidean functional F is called upper-linear if for every finite collection of cubes Qj , 1 ≤ j ≤ M and the edges of Qj are parallel to the axes, and for every infinite sequence xi , where



1 ≤ x1 < ∞ and xi ∈ Rd , we have M X j=1



(d−1)/d L({x1 , x2 , . . . , xn } ∩ Qj ) ≤ L({x1 , x2 , . . . , xn } ∩ ∪M ) j=1 Qj ) + o(n



If LN denotes the shortest path through N points {x1 , . . . , xN }. Then by using the properties of Euclidean functionals, one can show that LN → βT SP N 1−1/d almost surely. One can show a similar result for the minimum spanning tree. These problems are different from the problem of Euclidean matching, that there are two sets of points on which √ the functionals have to be defined. For example we can see that TN ∼ N log N for d = 2, and √ not N , as predicted by the theory of Euclidean linear functionals. But we see from some of the above theorems that TN ∼ N 1−1/d , ∀d ≥ 3 . October 20, 2009
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IV. S CALING OF E(R, M) FOR A PPP IN R2 √ Let φ be a PPP of intensity λand the mesh M be a square lattice of side 1/ λ. For simplicity, we will denote the regularization energy of a PPP of intensity λ by Eλ,R . One can easily see that Eλ,R = RER2 λ,1



(10)



√ when the new mesh M is a square lattice of side length 1/ λR2 . In this section we will derive the asymptotic upper bound on Eλ,R for large R. From (10), we see that it is sufficient to derive the an asymptotic upper bound to ER2 λ,1 . We require the following lemmas. Lemma 4.1: Let X denote a Poisson random variable with mean N and α > 1. Also let N be very large. Then



P (X > N + α



p



p √ 2 N log N ) ≤ 1/( 2αN (α −1)/2 N log N )



(11)



When N is very large then the distribution of a Poisson can be approximated well by a Gaussian distribution of mean and variance N . Let C > 0. We have, ˆ ∞ 1 (x − N )2 P (X > N + c) = √ √ )dx exp(− 2N 2π N c ˆ ∞ 1 exp(−x2 )dx = √ √ π c/ 2N √ a −c2 1 2N exp( ) ≤ 2 c 2N √ (a) follows from the upper bound of erfc function. Substituting c = α N log N , we have the result. Lemma 4.2: Let X denote a Poisson random variable with mean N and a ∈ Z+ and a ≥ 4. Also let N be very large. Then



P (X = aN ) ≤ DRAFT



a−N −1/2 √ 2πN



(12)
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e−N N aN (aN )!



P (X = aN ) =



a e−N N aN eaN ≈ √ 2πaN (aN )aN



= √



e(a−1)N 2πaN aaN



a−N −1/2 ≤ √ 2πN b



(a) follows from Stirlings approximation and (b) follows from the fact that a ≥ 4. A. Upper Bound in R2 Theorem 4.3: Let X = {x1 , . . . xN } denote N uniformly distributed points in a unit square. Then the upper bound of transportation cost to lattice points of side length



TN ≤ C with probability 1 − o(1) as N → ∞



√1 N



is given by



p N log N



Proof: In the paper of Atjati [10], they estimate the



transportation cost of two random sets X, Y as follows. For each point Xi a rectangle Rix of



area 1/N is assigned such that these rectangles form a partition of the unit square. They define SxN



=



N ˆ X i=1



√



Rix



d(xi, , u)du



and choose Rix such that SxN < C N log N . They similarly define Riy and SyN . Then by triangle inequality, we have TN ≤ SxN + SyN In our case Y is a deterministic set i.e., the set of lattice points with side distance



√1 . N



We leave



SxN as it is. For each lattice point yi we identify Riy as the square of side



√1 , N



for which the lattice point √ is the bottom left corner. (Actually in doing this we would leave the top N points. We can otherwise consider squares of side length



√1 2 N



for the lattice points on the edges with the lattice



points on the vertices’s and a squares of side length October 20, 2009
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the center of the square. They will just lead to a constant factor). This is also a deterministic quantity. So we have



SyN



N ˆ X



=



√ 1/ N



0



i=1



1 N 3/2 1 = C2 √ N



ˆ



0



√ 1/ N



p x2 + y 2 dxdy



≈ C2 N



√ √ So we have, TN ≤ C1 N log N + C2 √1N ≤ C N log N .



Lemma 4.4: Let φ be a PPP of intensity λ. Let N = λR2 . Then EN,1 ≤ C(N log N )1/2



(13)



as N → ∞. Hence we have that the regularization energy on the plane for PPP is Eλ,R ≤ R(R2 λ log(R2 λ))1/2 p = R2 2λ log(Rλ)



(14)



Proof: Let k denote the number of points of the PPP of intensity N in the unit square S. We then have EN,1 = EN,1|k≤N P (k ≤ N ) + EN,1|k>N P (k > N )



(15)



If the number of points uniformly distributed in S are less than N , then by lemma 5.3, we can √ upper bound the first term EN,1|k≤N P (k ≤ N ) by N log N . So the problem is to bound the second term E(k > N )P (k > N ). E(k > N )P (k > N ) =



∞ X δ=2



 P (k ∈ N + (δ − 1)2 − 1)N, (δ 2 − 1)N ).TC (δ)



= P (N < K ≤ 4N )Tc (2) ∞ X  + P (k ∈ N + (δ − 1)2 − 1)N, (δ 2 − 1)N ).TC (δ) δ=3



Where TC (δ) denotes the transport cost under the probability event before it. TC (δ) can be bounded as follows. For TC (δ), the no of points K inside the square are ((δ − 1)2 − 1)N + N 



K < (δ 2 − 1)N + N . A square of side δ > 1 has δ 2 N lattice points. So every point can be mapped to some lattice point in a square of side δ. So each point has to move a maximum DRAFT
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√ distance of δ/ 2. Hence the total transportation cost in this event TC (δ) 



3N δ√ . 2



Also from



lemma 4.2, we have,



(a)



 P (k ∈ N + (δ − 1)2 − 1)N, (δ 2 − 1)N )



≤ ((δ 2 − 1)N − ((δ − 1)2 − 1)N )P (k = ((δ − 1)2 − 1)N + N ) (δ − 1)−(2N +1) √ 2πN √ 3 √ (δ − 1)−2N N 2π



≤ 3N (δ − 1) =



(a) follows from the fact that, if x is a Poisson random variable with mean m, P (X = k1 +m) > P (X = k2 + m), ∀k1 < k2 . Hence we have T2



∞ X √ δ3N 3 √ (δ − 1)−2N N √ ≤ 2π 2 δ=3



∞ 3N 3/2 X 1 δ3 √ ≤ 3 2 π δ=3 (δ − 1) (δ − 1)2N −3 | {z } 


≤



∞ 3/2 X



3N √ 2 π



3/2



≤



3N √ 2 π 3/2



≤



δ=2



∞ X δ=1



1



δ 2N −3 1 (2δ)2N −3



N ζ(2N − 3) → 0, N → ∞ 22N



(16)



where ζ(.) is the Riemann zeta function. So the term T2 is of no problem. Considering the event (N < K < 4N ), we observe that each point can be bounded to some lattice point inside a square of length 2. P (N < K < 4N )Tc p = P (N < K < N + 2 N log N )TC (1) √ 4 N/ log N X p p P (N + δ N log N < K < N + (δ + 1) N log N )TC (δ) + δ=2



To evaluate TC (δ), we uniformly pick N points and use the mapping result of 5.3 to map them √ with transportation cost N log N . (I actually think we don’t require this result here, There is no need to use isolate these N points separately, we may require the result to prove for October 20, 2009
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√ K < N ). The remaining (δ + 1) N log N points are mapped to the lattice points in the square √ √ annulus of lengths 1 and 2. This transportation cost can be bounded by (δ + 1) N log N / 2 ( √ 1/ 2 is the maximum distance that each point has to travel.) Also we can bound the probability √ √ P (δ N log N < K < N + (δ + 1) N log N ) by using lemma 4.1 So we have P (N < K < 4N )Tc √ 4 N/ log N X p ≤ 3 N log N + √ δ=2



p 1 = 3 N log N + 2 p ≤ 3 N log N + p = 3 N log N +



√



4



N/ log N



X δ=2



1 N



4−1 2



2δN



1 δ 2 −1 √ 2



√ (δ + 1) N log N √ 2 N log N



1 1 (1 + ) δ2 −1 | {z δ } N 2



√ 4 N √ log N






1 √ N log N | {z } →0



Combing all the above results we have, EN,1 ≤ C(N log N )1/2 . B. Lower Bound in R2 We use the same lower bound as we have proposed in [1]. This is a trivial lower bound. The basic idea behind this bound is the fact that, it is easiest ot move to a Voronoi center. Let φ˜ be the compressed process. More formally in the present case (the scaled version), TN ≥ (No. of Lattice Points in the square) (Expected energy required to move the uniformly distributed points in each Voronoi cell to their Voronoi center)



TN







≥ NE 



X



√ ˜ N ]2 x∈φ∩[0,1/



1 1 ≈ N 1/N N 3/2 √ = N



(a)
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(a) follows from Campbell theorem[4]. So we have Eλ,R = RER2 λ,1 = RTN √ ≥ R λR2 √ = R2 λ Theorem 4.5: For a Poisson point process of intensity λ on R2 , the regularization energy is bounded by p √ C1 R2 λ ≤ Eλ,R ≤ C2 R2 λ log(Rλ)



V. E(R, M) ∼ O(Rd λ1−1/d ) FOR A PPP IN Rd , d ≥ 3 Using the same notation as in previous section, we have



Eλ,R = RERd λ,1



(17)



¯ Let N = λRd . Using the same arguments as in We would also denote the scaled process by φ. the previous subsection IV-B, we have the following lower bound. Lemma 5.1: For a PPP of intensity of intensity of intensity λ on Rd , 1



Eλ,R ≥ C1 Rd λ1− d for large λRd .



Proof: Using the same argument as in the lower bound of 2-dimensions we



have 



TN ≥ N E 



X



1/d ]d ¯ x∈φ∩[0,1/N



≈ N



1 1 1+1/d 1/N N







kxk



= N 1−1/d This implies Eλ,R ≥ R(λRd )1−1/d . To prove the upper bound we would need a modified version of lemma4.1. October 20, 2009
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Lemma 5.2: Let X denote a Poisson random variable with mean N and α > 1. Also let N be very large. Then N 1/2+2/d α5 (N 1−1/d )3 Proof: This follows from Lemma 4.1 and also using the fact exp(x) < 1/x2 . P (X > N + αN 1−1/d ) ≤



(18)



For upper bound, we have to modify the proof of Talagrand in [9]. Theorem 5.3: Let X = {x1 , . . . xN } denote N uniformly distributed points in a unit square in R, d ≥ 3. Then the upper bound of transportation cost to lattice points of side length



1 N 1/d



is



given by



E[TN ] ≤ CN 1−1/d as N → ∞



Proof: We modify the proof followed in [11] when one of the set is a lattice.



The basic idea is to subdivide the cube into smaller cubes Qi , such that there is exactly 1 lattice point inside each such cube. A u point of X is mapped to this lattice point. If there are more than 1random point inside the cube, they are matched to left over lattice points. Consider the following example. Divide the unit square into 4 quadrants and throw equal number of red and blue points inside the square. Let the number of (red,blue) points in each quadrant be (ai, , bi ). We first match the points in each quadrant and then match the left over points inside the complete square. we then have T ≤



X min(ai , bi ) X √ + |ai − bi | 2



We will also be using the fact, min(a, b) ≤ a + b, implicitly. Let N = 2kd . For each a ≤ k, divide the unit cube into smaller cubes of side length 2−a . Denote this partition of the unit cube



for each a by Qa . So we have |Qa | = 2ad . Let nB denote the number of points of X in some cube B, i.e., nB = |B ∩ X|. Then we have k X X 1√ TN ≤ d+ 2k a=1 Q k



(√



d X nB − 2(k−a)d 



2a−1



B∈Qa



)



(19)



2(k−a)d represents the number of lattice points inside a cube B ∈ Qa . Observe that nB , B ∈ Qa



is binomial random variable, nB ∼ Bi(N, 2−ad ). So the mean of nB is N 2−ad = 2(k−a)d and the DRAFT
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variance of nB is N 2−ad (1 − 2−ad ). By Cauchy-Schwartz we have q 2 (k−a)d E( nB − 2 E(|nB − 2(k−a)d | ) ) ≤ p N 2−ad (1 − 2−ad ) = √ −ad/2 ≤ N2 So taking the expectation of TN in (19) we have, ) (√ √ ad k X d2 d ad √ −ad/2 E[Tn ] ≤ N2 + 2 2k 2a−1 a=1 =



√



k √ √ X 2a(d/2−1) dN 1−1/d + 2 d N a=1



≤



√



dN



1−1/d



k √ √ X 2a(d/2−1) +2 d N a=0



√ √ 1−1/d  2 d √ = dN + d/2−1 N 2(d/2−1)(k+1) − 1 2 −1 √ √ 1−1/d 2 d2d/2−1 √ dk/2−k ≤ dN + d/2−1 N2 2 −1 √ ≤ 5 dN 1−1/d √



Observe that the above proof fails when d = 2, and we can only get an upper bound N log N . Lemma 5.4: Let φ be a PPP of intensity λ. Let N = λRd . Then EN,1 ≤ CN 1−1/d



(20)



as N → ∞. Hence we have that the regularization energy for PPP on Rd is Eλ,R ≤ CRd λ1−1/d Proof: The idea of the proof is similar to that of 2-dimensions. Let k denote the number of points of the PPP of intensity N in the unit square S = [0, 1]d . We then have EN,1 = EN,1|k≤N P (k ≤ N ) + EN,1|k>N P (k > N )



(21)



If the number of points uniformly distributed in S are less than N , then by lemma 5.3, we can upper bound the first term EN,1|k≤N P (k ≤ N ) by N 1−1/d . So the problem is to bound the October 20, 2009
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second term E(k > N )P (k > N ). E(k > N )P (k > N ) =



∞ X δ=2



P (((δ − 1)d − 1)N + N < K < (δ d − 1)N + N ).TC (δ)



= P (N < K < 2d N )Tc ∞ X + P (((δ − 1)d − 1)N + N < K < (δ d − 1)N + N ).TC (δ) |δ=3



{z



}



Where TC (δ) and Tc denotes the transport cost under the probability event before it. TC (δ) can be bounded as follows. For TC (δ), the no of points K inside the square are ((δ−1)d −1)N +N < K < (δ d − 1)N + N . A square of side δ > 1 has δ d N lattice points. So every point can be



mapped to some lattice point in a square of side δ. So each point has to move a maximum √ √ distance of δ d. Hence the total transportation cost in this event TC (δ) < δ d+1 N d. Also from lemma 4.2, we have (for large N ), P (((δ − 1)d − 1)N + N < K < (δ d − 1)N + N ) ≤ N (δ d − (δ − 1)d )P (K = ((δ − 1)d − 1)N + N )



(δ − 1)−d(N +1/2) √ ≤ CN (δ − 1)d 2πN √ −d(N −1/2) = C N (δ − 1)



(a)



(a) follows from lemma4.2 and the fact that xd − (x − 1)d < dxd−1 < C(x − 1)d for large C. Hence we have T2



∞ X √ √ ≤ C N (δ − 1)−d(N −1/2) δ d+1 N d δ=3



≤ CN



3/2



≤ CN



3/2



≤ CN 3/2 ≤



CN



∞



X 1 3 ( )d+1 dN 2 (δ − 1) −3d/2−1 δ=3 ∞ X



δ=2 ∞ X δ=1



1



δ dN −3d/2−1 1 (2δ)dN −3d/2−1



3/2



2dN −3d/2−1



ζ(dN − 3d/2 − 1) → 0, N → ∞



(22)



where ζ(.) is the Riemann zeta function. So the term T2 is of no problem. Considering the event (N < K < 2d N ), we observe that each point can be bounded to some lattice point inside a DRAFT
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square of length 2. P (N < K < 2d N )Tc = P (N < K < N + 2N 1−1/d )TC (1) +



2dX N 1/d



P (N + δN 1−1/d < K < N + (δ + 1)N 1−1/d )TC (δ)



δ=2



To evaluate TC (δ), we uniformly pick N points and use the mapping result of 5.3 to map them with transportation cost N 1−1/d . (I actually think we don’t require this result here, There is no need to use isolate these N points separately, we may require the result to prove for K < N ). The remaining (δ + 1)N 1−1/d points are mapped to the lattice points in the square √ √ annulus of lengths 1 and 2. This transportation cost can be bounded by (δ + 1)N 1−1/d d ( d is the maximum distance that each point has to travel.) Also we can bound the probability P (δN 1−1/d < K < N + (δ + 1)N 1−1/d ) by using lemma 5.2. So we have P (N < K < 2d N )Tc ≤ 3N



1−1/d



= 3N



1−1/d



+



2dX N 1/d δ=2



+



≤ 3N 1−1/d +



√



√ N 1/2+2/d (δ + 1)N 1−1/d d 5 1−1/d 3 δ (N )



d



N 3/2−2/d √



d+1



d2



2dX N 1/d



(1 +



δ=2



1 ) δ4



N 3/2−3/d



|



{z



d≥3,→0



}
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A PPENDIX I B ETA PROCESS Beta process is a homogeneous process of intensity 1 and is parametrized by 0 < β < 2. h[ i B(β) = {2k, β + 2k} + U (0, max{β, 2 − β}) k∈Z



where U (a, b) represents a uniform random variable between a and b
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