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Abstract. We consider repeated games with complete information and imperfect monitoring, where each player is assigned a ®xed subset of players and only observes the moves chosen by the players in this subset. This structure is naturally represented by a directed graph. We prove that a generalized folk theorem holds for any payo¨ function if and only if the graph is 2-connected, and then extend this result to the context of ®nitely repeated games. Key words: Repeated games, Folk theorem, imperfect monitoring, graphs



1. Introduction The cornerstone of the theory of repeated games with complete information is the well-known Folk theorem. This theorem states that an outcome of the repeated game is supported by an equilibrium if and only if it is feasible and individually rational (see for example Sorin, 1992). A key assumption of this result is that every player perfectly monitors the actions chosen by all the other players at the previous stage. This is called perfect monitoring. In repeated games with imperfect monitoring, this assumption is dropped and each player receives a signal (here deterministic) which is induced by the action pro®le. The study of these situations is a challenging problem since it improves modelisation and involves some new strategic ideas. The signals are called private (opposed to public) if the players receive di¨erential information. Private signals were notably studied in earlier papers (Fudenberg and Levine 1991, Ben Porath and Kahneman 1996) which show with di¨erent assumptions that if the signals are su½ciently rich, any * The authors wish to thank Prof. J. Abdou for his supervision.
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feasible and individually rational payo¨ can again be supported by an equilibrium. This work aims at giving necessary and su½cient conditions on the signals for the Folk theorem to hold. The observation structure we consider is of the following type: the signal a player receives after each stage is the moves of a ®xed subset of players (his neighbours). This type of signals can be found in Ben Porath and Kahneman (1996), where in addition players can publicly announce what they saw (hence some information can spread in one step from one player to all the others). Without the use of this public announcement, we represent the observation structure by a directed graph whose vertices are the players and where there is an edge from player i to player j if player j sees the moves chosen by player i (then player i will be able to send a message to player j). One crucial point here is to show how information runs through the graph, the main issue of this paper being to characterize all graphs such that a generalized Folk theorem holds for any payo¨ function. We say that a generalized Folk theorem holds if the set of equilibrium payo¨s is the set of feasible and individually rational payo¨s in which the level i of the in®nitely repeated of individual rationality for player i is the minmax vy game, i.e. the smallest quantity that player i can receive for punishment in the in®nitely repeated game. This quantity is less or equal than the ``regular'' minmax v i (where the opponents of player i play independently), but the players might also use their private signals as a correlation device to generate correlated actions as in Lehrer (1991). They might hence push player i down i U v i , but to his correlated minmax level w i . It is always true that w i U vy i computing vy is still an open problem. A graph is said to be 2-connected if it is strongly connected (i.e. for all players i; j there is a directed path from i to j) and if for each player, the subgraph where this player has been suppressed is still strongly connected. In other words, for any players i; j; k, there is a path from i to j in the sub-graph where k has been suppressed. Some very close condition can be found in Fudenberg and Levine (1991), who study Nash-threat equilibria. Our main theorem can be stated as follows: a generalized folk theorem holds for any payo¨ function if and only if the graph is 2-connected. The paper is organized as follows: in section 2 we present the model and the result for in®nitely undiscounted repeated games, in section 3 we prove the generalized folk theorem under the assumption of 2-connectedness and section 4 is devoted to exhibit payo¨ functions such that the Folk theorem fails if the graph is not 2-connected. Section 5 deals with ®nitely repeated games and section 6 is devoted to concluding remarks. 2. The model A repeated proximity game is given by the following data: ± A set (of players) N ˆ f1; . . . ; ng, where the number of players n is an integer at least equal to two. ± For each i in N, aQ ®nite non empty set S i (player i's set of actions) and a i mapping g from i A N S i to R called the (one-shot) payo¨ function for player i.
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± For each i in N, a subset G…i† of N nfig called the set of neighbours of player i. Q Let S ˆ i A N S i , g ˆ …g 1 ; . . . ; g n † and G ˆ …G…i††i A N . The progress of the repeated game can be described as follows: at each stage t in Nnf0g, the players independently choose an action in their own set of actions. If s in S is the joint action chosen, the stage payo¨ for player i is then g i …s†, but all what player i learns before starting stage t ‡ 1 are the actions chosen by his neighbours. Players are assumed to have perfect recall (they never forget what they know), and the whole description of Qthe game is common knowledge. For any player i, denote S G…i† ˆ j A G…i† S j and let, for any stage (or positive integer) t, Hti be the cartesian product …S i  S G…i† † t . H0i will stand for a singleton and an element in Hti will be called an i-history of length t. If S is a ®nite set, D…S† will denote the set of probability distributions on S. A pure strategy for player i in the repeated game is thus an element i to S i (giving s i ˆ …sti †tV1 , where for any stage t, sti is a mapping from Htÿ1 the action to be played by player i at stage t, depending on what he knows at that moment). A joint pure strategy …s i †i A N induces then a unique (in®nite) play ……s1i †i A N ; . . . ; …sti †i A N ; . . .† in S Nnf0g , sti being the action played by player i at stage t. A mixed strategy for some player is a probability distribution over his set of pure strategies (endowed with the product s-algebra). Since we explicitely assumed perfect recall, Kuhn's theorem (Kuhn, 1953) allows one to restrict the study to behavior strategies, where the players make independent lotteries at each stage: a behavior strategy for player i in the repeated game is an element also denoted by s i ˆ …sti †tV1 , where for any stage t, sti is a mapping i from Htÿ1 to D…S i †. Denote by S i the set of behavior strategies for Q player i. A joint (behavior) strategy is thus an n-tuple s ˆ …s i †i A N A i A N S i . As usual, it naturally de®nes probability distributions over the sets of ( joint) histories S T , for each stage T, and over the set of plays S Nnf0g . Let gti be the random variable of player i's payo¨ at stage t and de®ne, for any player i and PT i gt †. We assume that players are positive integer T, gTi …s† ˆ Es ……1=T† tˆ1 maximizing the expectation of their average payo¨s, and use the following notion of equilibrium (see Sorin, 1992). For each player i in N, players ÿi will denote all players but i, S ÿi the Q Q product j A N nfig S j and Sÿi the product j A N nfig S j . If s ˆ …s i †i A N is a joint strategy, sÿi will denote the tuple of strategies …s j †j 0 i . De®nition 2.1. A joint behavior strategy s ˆ …s i †i A N is a uniform Nash equilibrium if: (i) For each player i in N, gTi …s† converges as T goes to in®nity to some g i …s†. (ii) For each e > 0, there exists a positive integer T~ such that s is an e ± Nash equilibrium in ®nitely repeated games with at least T~ stages, that is: ~ ET V T;



Ei A N;



Et i A S i ;



gTi …t i ; sÿi † U gTi …s† ‡ e



A (uniform Nash) equilibrium payo¨ is an element …g 1 …s†; . . . ; g i …s†; . . . ; g n …s†† in R n where s is a uniform Nash equilibrium.
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Denote by Gy the repeated (proximity) game de®ned by the previous description, and by Ey its associated set of equilibrium payo¨s. The aim of this article is mainly to characterize Ey according to the observation structure. Note g…S† the ®nite subset of R n fg…s†; s A Sg, and co g…S† its convex hull. It is straightforward that Ey H co g…S†. We now de®ne individually rational (or minmax) levels in Gy . We denote also by g i the multilinear extension of player i's payo¨ function. De®nition 2.2. Say that player i can be forced to the payo¨ z i in R if: bs ÿi A S ÿi ;



Ee > 0;



bT s:t: : Es i A S i ;



ETVT;



gTi …s i ; s ÿi †Uz i ‡ e



The minmax level of player i is de®ned as: i ˆ inffz i A R; player i can be forced to z i g vy



Denote by IR the set of individually rational payo¨s fu ˆ …u 1 ; . . . ; u n † A R n ; i Ei A Ng. u i V vy Ey H IR is also clear: at equilibrium, a player cannot have a payo¨ strictly lower than his minmax level; otherwise this player has an equilibrium payo¨ to which he can not be forced, and taking the negation of de®nition 2.2 yields a contradiction with the de®nition of a uniform equilibrium. Note also that players ÿi can actually play in longer and longer ®nite blocks strategies i (as in Fudenberg and Levine, 1991 or forcing player i closer and closer to vy Mertens et al., 1994, proposition 4.5, p. 196). This formally gives: bs ÿi A Sÿi ;



Ee > 0;



bT s:t : Es i A S i ;



ETVT;



i gTi …s i ; s ÿi †Uvy ‡e



Remark that this de®nition is weaker than the usual de®nition of the minmax for an in®nitely repeated zero-sum game (see, for example, Mertens et al., 1994). The usual de®nition states that player i can be forced to the minmax and that this player can also defend this quantity ``uniformly'' (i.e. he has for all e, a strategy sei which is an e-best response in all su½ciently long ®nitely repeated game). With this de®nition, existence has to be proved. If this i de®ned here. However, proving the minmax exists, it is clearly equal to the vy existence of the minmax is not trivial here and it is not needed to describe uniform equilibria. Notation 2.3. i) The independent minmax for player i is v i ˆ min Q ÿi x



A



max g i …x i ; xÿi †



D…S j † x i A D…S i †



j A N nfig



ii) The correlated minmax for player i is wi ˆ



min



max g i …x i ; xÿi †



x ÿi A D…S ÿi † x i A D…S i †
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i Whatever the observation structure is, w i U vy U v i . It is well known that in case of perfect monitoring, players ÿi can not correlate their moves in such i ˆ v i . This is not a way that the correlation is unknown to player i, and so vy always the case with imperfect monitoring. A study of correlation in repeated games with private signals can be found in Lehrer (1991). In our context, the i i ˆ w i < v i , w i < vy < v i or following example shows that we can have vy i i i w < vy ˆ v , depending on the observation structure.



Example 2.4: Consider a 4-player game, where each player has two actions (call a and b the actions for player 4) and with the following payo¨s for player 4 (in what follows, player 1 chooses the row, player 2 the column and player 3 the matrix):  If player 4 plays a: l



r



l



r



u



ÿ1



0



0



0



d



0



0



0



0



L



R



 If player 4 plays b: l



r



l



u



0



0



0



0



d



0



0



0



ÿ1



L



r



R



Remark that in this game, v 4 ˆ ÿ1=8 and w 4 ˆ ÿ1=2. Consider now the three following proximity structures. 1. Perfect monitoring for each player. 4 ˆ v 4 ˆ ÿ1=8, since each player i ˆ 1; 2 or 3 randomizes between In this case vy his two actions with probability …1=2; 1=2†.



2. 1, 2 and 3 have perfect monitoring, 4 observes nobody. 4 ˆ w 4 ˆ ÿ1=2. At the beginning of the game, player 1 chooses In this case vy with equal probability between fu; l; Lg and fd; r; Rg. His ®rst move is devoted to announce the selected element to players 2 and 3; each player i ˆ 1; 2 or 3 then plays his component forever. For example, player 1 plays u and d with equal probability at the ®rst stage. If u (resp. d) is played, players 1, 2 and 3 play fu; l; Lg (resp. fd; r; Rg) at all stages t V 2. From the point of view of player 4, the joint move of his opponents is at all stages t V 2 distributed with equal probability between fu; l; Lg and fd; r; Rg.
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3. 1 and 2 have perfect monitoring, 3 and 4 only observe each other. In this case, 4 ˆ vy



min



max g 4 …x 4 ; xÿ4 † ˆ ÿ1=4



xÿ4 A D…S 1 S 2 † n D…S 3 † x 4 A D…S 4 †



Players 1, 2 and 3 achieve this minimum the following way. Player 3 plays at each stage the mixed action …1=2; 1=2†. Player 1 chooses before the beginning of the game one of the couples …u; l†, …d; r† with probability 1/2 each. At the ®rst stage, he transmits the couple chosen to player 2; then they play it forever. From the point of view of player 4, the distribution of the joint move of his opponents at each stage t V 2 is such that: ± player 3's mixed move is …1=2; 1=2† and is independent of players 1 and 2 joint move. ± players 1 and 2 joint move is …t; l † or …b; r† with probability 1/2 each. This shows that player 4 can be forced to ÿ1=4. Remark then that, at each stage, given the past observations of player 4, the distribution of the future joint move for players 1, 2 and 3 is in the direct 4 can not be less than ÿ1=4. product D…S 1  S 2 † n D…S 3 †. Therefore, vy To force someone to his minmax level in a repeated proximity game, the other players must at least coordinate themselves on the name of the victim and on the ®rst stage to start to punish. This ability can be expressed as a simple condition on the observation structure G ˆ …G…i††i A N . The idea is that manipulation of information transmission by one player will be impossible if and only if no player is essential for communication. Denote also by G the directed graph whose vertices are the players and where there is an edge from j to i if and only if j belongs to G…i† i.e. player i sees player j. For each i in N, note G i the graph when player i has been removed, more precisely the graph obtained from the observation structure …G i … j†† j A N nfig where for j 0 i, G i … j† ˆ G… j†nfig. A directed graph is said to be strongly connected if, for each couple of players …i; j†, there is a directed path from i to j. De®nition 2.5. G is 2-connected if G is strongly connected and for each i in N, G i is strongly connected. In other words, G is 2-connected if it is necessary to remove at least two vertices of G to get a sub-graph which is not strongly connected. This means that for all players i; j; k, there is a directed path from i to j in G k . Note that for n V 3, the strong connectedness of G is a consequence of the strong connectedness of all the G i 's. Suppose now that the set of actions of some player is reduced to a single point. This player can have no in¯uence on payo¨s and signalling. It is thus convenient to put him out of the game. We will therefore assume that each player has at least two actions. We can now state the main result of this paper. Fix a set of players and for each player a set of actions with at least two elements. Denote respectively by Ey …G; g† and IR…G; g† the sets of equilibrium and individually rational payo¨s
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of the repeated proximity game with payo¨ structure given by g and observation structure given by G. Theorem 2.6. The two following assertions are equivalent: 1) G is 2-connected. 2) For any payo¨ function g, Ey …G; g† ˆ co g…S† X IR…G; g†. Condition 2) can be seen as a generalization of the standard Folk theorem: the equilibrium payo¨s are the feasible and individually rational payo¨s. In case of perfect monitoring, G…i† ˆ N nfig for any i in N and G is obviously 2-connected. Furthermore, minmax levels are the independent ones. 3. 2-Connected observation In this section, we consider a repeated proximity game where G is 2-connected and where each player has at least two actions. We show that Ey …G; g† ˆ co g…S† X IR…G; g†, proving one part of Theorem 2.6. The inclusion Ey …G; g† H co g…S† X IR…G; g† being clear, we take a point u ˆ …u 1 ; . . . ; u n † in co g…S † X IR…G; g† and we will construct a uniform Nash equilibrium s  ˆ …s 1 ; . . . ; s  n † with payo¨ u. For i and j in N, denote by d…i; j† the distance from i to j in the observation graph G (i.e. the length of a shortest path from i to j ), and for any other player k …0 i and 0 j) denote by dk …i; j† the distance between i and j in the graph G k . Note that since the graph is directed, d…i; j† may not be equal to d… j; i†. Because G is two-connected, all these distances exist and are lower or equal than n ÿ 2 (for n V 3). If hTi ˆ …s1i ; …s1l †l A G…i† ; . . . ; sTi ; …sTl †l A G…i† † is an i-history i i of length T and T 0 A f1; . . . ; Tg, denote respectively by hT; tVT 0 and hT; tUT 0 the 0 i l i l i-history of length T ÿT ‡1 …sT 0 ; …sT 0 †l A G…i† ; . . . ; sT ; …sT †l A G…i† † and the i-history of length T 0 …s1i ; …s1l †l A G…i† ; . . . ; sTi 0 ; …sTl 0 †l A G…i† †. 3.1. Construction of the equilibrium strategy The strategy will consist in three parts: a stream of pure actions leading to the payo¨ u and to be played in case of non deviation, periods of signalling allowing players to identify exactly the deviator if there is one, and punishment phases. For the ®rst part, de®ne for any player i and any stage t, ~sti A S i such that XT g i …~st1 ; . . . ; ~stn † ˆ u i . Ei A N, limT!‡y …1=T† tˆ1 For punishment phases, let for any distinct players i and j, s i; j in S i such that: Ee > 0, bT, Es j A S j , ET V T, gTj …s 1; j ; . . . ; s jÿ1; j ; s j ; s j‡1; j ; . . . ; s n; j † U j ‡ e …Uu j ‡ e†. vy Suppose that player j deviates from his main path …~s1j ; ~s2j ; . . . ; ~stj ; . . .†. The players seeing j will have to send messages so that all players will deduce that player j has deviated. Suppose now that the deviation of j consists in pretending that some other player k has deviated while he has not. The players seeing j will not necessarily immediately know whom of j and k did actually deviate, but will have to suspect both j and k and communicate this fact. This is the reason why we want each player to be able to transmit a whole set of
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suspects. Let, for any i in N, t i and t 0i be two distinct actions in S i and F i be a bijection from the set of subsets of N nfig to ft i ; t 0i g nÿ1 : to announce a subset M of N nfig, player i will play nÿ1 moves according to F i …M† ˆ …F1i …M†; . . . ; i …M††. To be sure to distinguish between main histories and the commuFnÿ1 i 0 t i , and nication phase, let for any positive integer m, F i; m ˆ t i if ~smn‡1 i; m 0i ˆ t otherwise be an alarm move to be played in order to signal that the F play is out of the main path. i i ˆ …s1i ; …s1l †l A G…i† ; . . . ; sTÿ1 ; Fix a player i in N and a stage T, and let hTÿ1 i l l in HTÿ1 be an i-history of length T ÿ 1 (st A S being the move i played by some player l at stage t). We will de®ne sTi …hTÿ1 †. During the communication phase following a deviation, the players exchange messages according to a prede®ned code, each message representing a subset of players suspected to be the deviator. Since each period of communication will actually take n moves, we divide the set of stages into blocks of length n: let, for m in N, Bm ˆ fmn ‡ 1; mn ‡ 2; . . . ; …m ‡ 1†ng and de®ne m…T† such that T A Bm…T† . Within a block the players may transmit their set of suspects; at the end of each block, players have to update their set of suspects according to what they observed in this block. Because 2n ÿ 5 (for n V 3) blocks will indeed be enough in all cases for one deviator to be identi®ed by all other players, denote n ˆ maxf1; 2n ÿ 5g.



l …sTÿ1 †l A G…i† †



We now describe how player i updates his set of suspects at the beginning of each block according to what he has monitored during the previous block. We ®rst start with an unformal description of the updating process. For the understanding of the description, it should be kept in mind that under our equilibrium strategy, when player i receives the subset M from player l, he interprets this as: player l is telling that there has been a deviation and the true deviator is in M. The important ideas are the following: As long as player i observes that the players in G…i† play their main actions, he considers that no deviation has occured. We will therefore set his set of suspects as j. Suppose now on the contrary that player i has noticed at some block m i that somebody is playing out of the main path. Suppose also that at some block m some player l in G…i† leaves for the ®rst time his main path and plays in order to announce some set M. Considering unilateral deviations, what player i will infer is the following: ± Player l may be deviating or not. Thus, the true deviator lies in M W flg. ± Suppose that player k…0l† is the true deviator and left his main path for the ®rst time at some block m. Since all players 6ˆ k seeing there has been a deviation immediately stop playing their main path (at the beginning of the following block), the information that the play is out of the main path must come to i through a shortest path from k to i. Thus m ‡ d…k; i† ÿ 1 ˆ m i . Similarly, m ˆ m ‡ d…k; l†. We then must have mÿd…k; l † ˆ m i ÿ d…k; i† ‡ 1. Thus player i can exonerate all players k such that m ÿ d…k; l† 0 m i ÿ d…k; i† ‡ 1. Finally, we will prove that if player k has deviated at block m, all players but k will know this fact and will start to punish him at the beginning of the
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block m ‡ n. Player i will then update his set of suspects until this block. So we specify a stopping condition, meaning that knowing his set of suspects SPmi at some block m, player i evaluates the highest block number at which the deviation may have begun: m i ÿ mink A SPmi d…k; i† ‡ 1. When he is to play n blocks after this block, he reports to the punishing phase and punishes the player with the smallest index in his list of suspects. i i …hTÿ1 † of players suspected by We now de®ne inductively the set SPm…T† i player i (observing hTÿ1 ) at (the beginning of the) block Bm…T† . An example is given at the end of this subsection to illustrate the de®nitions. i † ˆ j, meaning that nobody is suspected by player i at the begin± SP0i …hTÿ1 ning at the play. ± for m ˆ 0; . . . ; m…T† ÿ 1: i † ˆ j and Et A Bm , El A G…i†, stl ˆ ~stl , ± if SPmi …hTÿ1 i i set SPm‡1 …hTÿ1 † ˆ j (everybody can still be following the main path). i ± if SPmi …hTÿ1 † ˆ j and there is some t in Bm , l in G…i† such that stl 0 ~stl , i set m i …hTÿ1 † ˆ m and de®ne: i †ˆ SPmi ‡1 …hTÿ1



7 l A G…i†; Mml 0j



…Mml Xfk A N; d…k; i† ˆ d…k; l † ‡ 1g† W flg



where for l in G…i†: l  if Et A Bm , stl ˆ s~tl , Mm ˆj l l; m  if smn‡1 ˆ F and Et A fmn ‡ 2; . . . ; …m ‡ 1†ng, stl A ft l ; t 0l g then Mml ˆ …F l †ÿ1 …smn‡2 ; . . . ; s…m‡1†n †HN nflg where …F l †ÿ1 denotes the reciprocal bijection of F l . Mml is here the set of players that l suspects at (the beginning of ) block m.  otherwise, player l is not playing according to any code. He immediately denounces himself: let Mml ˆ flg. i i i ± if SPmi …hTÿ1 † 6ˆ j and m < 1‡m i …hTÿ1 †ÿmink A SPmi …hTÿ1 † d…k; i† ‡ n, then i i SPm‡1 …hTÿ1 † is the intersection of the three following sets: i i  SPm …hTÿ1 † l  7 l l A G…i†; Mml 0 j; Mmÿ1 0 j Mm W flg l i i  7 l l A G…i†; Mml 0 j; Mmÿ1 ˆj …Mm X fk A N; m ÿ d…k; l† ˆ m …hTÿ1 † ÿ d…k; i† ‡ 1g† W flg where for l in G…i†, Mml is de®ned as before. i † 0 j and ± at last, if SPmi …hTÿ1 i i † ÿ mink A SPmi …hTÿ1 m V 1 ‡ m i …hTÿ1 † d…k; i† ‡ n; i i i …hTÿ1 † ˆ SPmi …hTÿ1 †: the punishment phase should have already let SPm‡1 begun. i We can now de®ne si T …hTÿ1 †: i i i …hTÿ1 † ˆ j, let si sTi . (From his observations, player i ± if SPm…T† T …hTÿ1 † ˆ ~ concludes that nobody is deviating and he follows the main path.)
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i i i i ^ Tÿ1 i ± if SPm…T† …hTÿ1 †0j, note m…h † ˆ 1 ‡ m i …hTÿ1 † ÿ mink A SP i …hTÿ1 † d…k; i† m…T† ‡ n: i  if m…T† < m…h ^ Tÿ1 †, let i i i; m…T† if T ˆ m…T†n ‡ 1 (At the beginning of the block, sT …hTÿ1 † ˆ F player i plays an alarm move in order to signal that he is out of i his main path and about to start communicating), si T …hTÿ1 † ˆ i i i FTÿ…m…T†n‡1† …SPm…T† …hTÿ1 †† otherwise. (Player i announces at block Bm…T† his last set of suspects, computed after stage m…T†n.) i i i  if m…T† V m…h ^ Tÿ1 †, let j ˆ min SPm…T† …hTÿ1 †, and i; j i i i …h †. (If the stopping condition sT …hTÿ1 † ˆ sTÿ…m…h i i ^ Tÿ1 ††n‡1 ^ Tÿ1 ††n Tÿ1; t V …m…h is ful®lled, player i stops communicating and starts punishing.)



The next subsection shows the uniform equilibrium property of the joint strategy s  . We now present a simple example in order to illustrate the evolution of the sets of suspects. Example 3.1: Consider a ®ve-player game with the circular graph presented in ®gure 1 below (an undirected arc between two players means that both players monitor each other).



Fig. 1.



We consider the situation where player 1 deviates from his main path at some block Bm by sending to his neighbours the message that player 5 has deviated (and keeps on accusing this player). The induced evolution of the sets of suspects is described in table 1 below, where the rows are indexed by the players and the columns by the block numbers. Since the deviation of player 1 induces a unique communication phase, we write m i , Mmi 0 , SPmi 0 instead of m i …hTi †,Mmi 0 …hTi †, SPmi 0 …hTi †: 1 1 1 ˆ Mm‡2 ˆ Mm‡3 ˆ f5g, since player 1 keeps We ®rst have Mm1 ˆ Mm‡1 on accusing player 5. For convenience we set player 1's set of suspects as f5g during all the communication procedure. Since the main path has been played before Bm , we have SPmi ˆ j for i 0 1. At block m ‡ 1, players 3 and 4 are still not aware that a deviation has occured. Player 2 suspects players 1 and 5, since 2 ˆ …Mm1 X fk; d…k; 2† ˆ d…k; 1† ‡ 1g† W f1g ˆ f1; 5g SPm‡1



whereas player 5 immediately knows that player 1 has deviated: 5 ˆ …Mm1 X fk; d…k; 5† ˆ d…k; 1† ‡ 1g† W f1g ˆ f1g SPm‡1
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Table 1. m



m‡1



m‡2



m‡3



1



f5g



f5g



f5g



f5g



2



j



f1; 5g



f1; 5g



f1g



3



j



j



f1; 2g



f1g



4



j



j



f1; 5g



f1g



5



j



f1g



f1g



f1g



It is clear that m 2 ˆ m 5 ˆ m and m 3 ˆ m 4 ˆ m ‡ 1. At block Bm‡2 , player 2's set of suspects remains constant since player 3 followed his main path at 4 ˆ block Bm‡1 . Player 4 is told by player 5 that 1 has deviated and thus SPm‡2 f1; 5g. Player 3 is told by player 2 that players 1 and 5 have to be suspected but 3 can exonerate 5 by the distance condition: 3 ˆ …f1; 5g X fk; d…k; 3† ˆ d…k; 2† ‡ 1g† W f2g ˆ f1; 2g SPm‡2



This step is the crucial one since players 2 and 4, while being told by 3 that 5 did not deviate, will also exonerate 5. At block Bm‡3 we have, 2 ˆ f1; 5g X …f5g W f1g† X ……f1; 2g X f1g† W f3g† ˆ f1g SPm‡3 3 ˆ f1; 2g X …f1; 5g W f2g† X ……f1; 5g X f1g† W f4g† ˆ f1g SPm‡3 4 ˆ f1; 5g X ……f1; 2g X f1g† W f3g† X …f1g W f5g† ˆ f1g SPm‡3



At this block, all players know who is the true deviator. Hence, they can deduce the block number of the ®rst deviation and the block number at which the punishment phase of player 1 will begin. We now show that these considerations extend to any 2-connected graph and any deviation. 3.2. The equilibrium property If s  is played, all players will stick to their main path. It is then clear that for each i in N, limT gTi …s  † ˆ u i . Suppose now that some player j plays a pure strategy t j while each player i distinct from j plays according to si . Suppose also that there exists some stage t such that player j ®rst deviates from his main path at stage t. If ~htj denotes the j-(main) history (~s1j ; …~s1l †l A G… j† ; . . . ; ~stj ; …~stl †l A G… j† †, t ˆ minft V 1; j ttj …~ htÿ1 † 6ˆ s~tj g. What will happen then? Denote for any stage T and player i in N, by sTi the random variable of the action played by player i at stage T and hTi ˆ …s1i ; …s1l †l A G…i† ; . . . ; sTi ; …sTl †l A G…i† † the random variable of the history known by
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player i after stage T (with distributions induced by t j and …si †i 0 j †. Although what follows is written with probability one, since player j plays a pure strategy and players ÿ j only play mixed actions in punishment phases, the play induced by …t j ; …si †i 0 j † will be unique as long as no player i 0 j has started to punish (that is to play according to s i; k for some k). This will in fact be the case until stage …m…t† ‡ n†n ‡ 1 as we will see in the next lemma. Moreover, for a ®xed in®nite play, the ®rst block where some player i learns there has been a deviation and the players that i suspects at block m can be calculated once for all (after stage mn for the set of suspects at block m). We will thus denote by m i for m i …hTi † (with T V …m…t † ‡ d… j; i††n† the number of block at which player i receives his ®rst message and SPmi for SPmi …hTi † (with T V mn) to concentrate on block numbers. i ˆ j. If j belongs to G…i†, It is ®rst clear that, for all players i 0 j, SPm…t † i i m ˆ m…t† and j A SPm…t †‡1 : player i ®rst notices there has been a problem in block m…t† and while computing his ®rst set of suspects, he adds player j to it. d…k; i†‡n V m…t † ‡ n. Running through We then also have 1‡m i ÿmink A SP i m …t†‡1 the graph, we get the following lemma: Lemma 3.2. Under the joint strategy …sÿj ; t j † we have, for all i in N nf jg, m i ˆ m…t† ‡ d… j; i† ÿ 1 and for all m such that m…t† ‡ d…i; j† U m U m…t† ‡ n, j A SPmi . Proof: The equality is clear because a player i 0 j seeing within some block m that there has been a deviation stops playing his main history at the beginning of block m ‡ 1. Imagine now that the second assertion is false. There must exist a ®rst block m U m…t† ‡ n where some player i has a positive probability to compute a list of suspects not including j. At block m ÿ 1, no player 0 j can be punishing yet. Thus, we must have the existence of some l l ˆ j, Mmÿ1 0 j and j A fk A N; m ÿ 1 ÿ d…k; l† 0 l 0 j in G…i† such that Mmÿ2 i l m ÿ d…k; i† ‡ 1g. But then m ˆ m ÿ 2, and the equality m l ‡ 1 ÿ d… j; l† ˆ r m…t† ˆ m i ‡ 1 ÿ d… j; i† gives a contradiction. This lemma implies that with probability one, no player will start punishing (strictly) before block m…t† ‡ n and thus the play will be deterministic until (not including) stage …m…t† ‡ n†n ‡ 1. It remains to show that all players ÿ j know at this stage that only j can be the deviator and so start to punish him at this stage. This will prove that the situation will indeed be such as follows:



Fig. 2.
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Proposition 3.3. Under the joint strategy …sÿj ; t j †, for all i 0 j, m V m…t† ‡ n, SPmi ˆ f jg. Proof: Since the sets of suspects remain ®xed during the punishment phase, it i ˆ f jg. is enough to prove that for all i 0 j, SPm…t †‡n Fix i in N nfjg. Because the sets of suspects of player i never contain fig and decrease from block to block, all we have to show is that no player k 0 j will remain in player i's set of suspects at block m…t† ‡ n. Fix thus also some player k in N nf j; ig that i has to exonerate (and assume thus, without loss of generality, that n V 3). We are going to ®nd a player j c in N nf j; kg such that: ± j c exonerates k at some block m ± there exists a path from j c to i included in N nfj; kg. Suppose such a player has been found. Since player j c exonerates player k at block m, all players in N nf j; kg seeing j c will have exonerated player k at block m ‡ 1. Following the path in N nf j; kg from j c to i, player i will have exonerated player k at some block m ‡ d where d is the length of the chosen path between j c and i. To prove the proposition, it thus remains to ®nd such a player j c and to check that m ‡ d is at most m…t† ‡ n. The existence of such a crucial player is indeed a consequence of the 2-connectedness of the observation graph. Take ®rst a shortest path from k to i in the sub-graph G j . Call this path …k; i1 ; . . . ; i†. Consider now a shortest path from j to i1 included in N nfkg. Call this path … j ˆ j 0 ; j 1 ; . . . ; j bÿ1 ; j b ˆ i1 † with b ˆ dk … j; i1 † and denote a ˆ d…k; j†.



Fig. 3.



Let now c ˆ minfq A f0; . . . ; bg; d…k; j q † < d…k; j† ‡ dk … j; j q †g. j c is the ®rst point in the path … j; . . . ; j b † for which no shortest path from k to j q goes through j. Since for q ˆ b, d…k; i1 † ˆ 1 < d…k; j† ‡ dk … j; i1 †, c is well de®ned. It is moreover straighforward that c V 1. The path … j c ; . . . ; i1 † followed by
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…i1 ; . . . ; i† is clearly a path from j c to i included in N nf j; kg. We then show that k B SPmjc …t† ‡ c, considering the ®rst block where j cÿ1 ``sends a message'' to j c . Whether c ˆ 1 or not, the minimal number m such that Mmjcÿ1 0 j is m…t† ‡ d… j; j cÿ1 †. Since the length of a shortest path in N nfk; j b g is at most n ÿ 3, we have d… j; j cÿ1 † U c ÿ 1 U n ÿ 3. Thus m…t† ‡ d… j; j cÿ1 † < m…t † ‡ n jc , player j c will exonerate all players k 0 and while computing SPm…t †‡d… j; jcÿ1 †‡1 such that m…t† ÿ d…k 0 ; j cÿ1 † ‡ d… j; j cÿ1 † 0 m jc ÿ d…k 0 ; j c † ‡ 1. We then have to compare d…k; j cÿ1 † ÿ d… j; j cÿ1 † and d…k; j c † ÿ d… j; j c †. By de®nition of c, d…k; j cÿ1 † ˆ d…k; j† ‡ dk … j; j cÿ1 † ˆ a ‡ c ÿ 1, and since a shortest path from k to j cÿ1 goes through j, d… j; j cÿ1 † ˆ dk … j; j cÿ1 † ˆ c ÿ 1. Hence d…k; j cÿ1 † ÿ d… j; j cÿ1 † ˆ a. Now, ± either dk … j; j c † ˆ d… j; j c †. Then d…k; j c † ÿ d… j; j c † < a by de®nition of c. ± or dk … j; j c † > d… j; j c †. All shortest paths from j to j c go through k, hence d… j; j c † ˆ d… j; k† ‡ d…k; j c † and d…k; j c † ÿ d… j; j c † < d…k; j† since k 0 j. In all cases, j c exonerates k when he receives his ®rst message from j cÿ1 . The length of the path … j; j 1 ; . . . ; i1 † is at most n ÿ 2 and the length of …i1 ; . . . ; i† is at most n ÿ 3. Thus, i will be aware that k did not deviate after at most 2n ÿ 5 blocks (for n V 3). r All players ÿ j will then start to punish forever player j at stage …m…t † ‡ n†n ‡ 1. To prove that we really have a uniform equilibrium, let e > 0. Choose M such that: i ‡e ± Ei A N, Es i A S i , ET V M, gTi …s i ; s ÿi † U vy PT i 1 n ± Ei A N, ET V M, …1=T† tˆ1 g …~st ; . . . ; ~st † U u i ‡ e ± M V nn



Choose now T~ V maxfM=e; 3Mg. ~ consider the ®nitely repeated proximity game with T For any T V T, stages. Suppose that some player j deviates to a pure strategy: in any case, each of the three phases (main path, communication and punishments) is of length lower than Te or, being longer than M, cannot give him a payo¨ greater than u j ‡ e. We then obtain that with any (possibly mixed) deviation, his payo¨ can not exceed u j ‡ e…1 ‡ 4C† (if C denotes an upper bound for all possible absolute values of payo¨s). Thus, s  induces a e…1 ‡ 4C†-equilibrium in all ®nitely repeated games with at least T~ stages. Remark 3.4: For n > 3, we suspect that, with the strategies we used, the number of blocks n necessary to identify a deviator can in fact be set as n ÿ 1. Moreover, we think (but have not proved) that the minimal bound for n is maxf1; n ÿ 2g, and that it can be achieved with the use of slightly more sophisticated strategies, where a player i suspects a player k if all neighbours of i on a shortest path from k to i have sent a list of suspects (containing k) at the same block.



Repeated proximity games



553



4. Non 2-connected observation We will now assume that our key assumption is not veri®ed, i.e. the graph is not 2-connected. We distinguish two cases, the graph may be strongly connected or not. In each case, we ®nd a payo¨ function for which the Folk theorem does not hold. 4.1. Non strongly connected graphs Assume now that the graph is not strongly connected. There are two players (without loss of generality players 1 and 2) such that there is no path from player 1 to player 2. The payo¨ function is de®ned as follows. If i 0 1



and



i 0 2;



then g i …s† ˆ 0



Es A S:



Players 1 and 2 have at least two actions. Their payo¨ function will be de®ned for these two actions and will be independent of the action of any other player. If 1 or 2 has more than two actions we just complete their payo¨ function by duplication of rows and columns. In this game, 1 is the row player, and 2 is the column player. l



r



u



2; 2



0; 3



d



3; 0



1; 1



In this game, player 2 has no information on the actions chosen by player 1. Thus, player 1 will ``never'' play the dominated action u at equilibrium. Knowing this, player 2 will play his best response r and Ey ˆ f…1; 1†g. Note that for this game, the result is a particular case of a theorem of Lehrer (1990). 4.2. Strongly connected graphs We consider the case where the graph is strongly connected but not 2-connected. Thus, we can ®nd three players (w.l.o.g. 1, 2 and 3) such that all paths from 1 to 3 contain 2 and such that 1 is in G…2† and 2 is in G…3†. As in the previous construction, if i 0 1 and i 0 2, then g i …s† ˆ 0 Es A S. Players 1, 2 and 3 have at least two actions. We de®ne their payo¨s for these three pairs of actions independently of any other player's action. Again if they have more than two actions, we shall duplicate rows, columns etc . . . Player 1 chooses the row, 2 the column and 3 the matrix. l



r



l



r



u



1; 1



0; 3



3; 0



3; 0



d



4; 4



0; 3



3; 0



3; 0



L



R
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Since all paths from 1 to 3 go through 2, it is enough to concentrate on the following graph.



Fig. 4.



It should be noticed that this graph is not strongly connected. However, all information received by player 3 about the moves of player 1 is given to him by player 2. Thus all other players are not relevant for our purpose. i ˆ w i ˆ 0, for i ˆ 1; 2. We will Note that in this game we have v i ˆ vy prove that the point (1,1) is not an equilibrium payo¨, although it is feasible and individually rational. The idea of the proof is that player 1 can deviate and always play d, but also player 2 can deviate pretending that player 1 is always playing d (while he is not). Since player 3 can not di¨erentiate between those deviations, he can not concentrate his punishment on a single player. By doing so, he would reward 1 or 2. Thus we will prove that one of the two deviations has to be pro®table. We proceed now to the formal proof. Let us assume that (1,1) is in Ey , and let s ˆ …s 1 ; s 2 ; s 3 † be a uniform equilibrium with payo¨ (1,1). We de®ne deviations for players 1 and 2 as follows. ± Let t 1 be the strategy of 1 which plays d at each stage, for each history. ± For ht2 a history of length t for player 2 (containing all moves of player 1), de®ne ht2 …t 1 † as ht2 where all moves of player 1 are replaced by d, and t 2 A 2 2 …ht2 † ˆ st‡1 …ht2 …t 1 ††. Player 2 imagines that player S 2 such that Et V 0, tt‡1 1 is playing d, and plays what he would have played according to s 2 if 1 had really deviated. We denote by at the probability under …t 1 ; sÿ1 † that players 2 and 3 play the joint action …l; L† at time t. Similarly, we de®ne bt for …r; L†, ct for …l; R† t is then gt1 …t 1 ; sÿ1 † ˆ and dt for …r; R†. The expected payo¨ of player 1 at time P T 1 1 ÿ1 …1 ÿ bt †. Since s 4at ‡ 3…ct ‡ dt † V 3…1 ÿ bt †. Thus gT …t ; s † V 3…1=T† tˆ1 is a uniform equilibrium, itP is necessary that, for each e > 0, there is T0 such T that for all T V PTT0 , 3…1=T† tˆ1 …1 ÿ bt † U 1 ‡ e. It follows that we must have lim inf T …1=T† tˆ1 bt V 2=3. Observe now that under …t 2 ; sÿ2 †, the moves of players 2 and 3 are independent on the moves of player 1 and have the same distribution as under …t 1 ; sÿ1 †. Moreover the payo¨ of player 2 does not depend on the move of player 1 as soon as …l; L† is not played. Since all payo¨s are non-negative we must have gt2 …t 2 ; sÿ2 † V 3bt , where gt2 …t 2 ; sÿ2 † is the expected payo¨ of PT player 2 at time t under …t 2 ; sÿ2 †. Hence, gT2 …t 2 ; sÿ2 † V 3…1=T† tˆ1 bt . But PT the condition lim inf T …1=T† tˆ1 bt V 2=3 gives that: Ee > 0, bT0 such that ET V T0 , gT2 …t 2 ; sÿ2 †V2ÿe. This contradicts the fact that s is a uniform equilibrium.
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5. Finitely repeated games The section is devoted to the study of ®nitely repeated games. G T …G; g† will denote the T-fold repeated proximity game with graph G and payo¨ g, and ET …G; g† the corresponding set of Nash equilibrium payo¨s (the payo¨s in G T …G; g† being de®ned by …gTi †i A N ). Let, for any i in N, vTi …G; g† be the minmax for player i in G T …G; g†: vTi …G; g† ˆ minÿi max gTi …s i ; sÿi † sÿi A S



si A Si



We will sometimes omit the dependence on G and g for simplicity (and ®x as before the sets of players and actions). i ˆ vTi ET. We extend to the In case of perfect monitoring, we have v i ˆ vy context of proximity structure the following result of Benoit and Krishna (1987): Theorem (Benoit and Krishna): In case of perfect monitoring, if for all i in N there is e…i† A E1 such that e i …i† > v i , then ET converges for the Hausdor¨ distance to co g…S† X IR…G; g†. Back to imperfect monitoring, we ®rst have the following lemma: i . Lemma 5.1. The sequence …vTi †TV1 converges to vy



Proof: In the in®nitely repeated game, the players can punish player i on cycles of length T using their optimal punishment from G T in each cycle. This yields i U vTi . Conversely, from a maximal average payo¨ converging to vTi . Thus vy i the de®nition of vy , player i can be e-punished to this quantity in G T , for T i ‡ e. r large enough. Thus, Ee > 0, bT0 such that ET V T0 , vTi U vy i V wi. Generally we have v i V vTi V vy



Notation 5.2: We de®ne the following sets IRT …G; g† ˆ fu A R n j Ei A N; u i V vTi g Notice that for all T, we have ET …G; g† H co g…S† X IRT …G; g† H co g…S† X IR…G; g†. Theorem 5.3. If G is 2-connected and if for all i there is e…i† A E1 such that i , then ET …G; g† converges for the Hausdor¨ distance to co g…S† X e i …i† > vy IR…G; g† as T goes to in®nity. Observe that the condition that there are such Nash payo¨s in the one-shot game is implied by the one given by Benoit and Krishna. Note that it will be full®lled as soon as for all i, there is Ti such that v i > vTi i . Proof: Since ET …G; g† H co g…S† X IR…G; g† for all T, it su½ces to prove that maxu A co g…S†X IR…G;g† minuT A ET …G;g† kuÿuT k converges to zero as T goes to in®nity (ku ÿ u 0 k being set as maxfju i ÿ u 0i j; i A Ng for convenience).
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We thus ®x e > 0 small enough. Since …1=n†…e…1† ‡    ‡ e…n†† A co g…S† X ~ such that for all integers Q V Q, ~ for all u IR…G; g†, it is possible to ®nd some Q n in co g…S † X IR…G; g†, there exists ~u in R such that: i) ku ÿ ~ uk U e i i ‡ e=4 Ei A N ii) ~ u V vy P n‡1 iii) ~ u can be written as kˆ1 …Qk =Q†g…sk †, the Qk 's being integers such that P n‡1 Q ˆ Q, and with s A S for any k. k k kˆ1 Let now u be in co g…S† X IR…G; g†. We are going to ®nd, for T uniformly (in u A co g…S† X IR…G; g†) large enough, a Nash equilibrium of G T whose ~ consider ~u satisfypayo¨ approximates u. For Q large enough (at least VQ), ing i), ii) and iii). The equilibrium will be made of a main path, communication phases and punishments. We start by describing the main path. Denote by h0 the history …s1 ; . . . ; s1 ; . . . ; sn‡1 ; . . . ; sn‡1 †, sk appearing Qk times. The equilibrium path we will consider consists in playing p cycles of h0 (called blocks), then nn times an arbitrary Nash equilibrium of the one-shot game (recall that n is the number of players, and n ˆ maxf1; 2n ÿ 5g) and then R cycles of the n one-shot Nash equilibria leading to the payo¨s …e…1†; . . . ; e…n††. The two last phases will avoid late deviations. The intermediary phase is here to make sure that if there is a deviation in the cycle of h0 's, the punishment will be started before the beginning of the last phase. Let us describe now the punishments. Observe that we do not need to prevent deviation in the second or third phases, since they are made of oneshot equilibria only. Such deviations will thus go unnoticed. Now if there is a deviation in the ®rst phase, the players use the communication procedure described in theorem 2.6. How do they punish then? It is clear that if the punishment phase starts at T0 , the more e½cient way to punish is to do it optimally in the remaining game of length T ÿ T0 . However, since in the sequel we will compare payo¨s in blocks of length Q, an easy way of proceeding is to recommend to punish to the level vQi on blocks of i length Q. Q can be chosen large enough so that for all i, vy ‡ e=4 V vQi . Hence for all i, ~ u i V vQi . This trick is used to say that the average payo¨ on a block at equilibrium (which is given by ~u) is greater than the payo¨ received by a player who is punished on this block. After those blocks have passed, the players should punish optimally in the remaining game. We follow Benoit and Krishna and prove that for a good choice of R and Q, this is an equilibrium path which is supported by the communication phase and the punishments. Then, R and Q being ®xed, p goes to in®nity and the average payo¨ will approximate ~u. i , there is T and d > 0 such that Ei, Et V T, e i …i† > vti ‡ d. Since e i …i† > vy So R will be chosen greater than T, so that the total loss by being punished in the last phase is at least Rd. Q can be chosen greater or equal than nn. We have in the ®rst phase p blocks of length Q. Then the ®rst stage of deviation and the ®rst stage of punishments are either in the same block, or in two consecutive blocks (or in the last block and in the second phase). Choosing R so that Rd V 2C  2Q ensures that the loss due to the punishment is greater than any possible gain by deviating (C is an upper bound of all
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absolute values of the payo¨s in the one-shot game). Hence there are no pro®table deviations. Let now p0 such that p0 Q=…… p0 ‡ 1†Q ‡ nn ‡ Rn† V 1 ÿ e. For T V p0 Q ‡ nn ‡ Rn, let p be such that pQ ‡ nn ‡ Rn U T < …p ‡ 1†Q ‡ nn ‡ Rn. Adding to the equilibrium just described the appropriate number of arbitrary one-shot Nash equilibria conserves the equilibrium property. Let ^u in R n be the payo¨ of this ®nal equilibrium. We have, for any i in N, Tj~u i ÿ ^u i j U …Tÿ pQ†2C since the equilibrium paths coincide on the ®rst p blocks of length Q. Since u i jU 2eC for all i. Hence ku ÿ ^ukU2eC ‡ e. Noting that pQ=TV1 ÿ e, j^ ui ÿ ~ the minimal values for Q, R and p0 do not depend on the particular u in co g…S† X IR…G; g† ends the proof. r Remark 5.4: Note that if G is 2-connected, the slightly weaker condition that i , is also su½cient for all i, there is Ti such that there is e…i† A ETi with e i …i† > vy to obtain the convergence of …ET …G; g††T>0 to co g…S† X IR…G; g†. A similar remark about the result of Benoit and Krishna can be found in Mertens et al. 1994. We provide a converse to theorem 5.3 in the following form. Proposition 5.5. If G is not 2-connected there exists a payo¨ function g satisfying: i , and ± for all i there is e…i† A E1 with e i …i† > vy ± there is u A co g…S† X IR…G; g† and e > 0 such that for all T, d…u; ET † > e (where d…u; ET † ˆ minuT A ET ku ÿ uT k).



Proof: If G is not strongly connected: As in sub-section 4.1, it is enough to consider a two-player repeated game where there is no path from player 1 to player 2. Consider then the following game: l



r



u



3; 3



2; 1



d



1; 2



0; 0



1 2 Note that vy ˆ vy ˆ 1. Thus (3,3) is strictly individually rational (and element of E1 ) and …1; 2† belongs to co g…S† X IR…G; g†. In this game, player 2 has no information about player 1's actions and thus player 1 will ``never'' r play the dominated action d. Thus ET H co f…2; 1†; …3; 3†g for all T.



If G is strongly connected but not 2-connected: As in sub-section 4.2, it is enough to consider a three-player repeated game with the graph given by ®gure 4. Consider then the following game: l



r



l



r



u



1; 1; 1



0; 3; 0



3; 0; 0



3; 0; 0



d



4; 4; 4



0; 3; 0



3; 0; 0



3; 0; 0



L



R
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Here, the minmax (in any sense) is 0 for each player and …4; 4; 4† A E1 . …1; 1; 1† clearly belongs to co g…S† X IR…G; g†. We prove that for all T, we have u A ET ) bi 2 f1; 2; 3g, u i V 3=2. Assume on the contrary that there is u A ET with u i < 3=2, for i ˆ 1; 2; 3. Let s be the associated Nash equilibrium. De®ne then deviations for players 1 and 2Pas in subsection 4.2. The same arguments yield that it is necessary that T bt > 1=2, where bt is the probability at time t that 2 and 3 play 1=T tˆ1 …r; L†. We ®nd then that the expected payo¨ for player 2 is strictly greater than 3=2. r 6. Concluding remarks i An interesting open problem on this model is to ®nd a characterization of vy according to the payo¨s and the graph. Consider for example a 3-player game with the observation structure given by Figure 4. The payo¨ for player 3 is the following (as usual, 1 chooses the row, 2 the column and 3 the matrix).



l



r



l



u



ÿ1



0



0



0



d



0



0



0



ÿ1



L



r



R



Here, v 3 ˆ ÿ1=4 and w 3 ˆ ÿ1=2. It is easy to see that players 1 and 2 can correlate their moves at the second stage by conditioning their play on the ®rst move of player 1. But doing so they reveal it. Repeating this procedure in cycles 3 ? (every two periods) forces player 3 to ÿ3=8. Is this the value of vy The construction of the equilibrium strategy presented in section 3 easily extends to discounted games. Since the length of the communication phase is bounded, its in¯uence on the payo¨s becomes negligible when the discount factor is low. Considering the minmax of the discounted game vli , it is easy to i . Therefore, each feasible payo¨ which is strictly see that lim supl!0 vli U vy individually rational is an equilibrium payo¨ of the l discounted game for l small enough. Correlated equilibria can also be investigated on this model. The same result is obtained except that the description of the optimal level of punishment for player i is easier. The correlation device may be used to punish player i to i by w i yields an analog of our main his correlated minmax w i . Replacing vy theorem for correlated equilibria. References Benoit J-P, Krishna V (1987) Nash equilibria of ®nitely repeated games. Int. J. Game Theory 16:197±204 BenPorath E, Kahneman M (1996) Communication in repeated games with private monitoring. Journal of Economic Theory 70:281±298 Fudenberg D, Levine D (1991) An approximate folk theorem with imperfect private information. J. of Economic Theory 54:26±47
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If S is a. Â®nite set, h S will denote the set of probability distributions on S. A pure strategy for player i in the repeated game is thus an element si si t t 1, where for ..... random variable of the action played by player i at stage T and hi. T si. 1, sl. 1 l e G i , ... , si. T , sl. T l e G i the random variable of the history known by. Table 1. m. 
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