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Abstract. In this paper, we propose a learning-based algorithm for automatic medical image annotation based on sparse aggregation of learned local appearance cues, achieving high accuracy and robustness against severe diseases, imaging artifacts, occlusion, or missing data. The algorithm starts with a number of landmark detectors to collect local appearance cues throughout the image, which are subsequently veriﬁed by a group of learned sparse spatial configuration models. In most cases, a decision could already be made at this stage by simply aggregating the veriﬁed detections. For the remaining cases, an additional global appearance ﬁltering step is employed to provide complementary information to make the ﬁnal decision. This approach is evaluated on a large-scale chest radiograph view identiﬁcation task, demonstrating an almost perfect performance of 99.98% for a posteroanterior/anteroposterior (PA-AP) and lateral view position identiﬁcation task, compared with the recently reported large-scale result of only 98.2% [1]. Our approach also achieved the best accuracies for a three-class and a multi-class radiograph annotation task, when compared with other state of the art algorithms. Our algorithm has been integrated into an advanced image visualization workstation, enabling content-sensitive hanging-protocols and auto-invocation of a computer aided detection algorithm for PA-AP chest images.



1



Introduction



The amount of medical image data produced nowadays is constantly growing, and a fully automatic image content annotation algorithm can signiﬁcantly improve the image reading workﬂow, by automatic conﬁguration/optimization of image display protocols, and by oﬀ-line invocation of image processing (e.g., denoising or organ segmentation) or computer aided detection (CAD) algorithms. However, such annotation algorithm must perform its tasks in a very accurate and robust manner, because even “occasional” mistakes can shatter users’ conﬁdence in the system, thus reducing its usability in the clinical settings. In the radiographic exam routine, chest radiograph comprise at least one-third of all diagnostic radiographic procedures. Chest radiograph provides suﬃcient pathological information about cardiac size, pneumonia-shadow, and mass-lesions, with low cost and high reproducibility. However, about 30%-40% of the projection B. Caputo et al. (Eds.): MCBR CDS 2009, LNCS 5853, pp. 77–88, 2010. Springer-Verlag Berlin Heidelberg 2010
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and orientation information of images in the DICOM header are unknown or mislabeled in the picture archive and communication system (PACS) [2]. Given a large number of radiographs to review, the accumulated time and cost can be substantial for manually identifying the projection view and correcting the image orientation for each radiograph. The goal of this study is to develop a highly accurate and robust algorithm for automatic annotation of medical radiographs based on the image data, correcting potential errors or missing tags in the DICOM header. Our ﬁrst focus is to automatically recognize the projection view of chest radiographs into posteroanterior/anteroposterior (PA-AP) and lateral (LAT) views. Such classiﬁcation could be exploited on a PACS workstation to support optimized image hanging-protocols [1]. Furthermore, if a chest X-ray CAD algorithm is available, it can be invoked automatically on the appropriate view(s), saving users’ manual eﬀort to invoke such an algorithm and the potential idle time while waiting for the CAD outputs. We also demonstrate the algorithm’s capability of annotating other radiographs beyond chest X-ray images, in a three-class setting and a multi-class setting. In both cases, our algorithm signiﬁcantly outperformed existing methods. A great challenge for automatic medical image annotation is the large visual variability across patients in medical images from the same anatomy category. The variability caused by individual body conditions, patient ages, and diseases or artifacts would fail many seemingly plausible heuristics or methods based on global or local image content descriptors. Fig. 1 and Fig. 2 show some examples of PA-AP and LAT chest radiographs. Because of obliquity, tilt, diﬀerences in projection, and the degree of lung inﬂation, the same class PA-AP and LAT images may present very high inter patient variability. Fig. 3 shows another example of images from the “pelvis” class with considerable visual variation caused by diﬀerences in contrast, ﬁeld of view (FoV), diseases/implants, and imaging artifacts. Most existing methods (e.g., [3], [4]) for automatic medical image annotation were based on diﬀerent types of image content descriptors, separately or combined together with diﬀerent classiﬁers. M¨ uller et al. [5] proposed a method using weighted combinations of diﬀerent global and local features to compute the similarity scores between the query image and the reference images in the training database. The annotation strategy was based on the GNU Image Finding Tool image retrieval engine. G¨ uld and Deserno [6] extracted pixel intensities from down-scaled images and other texture features as the image content descriptor. Diﬀerent distance measures were computed and summed up in a weighted combination form as the ﬁnal similarity measurement used by the nearest-neighbor decision rule (1NN). Deselaers and Ney [4] used a bag-of-features approach based on local image descriptors. The histograms generated using bags of local image features were classiﬁed using discriminative classiﬁers, such as support vector machine (SVM) or 1NN. Keysers et al. [7] used a nonlinear model considering local image deformations to compare images. The deformation measurement was then used to classify the image using 1NN. Tommasi et al. [8] extracted SIFT [9]
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Fig. 1. The PA-AP chest images of normal patient, patients with severe chest disease, and an image with unexposed region on the boundary



Fig. 2. The LAT chest images of normal patient, patients with severe chest disease, and an image with body rotation



Fig. 3. Images from the IRMA/ImageCLEF2008 database with the IRMA code annotated as: acquisition modality “overview image”; body orientation “AP unspeciﬁed”; body part “pelvis”; biological system “musculoskeletal” . Note the very high appearance variability caused by artifacts, diseases/implants, and diﬀerent FoVs.



features from downscaled images and used the similar bag-of-features approach [4]. A modiﬁed SVM integrating the bag-of-features and pixel intensity features was used for classiﬁcation. Regarding the task for recognizing the projection view of chest radiographs, Pieka and Huang [10] proposed a method using two projection proﬁles of images. Kao et al. [11] proposed a method using a linear discriminant classiﬁer (LDA) with two features extracted from horizontal axis projection proﬁle. Aimura et al. [12] proposed a method by computing the cross-correlation coeﬃcient based similarity of an image with manually deﬁned template images. Although high accuracy was reported, manually generation of those template images from a large training image database was time consuming and highly observer dependent. Lehman et al. [13] proposed a method using down-scaled image pixels with
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Fig. 4. The overview of our approach for automatic medical image annotation



four distance measures along with K-nearest neighbor (KNN) classiﬁer. Almost equal accuracy was reported when compared with the method of Aimura et al. [12] on their test set. Boone [2] developed a method using a neural network (NN) classiﬁer working on down-sampled images. Recently, Luo [1] proposed a method containing two major steps including region of interest (ROI) extraction, and then classiﬁcation by the combination of a Gaussian mixture model classiﬁer and a NN classiﬁer using features extracted from ROI. An accuracy of 98.2% was reported on a large test set of 3100 images. However, it was pointed out by the author that the performance of the method depended heavily on the accuracy of ROIs segmentation. Inaccurate or inconsistent ROI segmentations would introduce confusing factors to the classiﬁcation stage. All the aforementioned work regarded the chest view identiﬁcation task as a two class classiﬁcation problem, however, we included an additional OTHER class in this work. The reason is that in order to build a fully automatic system to be integrated into CAD/PACS for identiﬁcation of PA-AP and LAT chest radiographs, the system must ﬁlter out radiographs containing anatomy contents other than chest. Our task, therefore, becomes a three-class classiﬁcation problem, i.e., identifying images of PA-AP, LAT, and OTHER, where “OTHER” are radiographs of head, pelvis, hand, spine, etc. In this work, we adopt a hybrid approach based on robust aggregation of learned local appearance ﬁndings, followed by the exemplar-based global appearance ﬁltering. Fig. 4 shows the overview of the proposed algorithm. Our algorithm is designed to ﬁrst detect multiple focal anatomical structures within the medical image. This is achieved through a learning-by-example landmark detection algorithm that performs simultaneous feature selection and classiﬁcation at several scales. A second step is performed to eliminate inconsistent ﬁndings through a robust sparse spatial conﬁguration (SSC) algorithm, by which consistent and reliable local detections will be retained while outliers will be removed. Finally, a reasoning module assessing the ﬁtered ﬁndings, i.e., remaining landmarks, is used to determine the ﬁnal content/orientation of the image. Depending on the classiﬁcation task, a post-ﬁltering component using the exemplar-based global appearance check for cases with low classiﬁcation conﬁdence may also be included to reduce false positive (FP) identiﬁcations.
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Methods Landmark Detection



Anatomical landmark detection plays a fundamental and critical role for medical image analysis. High level medical image understanding usually starts from the identiﬁcation and localization of anatomical structures. Therefore, accurate anatomical landmark detection becomes critical. The landmark detection module in this work was inspired by the work of Viola and Jones [14], but modiﬁed to detect points (e.g., the carina of trachea) instead of a ﬁxed region of interest (e.g., a face). We use an adaptive coarse-to-ﬁne implementation in the scale space, and allow for ﬂexible handling of the eﬀective scale of anatomical context for each landmark. More speciﬁcally, we train landmark detectors independently at several scales. For this application, two scales are suﬃcient to balance the computational time and detection accuracy. During the training phase, for a landmark at a speciﬁc scale, a sub-patch that covers the suﬃcient and eﬀective context of an anatomy landmark is extracted; then an over-complete set of extended Haar features are computed within the patch. In this work, the size of the sub-patches for each landmark varies from 13×13 to 25×25 pixels depending on its position in the image. The sub-patches are allowed to extend beyond the image border, in which case the part of the patch falling outside the image is padded with zeroes. For classiﬁcation, we employ the boosting framework [15] for simultaneous feature selection and classiﬁcation. During the testing/detection phase, the trained landmark detectors at the coarsest scale are used ﬁrst to scan on the whole image to determine the candidate position(s), where the response(s)/detection score(s) are larger than the predeﬁned threshold. After that, the landmark detectors at ﬁner scales are scrutinized at previously determined position(s) to locate the local structures more accurately and, thus, to obtain the ﬁnal detection. The ﬁnal outputs of a landmark detector are the horizontal and vertical (x-y) coordinates in the image along with a response/detection score. Joint detection of multiple landmarks also proves beneﬁcial (see Zhan et al.[16] for detail). 2.2



Reasoning Strategy



Knowing that the possible locations of anatomical landmarks are rather limited, we aim to exploit this geometric property to eliminate the possible redundant and erroneous detections from the ﬁrst step. This geometric property is represented by a spatial constellation model among detected landmarks. The evaluation of consistency between a landmark and the model can be determined by the spatial relationship between the landmark and other landmarks, i.e., how consistent the landmark is according to other landmarks. In this work, we propose a local voting algorithm (Alg. 1) to sequentially remove false detections until no outliers exist. The main idea is that each detected landmark is considered as a candidate and the quality of such candidate is voted upon by voting groups formed by other landmarks. A higher vote means the candidate is more likely to be a good local feature.
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Algorithm 1. Sparse spatial conﬁguration algorithm for each candidate xi do for each combinations of X\xi do Compute the vote of xi end for Sort all the votes received by landmark xi . (The sorted array is deﬁned by γxi ). end for repeat x ˇ = arg minxi max γxi Remove x ˇ and all votes involved with x ˇ. until Only M candidates are left



In general, our reasoning strategy “peels away” erroneous detections in a sequential manner. Each candidate x receives a set of votes from other candidates. We denote the ith detected landmark as xi , which is a two dimensional variable with values corresponding to the detected x-y coordinates in the image. The vote received by candidate xi is denoted by η(xi |Xν ), where Xν is a voting group containing other landmarks. The vote is deﬁned as the likelihood between candidate xi and its predicted position νi coming from the voting group. The likelihood function is modeled as multi-variant Gaussian as following: η(xi |Xν ) =



1 1/2



2π |Σ|



e−(xi −νi )



T



Σ −1 (xi −νi )



(1)



where Σ is the estimated covariance matrix, and the prediction νi = q(xi |Xν ). Here q(•) is deﬁned as: q(xi |Xν ) = A × [Xν ]



(2)



where A is the transformation matrix learned by linear regression from a training set, and [Xν ] is the array formed by the x-y coordinates of landmarks from the voting group Xν . The voting groups for xi are generated by the combinations of several landmarks from the landmark set excluding xi (denoted as X\xi ). The size of each voting group is designed to be small, so that the resutlant sparse nature guarantees that the shape prior constraint could still take eﬀect even with many missed detections, thus leading its robustness in handling challenging cases such as those with a large percentage of occlusion, or missing data. In this work, we set the sizes of the voting groups to be 1 to 3. The reasoning strategy (Alg. 1) then iteratively determines whether to remove the current “worst” candidate, which is the one with the smallest maximum vote score compared with other candidates. The algorithm will remove the “worst” candidate if its vote score is smaller than a predeﬁned vote threshold Vthreshold . This process will continue until no landmark outlier exists. The bad candidates can be eﬀectively removed by this strategy.
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Classification Logic



The classiﬁcation logic using the ﬁltered landmarks is straightforward. The number of remaining landmarks for each image class is divided by the total number of detectors for that class, representing the ﬁnal classiﬁcation score. In case that equal classiﬁcation scores are obtained between several classes, the average landmark detection scores are used to choose the ﬁnal single class. Depending on the classiﬁcation task, a FP reduction module based on the global appearance check may also be used for those images with low classiﬁcation conﬁdence. A large portion of these images come from the OTHER class. They have a small number of local detections belonging to the candidate image class, yet their spatial conﬁguration is strong enough to pass the SSC stage. Since the mechanism of local detection integration from previous steps could not provide suﬃcient discriminative information for classiﬁcation, we try to integrate a post-ﬁltering component based on the global appearance check to make the ﬁnal decision. In our experiment for PA-AP/LAT/OTHER separation task, only about 6% of cases go through this stage. To meet the requirement for real-time recognition, an eﬃcient exemplar-based global appearance check method is adopted. Speciﬁcally, we use pixel intensities from 16×16 down-scaled image as the feature vector along with 1NN, which uses the Euclidean distance as the similarity measurement. With the fused complementary global appearance information, the FP reduction module could eﬀectively remove FP identiﬁed images from the OTHER class, thus leading to the overall performance improvement of the ﬁnal system (see Section 3).



3



Results



3.1



Datasets



We ran our approach on four tasks: PA-AP/LAT chest radiograph view position identiﬁcation with and without OTHER class using a large-scale in house database, and the multi-class medical radiograph annotation with and without OTHER class using the ImageCLEF2008 database 1 . 1) The in-house image database were collected from daily imaging routine from radiology departments in hospitals, containing a total of 10859 radiographs including 5859 chest radiographs and 5000 other radiographs from a variety of other anatomy classes. The chest images covered a large variety of chest exams, representing image characteristics from real world PACS. We randomly selected 500 PA-AP, 500 LAT, and 500 OTHER images for training landmark detectors. And the remaining images are used as testing set. 2) For the multi-class medical radiograph annotation task, we selected the top nine classes which have the most number of images from the ImageCLEF2008 database. The selected nine classes included PA-AP chest, LAT chest, PA-AP left hand, PA-AP cranium, PA-AP lumbar spine, PA-AP pelvis, LAT lumbar 1



http://imageclef.org/2008/medaat
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spine, PA-AP cervical spine, and LAT left to right cranium. The remaining images were regarded as one OTHER class. We directly used the chest landmark detectors from the previous task. 50 PA-AP and 50 LAT chest testing images were randomly seleted from the testing set of previous task. For the remaining 7 classes, we randomly selected 200 (150 training / 50 testing) images for each class. For OTHER class, we used 2000 training and 2000 testing images each. All images were down-scaled to have the longest edge of 512 pixels while preserving the aspect ratio. 3.2



Classification Precision



For the chest radiograph annotation task, we compared our method with three other methods described by Boone et al. [2], Lehmann et al. [13], and Kao et al. [11]. For method proposed by Boone et al. [2], we down-sampled the image to the resolution of 16×16 pixels and constructed a ﬁve hidden nodes NN. For method proposed by Lehmann et al. [13], a ﬁve nearest neighbor (5-NN) classiﬁer using 32×32 down-sampled image with the correlation coeﬃcient distance measurement was used. The same landmark detector training database was used as the reference database for the 5-NN classiﬁer. For method proposed by Kao et al. [11], we found that the projection proﬁle derived features described in the literature were sensitive to the orientation of anatomy and noise in the image. Directly using the smoothed projection proﬁle as the feature along with the LDA classiﬁer provided better performance. Therefore, we used this improved method as our comparison. For the multi-class radiograph annotation task, we compared our method with the in-house implemented bag-of-features method proposed by Deselaers and Ney [4] (named as PatchBOW+SVM) and the method proposed by Tommasi et al. [8] (named as SIFTBOW+SVM). Regarding PatchBOW+SVM, we used the bag-of-features approach based on randomly cropped image sub-patches. The generated bag-of-features histogram for each image had 2000 bins, which were then classiﬁed using a SVM classiﬁer with a linear kernel. Regarding SIFTBOW+SVM, we implemented the same modiﬁed version of SIFT (modSIFT) descriptor and used the same parameters for extracting bag-of-features as those used by Tommasi et al. [8]. We combined the 32×32 pixel intensity features and the modSIFT bag-of-features as the ﬁnal feature vector, and we used a SVM classiﬁer with a linear kernel for classiﬁcation. We also tested the benchmark performance of directly using 32×32 pixel intensity from the down-sampled image as the feature vector along with a SVM classiﬁer. Table 1 and 2 show the performance of our method along with other methods. It is seen that our system has obtained almost perfect performance on the PAAP/LAT separation task. The only one failed case is a pediatric PA-AP image. Our method also performed the best on the other three tasks. Fig. 5 shows the classiﬁcation result along with the detected landmarks for diﬀerent classes. It can be seen that our method could robustly recognize challenging cases under the inﬂuence of artifacts or diseases.
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Table 1. PA-AP/LAT/OTHER chest radiographs annotation performance



PA-AP/LAT Our method Our method without FP reduction Lehmann’s method Boone’s method Improved Projection Proﬁle method



99.98% 99.04% 98.24% 97.60%



PA-AP/LAT/ OTHER 98.81% 98.47% 96.18% -



Table 2. Multi-class radiographs annotation performance



Our method Subimage pixel intensity + SVM PatchBOW + SVM SIFTBOW + SVM



3.3



Mutli-class without Multi-class OTHER OTHER 99.33% 98.81% 97.33% 89.00% 96.89% 94.71% 98.89% 95.86%



with



Intermediate Results



Landmark Detection: We provide here the intermediate results of landmark detectors’ performance. In this work, we used 11 landmarks and 12 landmarks for PA-AP and LAT chest images. As for the multi-class radiograph annotation task, we used 7-9 landmarks for other image classes. The selection of landmarks was according to Netter [17]. To test the landmark detectors’ performance, we annotated 100 PA-AP and 100 LAT images separately. Since the landmark detectors run on the Gaussian smoothed images, the detected position could deviate from the ground truth position to certain degree, which is allowable for our image annotation application. We determine the detected landmark as true positive detection when the distance between the detected position and the annotated ground truth position is smaller than 30 pixels. Note that the detection performance can be traded oﬀ against computational time. Currently in order to achieve real-time performance, we accepted an average sensitivity for the 23 chest landmark detectors at 86.91% (±9.29%), which was good enough to support the aforementioned overall system performance. SSC: For the PA-AP/LAT separation task on the 200 images where ground truth landmarks were annotated, 55 out of 356 false positive landmark detections were ﬁltered by the SSC algorithm, while the true positive detections were unaﬀected. In addition, the algorithm removed 921 and 475 false positive detections for the PA-AP/LAT/OTHER task and the multi-class task with OTHER class. Fig. 6 shows that the result of the voting algorithm in reducing false positive detections on non-chest image classes. We can conclude that the voting strategy has improved the speciﬁcity of the landmark detectors.
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Fig. 5. Examples of the detected landmarks on diﬀerent images



(a)



(b)



(c)



(d)



Fig. 6. The SSC algorithm performance on diﬀerent image classes (better viewed in color): (a) LAT chest, (b) foot, (c) cranium, and (d) hand. The blue colored crosses are true positive landmark detections; the yellow colored ones are false positive detections; and the red colored ones are detections ﬁltered by the SSC algorithm. APPA and LAT label under the detected landmarks specify that detections are from PA-AP chest detectors or LAT chest detectors.
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Conclusion



To conclude, we have developed a hybrid learning-based approach for parsing and annotation of medical radiographs. Our approach integrates learning-based local appearance detections, the shape prior constraint by a sparse conﬁguration algorithm, and a ﬁnal ﬁltering stage with the exemplar-based global appearance check. This approach is highly accurate, robust, and fast in identifying images even when altered by diseases, implants, or imaging artifacts. The robustness and eﬃciency of the algorithm come from: (1) the accurate and fast local appearance detection mechanism with the sparse shape prior constraint, and (2) the complementarity of local appearance detections and the global appearance check. The experimental results on a large-scale chest radiograph view position identiﬁcation task and a multi-class medical radiograph annotation task have demonstrated the eﬀectiveness and eﬃciency of our method. As a result, minimum manual intervention is required, improving the usability of such systems in the clinical environment. Our algorithm has already been integrated into an advanced image visualization workstation for enabling content-sensitive hanging-protocols and auto-invocation of a CAD algorithm on identiﬁed PA-AP chest images. Due to the generality and scalability of our approach, it has the potential to annotate more image classes from other categories and modalities.
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