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A BSTRACT. When testing that a sample of n points in the unit hypercube [0, 1]d comes from a uniform distribution, the Kolmogorov-Smirnov and the Cram´er-von Mises statistics are simple and well-known procedures. To encompass these measures of uniformity, Hickernell (1996, 1998) introduced the so-called generalized L p −discrepancies. These discrepancies can be used in numerical integration by Monte Carlo and quasi-Monte Carlo methods, design of experiments, uniformity testing and goodness of fit tests. The aim of this paper is to derive the strong and weak asymptotic properties of these statistics.
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I NTRODUCTION



Hickernell (1996, 1998) has introduced the generalized L p −discrepancies D p (Pn ) based on the sample of n points Pn in [0, 1]d : they extend the Kolmogorov-Smirnov and Cram´er-von Mises statistics and allow for measuring the degree of nonuniformity of a sample and the efficiency of numerical integration procedures. The links of these figures of merit with goodness-of-fit statistics and with optimal design of experiments have been pointed out by Hickernell (1999). Liang et al. (2000) have started an investigation of the asymptotic properties of D2 (Pn ) and have derived two alternative statistics, strictly linked to this one, that can be used to test statistically the efficiency of numerical integration procedures. Recently, other authors have investigated similar discrepancies (Leeb, 2001, Hoogland and Kleiss, 1996, Hoogland et al., 1997, van Hameren et al., 1997). This paper is a short exposition of the results derived in Choirat and Seri (2003), where complete results and references to the literature can be found. We define some notation that will be used in the following. For any index set u ⊂ {1, . . . , d}, we denote by |u| its cardinality, by [0, 1]u the |u| −dimensional unit



hypercube and by xu a |u| −dimensional vector containing the elements of x indexed by the elements of u.
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A SYMPTOTIC R ESULTS FOR L p −D ISCREPANCIES



In the case 1 ≤ p ≤ +∞ (see equation (3.8b) in Hickernell, 1998) the generalized discrepancies are defined by the equation: "



¯ ( ¯ 1 ¯ |u| ¯β · ∏ µ0 (x j ) − ∑ n z∈P [0,1]u ¯ j∈u



#1/p )¯ h i ¯p ¯ 0 D p (Pn ) = ∑ ∏ µ (x j ) + x j − 1{x j >z j } ¯¯ dxu , u6=∅ n j∈u (1) where u is a subset of the set {1, . . . , d}, βnis an arbitrary given positive constant and o R µ (·) is an arbitrary function satisfying µ ∈ f : ddxf ∈ L ∞ ([0, 1]) and 01 f (x) dx = 0 . In the general case of equation (1), the choices: ¡ ¢ β = 2, µ (x) = − 21 ³x2 − x + 16 , ¯ ¯ ¯ ¯ 1´ 1 ¯ 1 ¯2 ¯ 1¯ µ (x) = − 2 x − 2 − x − 2 + 6 , β = 1, Z



2



µ (x) = 61 − x2 ,



β = 1,



yield respectively the symmetric, the centered and the star discrepancy. In particular, the star L ∞ −discrepancy coincide with the Kolmogorov-Smirnov statistic and the star L 2 −discrepancy is the Cram´er-von Mises statistic (see Hickernell, 1999). It can be shown that, when n → +∞, the discrepancy D p (Pn ) converges to 0 if and only if the sample√Pn is uniformly distributed. Moreover, under the hypothesis of uniform distribution, nD p (Pn ) converges in distribution to a well-defined random variable: this means that the average-case error of a Monte Carlo integration procedure decreases as √1n . A worst-case error is given by a Law of the Iterated Logarithm ³p ´ (LIL) for the discrepancy D p (Pn ), stating that D p (Pn ) = O ln ln n/n P − as. The asymptotic distribution of D p (Pn ) can be obtained as a function of a stochastic integral with respect to a pinned Brownian Sheet (a multivariate generalization of the Brownian Bridge). This result is quite difficult to use and therefore, in the following, we will investigate how it can be specialized in the case p = 2.
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A SYMPTOTIC R ESULTS FOR L 2 −D ISCREPANCIES



Now, we turn to the discrepancy D2 (Pn ) and we generalize some of the previous results. In Choirat and Seri (2003), we show that the statistic proposed by Liang et al.



(2000) can be written as the V −statistic [D2 (Pn )]2 =



1 n ∑ h (xk , x` ) n2 k,`=1



(2)



where h (xk , x` ) = f (xk , x` ) − g1 (xk ) − g1 (x` ) + M d is called the kernel and: · ¸¶ d µ ¯¢ ¡ ¢ ¡ ¢ 1 ¡¯ ¡ ¢ ¡ ¢ 2 ¯ ¯ f (xk , x` ) = ∏ M + β µ xk j + µ x` j + B2 xk j − x` j + B1 xk j B1 x` j , 2 j=1 Z 1 µ ¶2 d ¡ ¡ ¢¢ dµ 2 2 dx, g1 (xk ) = ∏ M + β µ xk j , M = 1+β dx 0 j=1 1 B1 (x) = x − , 2



1 B2 (x) = x2 − x + . 6



The possibility of writing a statistic for testing uniformity in the form of a V −statistic is a quite standard fact. Therefore, the results obtained in this Section are general enough and can be applied with minor modifications to other discrepancies, such as the diaphony and the weighted spectral test of Hellekalek and Niederreiter (1998), the Fourier discrepancy of Hoogland and Kleiss (1996), the discrepancies of Grabner et al. (1999) and van Hameren et al. (1997) and the class of chi-square tests, often used to test for randomness and presented by L’Ecuyer and Hellekalek (1998). The results of the previous Section imply that n · [D2 (Pn )]2 converges to a welldefined random variable. In this Section, we expose the theoretical results pertaining to the asymptotic distribution of the proposed test statistic. Under the null hypothesis of uniformity, from equation (2), it can be proved that the asymptotic distribution of the V −statistic is given by a weighted infinite mixture of χ2 distributions and is a particular instance of what is called Gaussian Chaos. Indeed, the statistic [D2 (Pn )]2 has the asymptotic distribution: D



n · [D2 (Pn )]2 −→



∞



∑ λ j Z 2j ,



j=1



where (Z j ) are independent standard normal random variables and (λ j ) are the eigenR values of the integral operator A m (xk ) = [0,1]d h (xk , x` ) m (x` ) dx` . Moreover, the following Berry-Ess´een bound holds with C dependent on some features of the kernel h: ° ( )° ° n ° o ∞ C ° ° 2 °P n · [D2 (Pn )] ≤ y − P ∑ λ j Z 2j ≤ y ° ≤ . ° ° n j=1 ∞



As an example, we recall, from Hickernell (1998, equations 3.9b and 5.1c), that the star L 2 −discrepancy D2 (Pn ) coincides with the Cram´er-von Mises statistic. When d = 1, the asymptotic distribution is: D



n · [D2 (Pn )]2 −→



∞



∑



j=1



Z 2j j2 π2



.



We have drawn 10, 000 times a sample Pn of size n (for n ∈ {25, 50, 100, 200, 400}) of uniform independent random variables on [0, 1]d . We have calculated n · [D2 (Pn )]2 for each of the 10, 000 samples for the star discrepancy with d = 1. Then, we have represented in Figure 1 the density (as a histogram and a kernel estimator) and the Q − Q plot with respect to a Gaussian random variable with the same mean and the same variance. It is clear that the density is remarkably stable as reflected by the Berry-Ess´een bound in n1 , and very far from normality. 2 5
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Figure 1. Star n · [D2 (Pn )]2 for d = 1



o √ n Under the alternative hypothesis of nonuniformity, n· [D2 (Pn )]2 − E∗ [D2 (Pn )]2 ∗ converges to a normal random variable whose variance can be calculated ³ ´ (E is the 1 mean under the alternative); the Berry-Ess´een bound is of order O √n . The simulated example of Figure 2 shows that [D2 (Pn )]2 approaches a normal distribution when



the points are not uniformly distributed on [0, 1]d . For each graphic, we have drawn 10, 000 samples Pn of size n of Beta(2, 2) independent random variables on [0, 1]. The convergence towards a Gaussian random variable is evident, but slower than the convergence towards a second order Gaussian Chaos under the null: this is reflected by the Berry-Ess´een bound.
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Figure 2. Convergence of [D2 (Pn )]2 towards a normal random variable



It is interesting to remark that under a set of limiting hypotheses converging to uniD



formity (but in the alternative), the asymptotic distribution has the form n·[D2 (Pn )]2 −→ 2 ∑∞j=1 λ j (Z j + a j ) , where (Z j ) are independent standard normal random variables and (a j ) is a series of constants determined by the Pitman drift. When d converges to infinity with n at a certain rate, the statistic converges to a normal distribution. Under some quite complicated conditions on the kernel h, we have: n3/2 ·{[D2 (Pn )]2 −E[D2 (Pn )]2 } D √ −→ N (0, 1) . 2 2 2 E(h(X1 ,X1 )) −(Eh(X1 ,X1 )) +2(n−1)E(h(X1 ,X2 ))



A Berry-Ess´een bound can be obtained, but it is very long and the rate of decrease to 0 depends on the interplay between d and n. However, it is interesting to remark that this upper bound can be explicitly calculated and used to assess the distance between the two distributions.
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P RACTICAL A SPECTS OF T ESTING



We propose also some techniques for the approximation of the finite sample and of the asymptotic distribution of the statistics n · [D2 (Pn )]2 . A first technique is a numerical procedure whose convergence rate is calculated in the form of a Berry-Ess´een bound. The rationale is as follows: we replace the integral operator A through a finite dimensional one (say AN ) yielding approximation to the first N eigenvalues of A , while the others are assumed to be 0. We investigate the error of this numerical procedure through a Berry-Ess´een bound; then, the probability values can be calculated using simulation or numerical inversion of the characteristic function. The finite sample distribution of the statistic [D2 (Pn )]2 can also be approximated through Monte Carlo sampling or through the bootstrap. However, in this case, the usual bootstrap does not work and particular techniques have to be used.



R EFERENCES CHOIRAT, C., SERI, R. (2003): Statistical properties of generalized discrepancies and related quantities, Working Paper. GRABNER, P.J., LIARDET, P., TICHY, R.F. (1999): Average case analysis of numerical integration. In :W. Haußmann, K. Jetter and M. Reimer (Eds): Advances in Multivariate Approximation, Wiley-VCH, Math. Res. 107, Berlin, 185–200. HELLEKALEK, P., NIEDERREITER, H. (1998): The weighted spectral test: Diaphony. ACM Transactions on Modeling and Computer Simulation, 8, 43–60. HICKERNELL, F.J. (1996): Quadrature error bounds and applications to lattice rules. SIAM J. Numer. Anal., 33, 1995–2016. HICKERNELL, F.J. (1998): A generalized discrepancy and quadrature error bound. Math. Comp., 67, 299–322. HICKERNELL, F.J. (1999): Goodness-of-fit statistics, discrepancies and robust designs. Statist. Probab. Lett., 44, 73–78. HOOGLAND, J., JAMES, F., KLEISS, R. (1997): Quasi-Monte Carlo, discrepancies and error estimates. In: Niederreiter, H. (ed.) et al.: Monte Carlo and quasi-Monte Carlo methods 1996, Lect. Notes Stat., Springer-Verlag, 127, 266–276. HOOGLAND, J., KLEISS, R. (1996): Discrepancy-based error estimates for quasi-Monte Carlo. I: General formalism. Comput. Phys. Comm., 98, 111–127. L’ECUYER, P., HELLEKALEK, P. (1998): Random number generators: selection criteria and testing. In P. Hellekalek and G. Larcher (Eds): Random and Quasi-Random Point Sets, Springer Verlag, Berlin, 223-265. LEEB, H. (2001): Asymptotic properties of the spectral test, diaphony, and related quantities. Math. Comp., 71, 297–309. LIANG, J.-J., FANG, K.-T., HICKERNELL, F.J., LI, R. (2000): Testing multivariate uniformity and its applications. Math. Comp., 70, 337–355. VAN HAMEREN, A., KLEISS, R., HOOGLAND, J. (1997): Gaussian limits for discrepancies. Comput. Phys. Comm., 107, 1–20.
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