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Strategic Experimentation in Queues Martin W. Cripps∗ and Caroline D. Thomas† December 16, 2015



Abstract We analyze the social and private learning at the symmetric equilibria of a queueing game with strategic experimentation. An infinite sequence of agents arrive at a server which processes them at an unknown rate. The number of agents served at each date is either: a geometric random variable in the good state, or zero in the bad state. The queue lengthens with each new arrival and shortens if the agents are served or choose to quit the queue. Agents can only observe the evolution of the queue after they arrive; they, therefore, solve a strategic experimentation problem of how long to wait to learn about the probability of service. The agents, in addition, benefit from an informational externality by observing the length of the queue and the actions of other agents. They also incur a negative payoff externality, as those at the front of the queue delay the service of those at the back. We solve for the long-run equilibrium behavior of this queue and show there are typically mass exits from the queue, even if the server is in the good state. Journal of Economic Literature Classification Number: C72, C73. Keywords: Experimentation, Bandit Problems, Social Learning, Herding, Queues.
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Introduction



We study a game of strategic experimentation that has both payoff and information externalities. An infinite sequence of individuals arrive over time and join a queue for service. This queue grows at each new arrival and shrinks if service occurs, or if an individual decides to stop waiting and leave. Individuals arrive uncertain about whether service occurs. In the bad state of the world there is no service. In the good state, there is service with positive probability in every period. An individual has no direct information about what happened in the queue before she arrived. Once in the queue, the individual can observe the service events as well as the behavior of all other agents in the queue. As she waits in line without observing service, an individual revises downwards the likelihood she attributes to service ever occurring. This is the usual private learning that occurs in strategic experimentation models. In the standard exponential bandit problem a single agent would decide how long to wait for a reward before giving up and taking an outside option. This aspect is also present in our model. Additionally, the behavior of other agents in this game is itself a source of information. This social learning takes two different forms. Once in the queue, an individual learns from the behavior (leave of keep queueing) of those ahead of her in the queue. For instance, observing an agent ahead of her leave the queue is bad news about the state of the world. Social learning also occurs when the individual arrives at the queue. Given a strategy profile, the service state determines the stochastic process followed by the queue lengths. Therefore the length of the queue an agent observes when she arrives is informative about the state. Having individuals ahead of her in the queue is beneficial for an individual from the point of view of information externalities, as it allows her to learn from observing their behavior. However, it is detrimental in terms of payoffs, as the agent must wait for them to be served before she is.1 These payoff externalities imply that agents at different positions in the line face different optimization problems, with different payoffs. They also impose an upper bound to the queue length. Our main results are as follows. We find a class of strategies that combine herding and individual experimentation in a natural way. The first agent in line engages in optimal individual experimentation, choosing the amount of time she waits for service before quitting the queue and taking the outside option. Later arrivals in the queue copy the decisions of the first in line. We provide sufficient conditions for the existence of a symmetric equilibrium in such strategies. For later arrivals, herding on the first in line is optimal in equilibrium because the agents in the queue typically have nested information sets, those at the front of the line know strictly more than those behind them. This gives one of our strongest equilibrium predictions—there is mass quitting of the queue even when the server is good. These mass exits are a new feature of behavior in queueing games. We show that equilibria can take two qualitatively different forms. When agents are sufficiently patient they are willing to let queues grow very long. These queues can be particularly informative, and certain queue lengths perfectly reveal the good state of the 1



We study First Come First Served (FCFS) queues.
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world to new arrivals. Thus the equilibrium of the game generates a queue signal that reveals the good state. This is not the case when agents are less patient. Agents are then unwilling to let the queues grow long, and no queue length can perfectly reveal the state to new arrivals, not even if all those in the line know the state is good. Finally, we provide sufficient conditions that exclude the existence of equilibria in more general herding strategies. An important aspect to the long-run behavior of the queue is what we term social memory. Every time the queue clears – either because the entire queue is served, or because of a mass exit – the next individual to arrive is unable to free-ride on the actions of betterinformed individuals further up the line. The social memory is reset and individuals have to re-learn what past generations may already have learnt. Consequently if queues tend to empty out frequently, then on average there is poorer retention of past information. If queues tend to fill up then social memory is improved and it is less necessary for new arrivals to duplicate past generations’ learning. There are important interactions between the social learning and the private learning in queues. These depend on the rate at which service occurs in the good state. When the service rate is greater than the arrival rate (so that queues tend to empty out), we find that in equilibrium there are positive spillovers in the experimentation decisions. That is, the individuals in the queue tend to experiment for longer than they would have in the corresponding single-agent decision problem. This is because short queues signal a good state of the world and, therefore, cause an individual arriving first in line to revise upwards her belief in the good state and experiment for longer. This increased waiting time is good for social learning, because many other agents will be able to benefit from the first in line’s experience. It also tends to depress the likelihood of mass exits from the queue in the good state. Conversely, if the arrival rate of service is low there are negative spillovers in the experimentation decisions. Short queues signal a bad state of the world, so an individual arriving first in line experiments less than they she have in the single-agent problem. This is bad for social learning and encourages mass exits. Finally, we provide sufficient conditions excluding the existence of equilibria in more general herding strategies.



1.1



Related Literature



Queues are a pervasive feature of modern life and individuals join queues even when they are uncertain of their service rate. In joining such a queue an individual engages in optimal experimentation: while standing in line, she can learn about the arrival rate of service and, if this is poor, quit the queue and take her outside option. This problem also arises in many non-economic situations2 (queueing for service in computer and communication networks, pipeline scheduling). In addition to this private learning, individuals in the line can see the behavior of others and this will be informative about the state of service. The fact alone that there is a queue is informative: short queues might be a good sign because they indicate a high 2



See Percus and Percus (1990) or Chaudhry and Gupta (1996) for examples.
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service rate, or a bad sign because informed individuals know not to queue but go straight to the outside option. In summary, the presence of other agents generates information externalities. Moreover, it is well known that in queues operating under a first-come-firstserved (FCFS) regime an individual who decides to join the queue imposes a negative payoff externality on those behind her (see Naor (1969) and Hassin (1985)). This paper attempts to consider both types of externalities simultaneously. While combining these externalities leads to many analytical difficulties in general, queues provide a tractable structure within which this problem can be studied. Strategic experimentation with information externalities has been widely studied (Bolton and Harris (1999), Keller, Rady, and Cripps (2005), Murto and V¨alim¨aki (2011)). More recently, (Strulovici (2010), Thomas (2013)) consider models of experimentation with direct payoff externalities. Research most closely related to ours consider the question of herding and social learning (Banerjee (1992), Bikhchandani, Hirshleifer, and Welch (1992), Smith and Sørensen (2000)) in the context of queues. Debo, Parlour, and Rajan (2012) consider a model in which the length of a queue reveals agents’ private information about the quality of a product, and explore a firm’s incentive to manipulate the service rate. Debo, Rajan, and Veeraraghavan (2012) look at the decision to balk when the value of service and the service rate are unknown, and the first can manipulate prices. Eyster, Galeotti, Kartik, and Rabin (2013) study herding when a sequence of agents have the choice between two actions, and bear a congestion cost determined by how many agents have previously chosen the action. In all these models, queues serve to add a cost to herding and all learning is done prior to the individuals’ decision whether to join the queue or not. Once an individual has made this decision, she cannot revoke it, and there is no further learning, public or private. In our model departs from much of the social learning literature3 in that we assume that each agent only observes the actions of other agents subsequent to her joining the queue.4 Models assuming that agents don’t observe the entire history of previous actions include Banerjee and Fudenberg (2004) and Smith and Sorensen (2013), where each new arrival only observes a random sample from the set of past observations, or C ¸ elen and Kariv (2004), where each new arrival only observes her predecessor’s action. Reneging is an important feature of “real life” queuing decisions, and occurs frequently in the equilibrium of our model – even when the state of the server is good. In the operations research literature on strategic behavior in queues (see Hassin and Haviv (2003) for a summary), only a few articles provide an explanation for reneging. In observable queues (i.e. each new arrival observes the queue length before making her decision, reneging may happen when conditions in the system deteriorate due to a slow-down in the service rate, as in Assaf and Haviv (1990) or Altman and Shimkin (1998) which consider egalitarian processor sharing systems (i.e. the service capacity is split evenly among all agents present in the queue). Numerous models assume an exogenously distributed random variable that determines every arrival’s waiting tolerance. (See Hassin and Haviv (1995), Haviv and Ritov (2001).) To our knowledge, our model is the first in which reneging is caused endogenously at an observable FCFS queue, namely through private and public learning 3 4



See Chamley (2004) for a survey. We thank an anonymous referees for this observation.
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about the service rate.5 In the queue setting we are also able to make a distinction between social learning and social memory. An agent who joins a queue may learn from the behavior of those ahead of her in the queue. In particular, if agents at the front of the queue know that the state of the server is good, their behavior will eventually reveal this to those joining the queue at later positions. However, in our model there are events that can destroy this accumulation of knowledge, namely if the entire queue is served and clears, or if all agents in the queue leave en masse. After such events, new arrivals find that there are no agents to learn from and there is no social record of what went on prior to their arrival. These events happen with positive probability so that in this game learning never stops. Our notion of social memory measures the persistence of the social learning. The frequency of the events resetting social learning thus determines the social memory. Similar issues, although in a different context, have been discussed in Herrera and H¨orner (2013). Finally, in our equilibria, information can aggregate “in waves”: in between informational cascades and ensuing herds, there will be periods of relative inactivity during which learning occurs gradually. Our model shares this feature with Bulow and Klemperer (1994), Toxvaerd (2008) and Murto and V¨alim¨aki (2011). The paper is organized as follows. In Section 2 we set up our queuing model. In Section 3 we introduce two concepts in the context of two auxiliary individual optimization problems. These concepts are used later in the paper when analyzing the game. Section 4 provides the main result of the paper, which is summarized in Proposition 1. We establish the existence of a symmetric equilibrium when individuals are sufficiently patient, and discuss the qualitatively different forms these equilibria may take, depending on the informativeness of the queue length that an individual observes upon arrival. Further, we provide sufficient conditions that exclude the existence of equilibria in more general herding strategies. In Section 5, we summarise our comparative statics results. We discuss social memory in Section 6 and directions for further research in Section 7.
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The Model



Time is discrete and indexed by τ ∈ N0 = {0, 1, . . . }. At each date τ one new individual arrives at the queue.6 . The state of the server of our queue is either Good or Bad. The server is selected by nature once and for all at the outset of the game — nature selects the Good server with probability µ ∈ (0, 1). A Bad server never produces service capacity7 , gτ = 0 5



We thank two anonymous referees for this observation. This is a departure from most of the queueing literature, which is cast in continuous time and where the arrival of new individuals is governed by a stochastic process. Our timing choice allows us to clearly disentangle the two aspects of social learning from one another and from private learning. The assumption that arrival is deterministic simplifies our analysis of the agents’ belief updating, as it ensures the existence of closed-form expressions for the state-dependent stationary distributions of queue lengths described in Section 4.2 7 In an alternative model where, in the bad state, service does occur, but at a slower rate than in the good state, the steady-state behavior of queue lengths is more complicated. Since in such a model, observing service does not conclusively reveal that the server is good, an agent might eventually renege 6
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for all τ , where gτ ∈ N0 denotes the service capacity produced by the server at date τ . Only a Good server produces service. In this state gτ is an i.i.d. geometrically-distributed8 random variable with commonly-known parameter α ∈ (0, 1): Pr(gτ = i) = (1 − α)αi for i ∈ N0 . Let nτ ∈ N0 be the number of individuals in the queue at the beginning of period τ . We assume that n0 = 0 and the queue starts empty. The queue discipline is First Come First Served, that is, individuals are served in the order of the queue. At each date τ we distinguish three consecutive stages: Service, Exit, Arrival. The S,E,A stages proceed as follows: Service: If nτ > gτ , then the individuals at the first gτ positions in line are served at the service stage of date τ . These disappear from the queue and each remaining individual advances by gτ positions. If nτ ≤ gτ , the entire queue is served, and the excess service capacity, gτ − nτ , disappears. It cannot be stored for use in subsequent periods. Exit: This is the only stage of date τ at which an individual still in the queue after the Service stage may leave the queue and take the outside option. (This is called “reneging” on the decision to queue.) Any exit is observed by all individuals who are still in the queue. This stage is only concluded when no individual remaining in the queue wishes to exit. Multiple rounds of exit are possible at this stage if this is desired by the agents. Arrival: At this final stage one new individual arrives and observes the number of individuals remaining in the queue after the Service and Exit stages of date τ . This new individual can then choose either to join the queue at the last position or to immediately take the outside option. (Not joining the queue upon arrival is called “balking”.) Once the arrival stage is concluded, the game moves to the next time period, τ + 1. While individuals wait in line they receive a flow payoff of zero. An individual who is served obtains an instantaneous payoff of w > 1.9 Any individual who exits, either initially or after waiting for some time (balks or reneges), receives an instantaneous payoff normalized to 1. Each individual discounts each unit of calendar time by the common discount factor δ ∈ (0, 1). The individual who arrives at date τ is uncertain about the state of the server and about the current date. She holds a prior belief on both. Each individual attaches prior probability µ to the server being in the good state, and assigns prior probability ν(1 − ν)τ to having arrived into the system at date τ .10 Individuals in the queue at the start of period τ observe gτ and the exit decisions of all individuals at the exit stage. They must decide when, if ever, to renege on the queue and irrevocably take the payoff unity. In this model individuals must wait in line for at least one period before they have the on the queue, even if she has previously observed service. This means that mass reneging can occur for many possible queue lengths. 8 This discrete-time geometric distribution service model for queues is widely used to model computer communication systems: see for example Chaudhry and Gupta (1996). 9 To lighten notation, we will suppress the dependence on w of all equilibrium parameters. The effects of w on these parameters is separately discussed in Section 5. 10 Our results will apply to the case where ν is sufficiently small and this prior is sufficiently diffuse. The limiting case, ν → 0, approximates an (improper) uniform prior on (−∞, +∞). Observe that under this diffuse prior, it is not possible for individuals to condition their strategy on calendar time.
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opportunity to be served. The average rate at which individuals are served in the good state is α/(1 − α). We will define the parameter φ to be the inverse of the average service rate: (1)



φ :=



1−α . α



Much of the analysis below will be done using φ rather than α. At a good server, if α > 1/2 (or φ < 1), the average service rate is greater than the arrival rate, and queues tend to empty. If α < 1/2 (φ > 1), queues tend to grow.
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Two Auxiliary Optimization Problems



We begin by describing the solutions to two individual optimization problems for an agent at the nth position in the line. In both cases the behavior of all agents ahead of the nth in line is fixed: it is assumed that they remain in the queue until served. The first problem answers the question: given that agents ahead of her never renege, should an individual arriving at the nth position join the queue if she knows that the server is good? This question arises because, even in the good state, it may take significant time for a long queue to be served. Consequently, a new arrival may prefer balking and immediately taking the outside option to waiting in line a long time. The answer to this question will determine, M, the maximum individually rational queue length at a server known to be good. The second problem is one of optimal experimentation in the absence of social learning: assuming that agents ahead of her never renege, how long should an individual at the nth position in line, and with the prior µ0n ∈ [0, 1] on the good server, wait without observing service before reneging on the queue and taking the outside option? We interpret the solution to this problem, N (n, µ0n ), as the nth in line’s willingness to experiment, based only on her private learning, that is, her own observation of the server (in)activity. The variable M and N (n, µ0n ) will be used in later sections, when studying an agent’s problem in our game of incomplete information.



3.1



The Maximal Individually Rational Queue Length at a Good Server: M



First, we evaluate the value of being nth in line when the server is known to be good, assuming the nth in line and all the agents ahead of her wait in line until served. We introduce the parameter ψ, which captures the congestion cost imposed by each additional individual ahead in the queue. Once we have determined the value of being nth in line, we can compare this with the value of taking the outside option and determine M, the maximal individually rational queue length at a server known to be good. Let Vn denote the expected payoff of an individual who is nth in the queue following the current period’s service opportunity and who knows that the server is in the good state, assuming that she and all individuals ahead of her choose to henceforth wait for service. 7



It satisfies the recursion Vn = (1 − α)δVn + (1 − α)αδVn−1 + · · · + (1 − α)αn−1 δV1 + αn δw. (At the next period’s service opportunity exactly x = 0, 1, . . . , n − 1 individuals are served with probability (1 − α)αx and the nth in line moves up to the n − xth position. With probability αn at least n individuals are served, including the nth in line.) As V1 = (1 − α)δV1 + δαw, we can solve iteratively, and find (2)



Vn = ψ n δw,



where



ψ :=



α . 1 − δ(1 − α)



Each additional agent ahead of her in the queue discounts the nth individual’s payoff by the factor ψ < 1. Observe that ψ k = E(δ τ˜k ), where the random variable τ˜k is the arrival time of the k th service event, for k ∈ N. Hence, the parameter ψ can be understood to capture the congestion cost imposed by an individual on those behind her in the queue. This congestion cost is mitigated as the service rate, α, increases and it entirely disappears as α, and so ψ, approach one. In contrast when service is slow the congestion costs become extreme. We now consider an agent arriving at the nth position in line at a server known to be good. Her payoff from joining the queue and waiting until served, given that those ahead of her do the same, is Vn . Her payoff from balking is 1. For n sufficiently large, balking is preferable. We define M to be the last position at which an individual agrees to join the queue at a server known to be good. It is the integer that satisfies: ψ M+1 δw < 1 ≤ ψ M δw. It depends11 only on the parameters α, δ and w of our model. Notice finally that M grows without bound as congestion costs vanish, that is, as the individuals become more patient (δ → 1) or as the service rate increases (α → 1). The results of this section are summarized in the following lemma. Lemma 1 The last position at which an individual agrees to join the queue at a server known to be good is given by   − ln(δw) . (3) M= ln ψ (a) If δw > 1 then M ≥ 1 for all values of α ∈ (0, 1). (b) For all α ∈ (0, 1), limδ→1 M = +∞. For all δ ∈ (0, 1), limα→1 M = +∞. Proof: (a) An agent does not balk if she arrives at the first position at a server known to be good, if and only if V1 ≥ 1. This condition holds for every α ∈ (0, 1) if it is holds for α = 1. (b) This follows from the definition of ψ.  11



For notational convenience, we will not make the dependence on these parameters explicit.
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3.2



The nth in Line’s Private Experimentation



We now turn to the nth in line’s private learning, or experimentation when she is uncertain about the server state. We maintain the assumption that all agents ahead of her never renege on the queue. As a consequence, the nth in line cannot learn anything from the actions of those ahead of her—there are no informational externalities. As long as no service occurs, she depresses her belief that the server is good. The uncertainty is resolved and she learns that the server is good at the first successful service event—even though she may not be immediately served herself. This generalizes the usual bandit problem to one where arrival of good news does not immediately generate a reward. Here the reward (service) arrives at some random time in the future. We want to determine the length of time that an uninformed agent (who is nth in line) will optimally wait to learn the queue state, given that those ahead of her never renege on the queue. Our first step is to evaluate the nth in line’s expected payoff conditional on service occurring (i.e. at least one individual being served) at the current service opportunity. A simple calculation (and a substitution from the recursion above for Vn−1 ) gives this value:  (4) (1 − α) Vn−1 + αVn−2 + · · · + αn−2 V1 + αn−1 w = Vn−1 /δ = ψ n−1 w. Thus the nth in line expects to get a payoff ψ n−1 w if the server is revealed to be good at the current service opportunity. For n = 1, the expected payoff from service having occurred is w. For n > 1, the expected payoff conditional on service having occurred is proportional to the value (Vn−1 ) of being n − 1st in a good queue. Given this preliminary calculation, we can now describe the payoff, Un (m, µ0n ), of an individual who joins the queue as the nth in line, has belief µ0n > 0 that the server is in the good state12 and adopts the following strategy: Wait m periods for a service event and if one occurs during these m periods never leave the queue; but if no service is observed, then renege after m periods of server inactivity. The details of Un (m, µ0n ) can be explained as follows. First, the individual expects to observe no service over m periods with probability 1 − µ0n + µ0n (1 − α)m . She attaches probability µ0n to the server being good. In that case, for each s = 1, . . . , m, service first occurs in the sth period with probability α(1 − α)s−1 . In that case, she obtains the payoff in (4) discounted by δ s . m X (5) Un (m, µ0n ) := (1 − µ0n + µ0n (1 − α)m )δ m + ψ n−1 w µ0n δ s α(1 − α)s−1 (6)



= (1 −



µ0n )δ m



+



µ0n ψ n wδ



−



µ0n δ m (1



s=1 m n



− α) (ψ δw − 1).



The three terms on the right of (6) represent: the individual’s payoff from taking her outside option when the state is bad, her payoff from always being served when the state is good, and a correction to this second term that allows for the possibility that she may be unlucky in the good state and not observe service in the m periods she waits. In the absence of social learning, the individual who is nth in line will solve the problem maxm≥0 Un (m, µ0n ). Her optimal behavior can be described in terms of a cutoff posterior µn at which she reneges on the queue, or in terms of the number N (n, µ0n ) := 12



In Section 4.3 we describe how this belief is obtained.
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arg maxm≥0 Un (m, µ0n ) of service failures she observes before reneging. The result below describes both. Lemma 2 There exists a solution, m∗ , to the problem maxm≥0 Un (m, µ0n ). The solution, m∗ is unique for a.e. µ0n ∈ (0, 1), and satisfies    1 − µ0n ψ(1 − δ) −1 ∗ 0 (7) m = N (n, µn ) := (ln(1 − α)) ln , µ0n α(ψ n δw − 1) + where dxe+ denotes the smallest non-negative integer greater than or equal to x. At this solution, the individual chooses to renege when her posterior hits the cutoff: (8)



µn =



1−δ . δα(ψ n−1 w − 1)



For non-generic beliefs µ0n ∈ (0, 1) such that Un (m∗ , µ0n ) = Un (m∗ + 1, µ0n ), it is optimal to experiment for m∗ periods, or m∗ + 1, or to randomise between the two. The proof of this lemma is given in Appendix A.1.
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Equilibrium of the Queuing Game



We now construct a Bayes-Nash equilibrium of this game. First, we define a strategy that will be played by every agent. Thus, the strategy profile we consider is symmetric and stationary. This strategy profile induces two stationary distributions of the queue lengths observed by an arriving agent, one for each state of the server, good and bad. When she arrives at the queue and observes the current queue length, an agent uses these distributions to form her posterior belief on the state of the server. Finally we verify that the strategy defined at the first step is indeed optimal given this posterior, at each information set that arises with positive probability in this game.



4.1



Strategy and Equilibrium



At each period, an agent’s strategy maps her information into a binary choice: whether to queue or take the outside option. Upon arrival, an individual only observes the number of people currently in the queue but not the calendar time. Based on this and her prior beliefs about the server state and calendar date, she must decide whether to join the queue or to balk. If she joins, the next period she receives the following information: how many individuals are served in that period; and if any individuals leave the queue in that period. At this point she has a renewed choice whether to remain in the queue or to renege. And so on for any subsequent period as long as she remains in the queue. Once she is served or leaves the queue, the game is over for her. We begin by considering the following class of strategies. Definition 1 The strategy σ ∗ (q, N, M ): 10



• Upon arriving at the queue, an individual joins the queue if and only if she is at most M th in line. • Once in the queue, if she observes service, she never reneges. • Conditional on not observing service: – If she joined the queue at the first position then she does not renege for the first N − 1 periods. With probability q ∈ (0, 1], she reneges at the exit stage of the N th period; with probability 1 − q she reneges at the exit stage of the (N + 1)th period. – If there were agents ahead of her in the queue when she joined, she reneges on the queue if and only if the first in line does, and in the same period as the first in line. The probability q ∈ [0, 1] and the non-negative integers N and M are parameters of σ ∗ . According to this strategy,13 no individual other than the first in line autonomously reneges on the queue. An individual joining the queue at the first position in line reneges after observing N (for q = 1) service failures. We say that the first in line “experiments” if she has never observed service and is still uncertain about the server state. Since exactly one new individual arrives every period, the queue at a bad server can never exceeds length N (or N + 1 for q < 1). The cases N < M and N ≥ M are qualitatively different, for q = 1. (For q < 1, the relevant cases are N + 1 < M and N + 1 ≥ M .)14 For N < M , agents will continue to join the queue as long as the first in line experiments. At a bad server, the queue therefore grows to length N before the first-in-line reneges, and the next period’s arrival joins the queue at the first position. An individual joining a queue no longer than N does not know whether the individual currently first in line initially joined the queue at a later position and moved up to first position when service occurred, or whether she joined the queue at the first position and has been waiting for service ever since. In other words, an agent joining a queue no longer than N does not know whether the first in line has already observed service or is still experimenting. This uncertainty is resolved once the queue reaches length N + 1. If the first in line reneges after N periods without service, all those behind her infer that she had not yet observed service. i.e. that she was an uninformed first-in-line. If the first in line does not renege after N periods of experimentation, all those behind her infer that the first in line has previously observed service, and that she is informed that the server is good. They are now certain that the server is in the good state and all remain in the queue until served. Since the queue can only grow beyond length N if the first-in-line has previously observed service, an individual arriving at a queue in nth position, for N < n ≤ M + 1, can be certain that the server is in the good state. In other words the length of the queue itself 13 In a slight abuse of notation, we will use σ ∗ interchangeably to denote an individual’s strategy and the symmetric strategy profile in which every individual uses the strategy σ ∗ . 14 We discuss the remainder of this paper mostly with reference to the case q = 1, except when this leads to confusion.
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is sufficient to reveal the first-in-line’s information to agents arriving at positions n > N . We therefore say that the strategy profile σ ∗ exhibits perfect revelation when N < M . Conversely, for a strategy profile with M ≤ N the queue never exceeds length M , even as the first in line continues to experiment. The agents queuing behind the first in line may learn that the server is in the good state if the first in line does not renege after N unsuccessful service events. But even in that case the queue never grows longer than M . So while the position, n, at which an agent arrives at the queue remains informative about the server state, there exists no n that perfectly reveals the server state. We say that the strategy profile σ ∗ exhibits imperfect revelation when M ≤ N . Our equilibrium concept is the Bayes-Nash Equilibrium (BNE).15 The main results of this paper are summarized in the next proposition. First we establish than if agents are sufficiently patient, an equilibrium with perfect revelation (N ∗ < M ∗ ) exists. Furthermore, if agents are very patient, an equilibrium with imperfect revelation (N ∗ ≥ M ∗ ) cannot exist. Finally, equilibria with imperfect revelation do exist for intermediate values of the discount factor.16 Proposition 1 1.1 Fix (α, δ, µ) ∈ (0, 1)3 , and let N ∗ = N (1, µ ¯01 (N ∗ )). There exists ∗ ∗ d(α, N ) < 1 such that, if δ > d(α, N ), then there exists a BNE σ ∗ (q ∗ , N ∗ , M ∗ ) with N ∗ < M ∗ . This condition is satisfied when δ → 1. It also holds for intermediate values of δ when α is sufficiently large and/or µ is sufficiently low. 1.2 For all (α, µ) and for all M ∗ ≥ N ∗ ≥ 1, if σ ∗ (q ∗ , N ∗ , M ∗ ) is a BNE then δ must be ¯ N ∗ , M ∗ ) < 1. less than d(α, 1.3 For every (α, µ) there exists δ 1 (α, µ, q ∗ ) ∈ (0, 1) and δ¯1 (α, µ, q ∗ ) ∈ (δ 1 (α, µ, q ∗ ), 1) such that σ ∗ (q ∗ , N ∗ , M ∗ ) with N ∗ = M ∗ = 1 constitutes a BNE if and only if δ 1 (α, µ, q ∗ ) < δ ≤ δ¯1 (α, µ, q ∗ ). The first result is proved and discussed in Section 4.4, the remaining two in Section ¯ N ∗ , M ∗ ), are defined in (19) and (25) respectively, 4.5. The thresholds d(α, N ∗ ) and d(α, ∗ ∗ and δ 1 (α, µ, q ), δ¯1 (α, µ, q ) both in (23). Finally, in section 4.6, we ask whether other types of equilibria exist. We define a broader class of strategies, and show that for α and δ sufficiently large, only strategies of the type σ ∗ (q, N, M ) are equilibria within that class. 15



In our game a Perfect Bayesian Equilibrium (PBE) is a strategy profile and a system of beliefs about the server state. The strategy profile must be sequentially rational at every information set given the agents’ beliefs about the server state. The beliefs about the server state are defined by Bayes’ rule at every on-path information set, and may be chosen arbitrarily at any off-path information set. We ensure that the BNE strategy profile σ ∗ is supported as a PBE profile by specifying the following off-path beliefs. If the first in line reneges at any queue length other than N (for q = 1), the belief of an agent behind her in the queue drops to zero, unless that agent had previously observed service. If an agent observes someone other than the first in line renege on the queue, even though the first in line does not, her belief remains unaffected by this deviation. 16 If the discount factor is so low that V1 < 1, then, at the unique BNE, all agents arriving at the queue immediately balk and take the outside option.
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Figure 1: Equilibrium values M ∗ and N ∗ as a function of δ for α = 0.7, α = 0.5 and α = 0.3 (from top to bottom), and for µ = 0.9.



Figure 1 illustrates the BNE17 values M ∗ and N ∗ as a function of the discount factor δ for three different values of α, which measures the speed of service at a good server. Notice that there can be multiple equilibria for some pairs of parameters (α, δ). For each α, equilibria with imperfect revelation only exist when the discount factor is small, whereas equilibria with perfect revelation only exist when the discount factor is 17



Figure 1 is based on a Mathematica simulation that focuses on pure strategy equilibria, except when α < 1/2 and δ is so large that only mixed strategy equilibria with imperfect revelation exist. These have N ∗ = 1 and q ∗ < 1: conditional on no service, the first in line is indifferent between leaving at the first or the second exit stage following her arrival. (See Appendix A.9)
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large. These figures illustrate that the transition is not sharp, and there are parameter values at which both types of equilibria exists. When the discount factor goes to one, M ∗ , the last position at which an individual agrees to join the queue in equilibrium, goes to infinity. The behavior of N ∗ as δ → 1 is discussed in Lemma 8, and depends on α. When α < 1/2, N ∗ converges to 1, when α = 1/2, N ∗ converges to a strictly positive constant, and when α > 1/2, N ∗ goes to infinity18 , though at a much slower rate than M ∗ .



4.2



Stationary Distributions of Queue Lengths



The strategies profile σ ∗ (q, N, M ) determines the stationary distributions of queue lengths in the two states of the server. In this section we describe these stationary distributions. These will be an important input into the inference an individual draws from the queue length she observes upon arrival is described in Section 4.3. We therefore consider the stochastic process followed by the queue length at the beginning of the arrival stage of each date τ ∈ N0 . We say that the queue has length n at date τ if the individual arriving in the system at date τ arrives in the queue at the nth position—even if that individual then balks. There are two discrete-time Markov processes to consider: one that arises if the server is in the good state and the other if the server is in the bad state. We derive the stationary distributions of each process. Conditional on the server being in the bad state, the queue length (at the beginning of the arrival stage) follows an almost deterministic process. Let xn (n = 1, 2, . . . , M + 1) denote the stationary probability of arriving at the queue at the nth position, conditional on the server being in the bad state. If N < M , the queue grows by one individual each period and then shrinks to length 1 (i.e. the next individual arrives at the first position) in the period after reaching length N with probability q, or, with probability 1 − q, in the period after reaching length N + 1. Thus, in the bad state, there is an ergodic probability 1/(N + 1 − q) of arriving nth in line for n = 1, 2, . . . , N , a probability (1 − q)/(N + 1 − q) for n = N + 1, and zero probability of arriving at the queue at any other position. If M ≤ N the queue will grow to size M and then stay at that size for a further N − M periods with probability q or a further N + 1 − M periods with probability 1 − q before shrinking to unity. Thus there is an ergodic probability 1/(N + 1 − q) of arriving at a queue nth in line for n ≤ M , and an ergodic probability (N − M + 1 − q)/(N + 1 − q) of arriving at the M + 1st position (and balking). These values are summarized in (13), (14) below. Conditional on the server being in the good state, the process governing the evolution of the queue (at the start of the arrival stage) is more complex. Under the strategy profile σ ∗ (q, N, M ), the queue length at the beginning of the arrival stage of each period follows a stochastic process. Sometimes service occurs and shrinks the queue and other times it does not. Sometimes the first in line reneges and all the others in line follow her. This stochastic process is a Markov chain, provided the state of the process is defined to be the position in the queue at which the latest individual arrives and whether or not the first in line knows that the server is in the good state. There are at most M + N + 2 states for this process: arrival at positions 1, 2, 3, . . . , M + 1 and the first in line knows the server is 18



This effect is not visible in our figures due to the coarseness of the grid used on the interval of possible values of δ.
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in the good state; arrival at positions 1, 2, . . . , N + 1 and the first in line is uncertain. The process governing the queue length, defined by the strategy profile above and the server state, has finite states and is irreducible. Therefore it must admit a unique stationary measure. We define yn (n = 1, 2, . . . , M + 1) to be the stationary probability of arriving at the th n position in line at the arrival stage of date τ ∈ N0 , conditional on the server being in the good state. We also define zn (n = 1, 2, . . . , N + 1) to be the stationary probability that the first in line has never observed service and that the individual arriving at date τ arrives at the nth position, conditional on the server being in the good state.19 These values are characterized in the following proposition. ∗ ∗ Proposition 2 Assume that α 6= 1/2 and α 6= αN where αN < 1/2 solves α(φ + q)(1 − N +1 α) = 1 − 2α, where φ := (1 − α)/α. If the agents follow the strategy σ ∗ (q, N, M ), Then, conditional on the server being in the good state, the unique stationary distribution satisfies zn = (1 − α)n−1 y1 for n = 1, 2, . . . , N + 1. If N < M , then  n−1 − kN , n = 1, 2, . . . , N ;   φ q+(1−q)αφ2 n−1 n = N + 1; φ − kN αφ2 +q(1−α) , (9) yn = B   φn−1 − k 1+qφ φn−N , n = N + 2, . . . , M + 1; N φ2 (φ+q)   N 1−φ φN − φM +1 kN 1 + qφ 1 − φ2 −1 (10)B = − N kN + . 1 − N +1 + (1 − q)kN 1−φ 1−φ φ φ+q φ(φ + q)



If M ≤ N , then  (11) (12)



yn = B B −1 =



φn−1 − kN , n = 1, 2, . . . , M ; φM − kφN , n = M + 1;



1 − φM +1 − kN (M + φ−1 ). 1−φ



In both cases, kN := α(φ + q)(1 − α)N +1 /[α(φ + q)(1 − α)N +1 + 2α − 1]. Finally, conditional on the server being in the bad state, the unique stationary distribution satisfies, for N < M :  1  N +1−q , n = 1, 2, . . . , N ; 1−q (13) xn = , n = N + 1;  N +1−q 0, n = N + 2, . . . , M + 1; and for M ≤ N : ( (14)



xn =



1 , N +1−q N −M +1−q , N +1−q
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n = 1, 2, . . . , M ; n = M + 1.



The remaining part of the stationary distribution can be found by taking the difference, yn − zn . Notice that an individual cannot have just arrived at the first position in the queue and know that the server is good. This is why the state where an individual arrives at the queue in first position and knows that the server is in the good state has zero measure, and y1 = z1 .
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The proof of this result is given in Appendix A.2. In the statement of Proposition 2 there are two excluded values of α. In both cases the stationary distribution exists, but it has a different functional form from the ones given above. We discuss these distributions later in this section. For the remaining values of α, this stationary distribution admits three qualitatively different forms:20 Decreasing when α > 1/2: In this case service is faster than arrivals, so shorter queues are more likely than longer ones. The effect of fast service is further exacerbated by the “renewal” effect of the uninformed first in line reneging after N unsuccessful service events, causing the entire queue to clear. The stationary distribution therefore exhibits faster than exponential decline when M ≤ N , and for the values n = 1, . . . , N when N < M . The jump down between n = N and n = N + 1 occurs because such a transition is only possible if the first in line knows that the server is in the good state. Similarly for the jump between N + 1 and N + 2 when q < 1. For n = N + 2, . . . , M , the distribution declines exponentially. M=9, N=3, Α=0.65



M=9, N=15, Α=0.65
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Figure 2: The stationary measure of the queue length conditional on the server being in the good state with α > 1/2 under perfect revelation (left panel) and imperfect revelation (right panel).



U-Shaped when α < 1/2 and kN > 1: This occurs for N < M when α takes values ∗ ∗ in the interval (αN , 1/2). That interval vanishes (αN → 1/2) as N → ∞. For these values of α, service is slower than arrivals so that, unconditionally, longer queues are more likely than shorter ones. However the effect of slow service is dominated by the renewal effect when M ≤ N and for the values n = 1, . . . , N when N < M . Therefore, conditional on the first in line being uninformed, shorter queues are more likely than longer ones and the stationary distribution is declining with n. In contrast, once the queue grows longer than N it tends to fill up to length M and stay there for some time. So the stationary distribution jumps down at N + 1 and N + 2 and then increases over the range N + 2 ≤ n ≤ M , as illustrated in Figure 3 below. 20 All numerical illustrations of the stationary measure in this section are for the value q = 1/2. The values of N and M are chosen for clarity of illustration and are not necessarily equilibrium values.
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M=9, N=3, Α=0.48
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Figure 3: The stationary measure of the queue length conditional on the server ∗ being in the good state with αN < α < 1/2 under perfect revelation (left panel) and imperfect revelation (right panel). ∗ Increasing when kN < 0: This occurs for α ∈ (0, αN ). In this case service is so slow that it dominates the renewal effect. The stationary measure is therefore increasing over its entire support. Notice that as M increases without bounds, y1 tends to zero. Intuitively: If at a good server long queues are most likely, then arriving at the first position in line makes an individual almost certain that the server is in the bad state. M=9, N=3, Α=0.35
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Figure 4: The stationary measure of the queue length conditional on the server being ∗ under perfect revelation (left panel) and imperfect in the good state with α < αN revelation (right panel). ∗ Excluded values α = 1/2 and α = αN : For α = 1/2, the exact analytical form of the stationary distribution is derived in Appendix A.3. In this case, service is exactly as fast as arrivals, and if individuals never reneged, but waited in line until served, every queue length would be equally likely. For N < M , this is in fact the case when n ≥ N + 2, and the stationary measure is uniform over these values. When 1 ≤ n ≤ N , the renewal effect is a force for emptying the queue, and the stationary measure is linearly decreasing over these values. The downward steps at n = N + 1 and n = N + 2 remain. For M ≤ N , the renewal effect is always at play, and the stationary measure is linearly decreasing in n for 1 ≤ n ≤ M and has a downward step at n = M + 1. ∗ For α = αN , kN is not defined. In this case, service is exactly slow enough to offset the renewal effect. Consequently, for M ≤ N the stationary measure is uniform for 1 ≤ n ≤ M . Without the renewal effect, the queue tends to fill up, so that the
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stationary measure is increasing for n ≥ N + 2. The downward steps at n = N + 1 and n = N +2 remain. For M ≤ N the stationary measure is uniform for 1 ≤ n ≤ M and has a downward step at n = M + 1. These cases are illustrated below. M=9, N=3, Α= Α*N
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Figure 5: The stationary measure of the queue length conditional on the server ∗ and 1/2 under perfect revelation being in the good state when α takes the values αN (first two panels) and imperfect revelation (last two panels).



We now establish a bound on the rate at which the Markov process followed by the queue length in the good state converges to the stationary distributions defined in Proposition 2. This result will be of use in the next section, when we argue that posteriors based on these stationary distributions are a good approximation to the agents’ true posteriors when they arrive at a queue of a given length. There are at most M + N + 2 states for this Markov process that is: arrival at positions 1, 2, 3, . . . , M + 1 and the first in line knows that the server is in the good state; arrival at positions 1, 2, . . . , N +1 and the first in line is uncertain about the server state. Let S := {1, 2, . . . , M + 1} ∪ {1, . . . , N } denote this state space and ζ ∈ ∆(S) a generic probability measure on S. The initial condition (n0 = 0) is that one (uniformed) individual arrives at the first position in line at time τ = 0. We will denote its measure as ζ 0 ∈ ∆(S). The strategy σ ∗ (q, N, M ) together with the service state determines a probability distribution on S at each future date τ ∈ N, which we will denote ζ τ ∈ ∆(S). Finally we let ζ¯ ∈ ∆(S) denote the stationary measure described in Proposition 2. In the lemma below we give a rate of convergence result for this process. ¯ where k · k denotes the total variation That is, we bound the distance between ζ τ and ζ, norm. ¯ < (1 − αM )τ for all τ > 0. Lemma 3 If the server is in the good state, then kζ τ − ζk The proof of this lemma can be found in the Appendix A.4. It is intuitive once one appreciates that at each date there is a probability of at least αM that all the individuals in the queue are served, no matter how long the queue is. Once all individuals are served, the queue reverts to the state in which an individual arrives at the queue at the first 18



position and is hence uninformed about the server state. This renewal (or coupling) rate bounds the rate of convergence to the stationary measure.



4.3



Posteriors and Inference on Queue Lengths



In this section we describe the properties of the agents’ posterior beliefs when the strategy σ ∗ (q, N, M ) is used. There are two sources of information and, therefore, two kinds of learning in this model. We refer to the inference an agent draws from her own observation of server activity as private learning, or experimentation, and distinguish it from social learning, where an agent draws inference from the actions of other agents. At our equilibrium social learning occurs when agents arrive in the system and observe the queue and when they observe the first in line’s behavior after N or N + 1 unsuccessful service events. We begin this section by giving two expressions, (15) and (16), for the updated beliefs the individual would have if she were certain that the process governing the queue length is in the stationary regime. (The social learning that an individual performs upon arriving at the queue at the nth position, without incorporating any prior information the individual may have about the calendar date.) Our first result in this section, Lemma 4, shows that these expressions are arbitrarily good approximations to the individual’s true posterior (incorporating her belief about the date) provided the parameter ν is sufficiently close to zero, i.e. the agents prior about the calendar date is sufficiently diffuse. The second result describes the relationship between private and social learning. In Lemma 5 we show that an agent later in the queue is always more optimistic than those ahead of her (conditional on no agent having yet observed service). In our final result of this section, Lemma 1, we will describe how agents’ social learning varies with the parameters N of the strategy σ ∗ (q, N, M ) and α of the arrival process. Consider an individual arriving at the nth position in the queue. Her observation of the queue length provides information about the state of the server. We use µ0n to denote her updated prior, that is, the individual’s posterior belief that the server is in the good state conditional on arriving at the queue at the nth position. We use µ ¯0n to denote the analogous belief based on the stationary measures of queue lengths described in Proposition 2, that is ignoring the individual’s prior on the calendar date. If the individual were certain that the queue had been operating long enough to be in the stationary regime she would form the posterior belief: (15)



µ ¯0n :=



µyn . µyn + (1 − µ)xn



For n ≤ min{N, M }, µ ¯0n depends on n only though yn . Because µ ¯0n is an increasing function of yn , the results on the form of the stationary measure in the previous section imply that ∗ ∗ ∗ µ ¯0n is decreasing, constant, increasing in n for α > αN , α = αN and α < αN respectively. We now turn to the individual’s private learning, or experimentation. As an individual waits in line, she observes whether those in front of her are served or not. As soon as service occurs, all agents currently in the queue learn that the server is in the good state and their posteriors jump to unity. We let µtn denote the posterior of the individual at the nth position (n ≤ N ) who has observed t = 0, 1, 2, . . . unsuccessful service events. As 19



before we will use µ ¯tn to denote the stationary analogue. From Bayes’ rule this is: (16)



µ ¯tn :=



µ ¯0n (1 − α)t . µ ¯0n (1 − α)t + 1 − µ ¯0n



In Lemma 4, we show that the true posterior beliefs µtn , for t = 0, 1, 2, . . ., can be made arbitrarily close to these posteriors if ν is chosen to be sufficiently small (the prior on calendar date is sufficiently diffuse). The proof of this Lemma is given in Appendix A.5. The intuition for the proof is that the true posterior beliefs are an average of beliefs the agent would have formed if she knew she had arrived at a given calendar date. As ν → 0 this average gets closer to the time (or ergodic) average which uses the stationary measure. This is aided by the simple form that learning takes in this model: either posteriors jump to unity or they are revised downwards. Importantly this result is independent of q. Lemma 4 For any M, ε > 0 there exists a ν¯ > 0, such that for all ν < ν¯, N < M , q ∈ [0, 1], t ≥ 0: |¯ µtn − µtn | < ε. We now compare agents’ posterior beliefs along any given queue. Those ahead of the ∗ nth individual in line may (for α > αN ) have been more optimistic than her when they joined the queue because they arrived at a shorter queue. However, they have been waiting in the queue for longer, and unless they have observed service, waiting will have depressed their belief about the server state. We show that in any given queue in which no one has observed a service event, the most optimistic agent is the last in line. Lemma 5 establishes that an agent who is at the nth position and has been waiting t periods is less optimistic that the agent at the n + 1th position who has been waiting t − 1 periods, if neither agent has observed service. The intuition for this result follows from the nesting of agents’ information partitions. The individual behind n in the queue has observed strictly less than n has, so her beliefs about the state of service are an expectation of n’s beliefs. This expectation places positive weight on n knowing that the server is in the good state. That is, µtn+1 is an average of 1 and one point µt+1 < 1. Such an average must be above µt+1 n n . In fact, if one took a snapshot of the posteriors held by the agents in a queue at any calendar date τ the sequence of posteriors would be the realization of a martingale. To be precise about our result, proved in Appendix A.6, we introduce a new piece of notation: let µtτ n be the posterior of an agent who is at the nth position in the queue at calendar date τ and who has been queueing for t periods. t−1τ tτ Lemma 5 If µtτ n < 1 then µn+1 > µn for all τ , n and t > 0.



Our final lemma in this section describes some general properties of the first in line’s steady-state inference for different values of N and α. (We use the notation µ ¯01 (N ) for these steady-state beliefs to make explicit the dependence on N .) In the first part of the result, Lemma 6(a) we compare the prior µ with the steady-state beliefs µ01 (N ) and determine when it is good news to join the queue as the first in line. There is a critical value α ¯ such that µ ¯01 (N ) > µ if α > α ¯ and µ ¯01 (N ) < µ if α < α ¯ . That is, it is good news to be first in line for all sufficiently high values of α and bad news to be first in line for all lower values 20



of α. The intuition for this result is that when α is large the stationary distribution in good states has a peak at n = 1, so on observing a short line the most likely explanation is that the state is good. Conversely when α is small, the stationary distribution in good states has peaks at n = M + 1 and on observing a short line the most likely explanation is that the server is in the bad state. Although the value of this threshold varies with N and M , we construct bounds on the threshold that are independent of these parameters. In Lemma 6(b) we show that, as the strategy prescribes that the first in line experiment for longer (i.e. N increases) the probability of arriving at the queue at the first position when the server is good declines. An intuition is that as N increases there is total probability being spread over more states, so the probability of any one state falls. Finally in Lemma 6(c), we show that although a higher N does affect the first in line’s social learning, it still results in a reduction in the first in line’s posterior after N unsuccessful service opportunities. As N increases there are many things to take account of: The probability being first in line at a bad server shrinks to zero, but the probability of being first in line does not necessarily vanish if the server is in the good state. Thus as N increases, arriving first in line may become very good news indeed. On waiting N periods without success, however, the posterior of the first in line is revised so far down that her initial optimism is entirely depleted. The effect of private learning eventually dominates the effect of social learning. All these results are proved in Appendix A.7. Lemma 6 Suppose that N > 1 and q = 1, then: (a) There exists a threshold value α ¯ ∈ (0, 1) such that for each N µ ¯01 (N ) > µ



⇐⇒



α>α ¯,



√ ¯ ≤ 2/3 for all M, N > 1. where (3 − 5)/2 ≤ α (b) y1 decreases as N increases for all α ∈ (0, 1). (c) µ ¯N 1 (N ) decreases in N for all N > 1/α and tends to zero as N tends to infinity.



4.4



Equilibrium with Perfect Revelation: N ∗ < M ∗



In this section we establish that for δ sufficiently large, the strategy σ ∗ (q ∗ , N ∗ , M ∗ ) constitutes a BNE with N ∗ < M ∗ . We also show that there exist pairs (α, µ) ∈ (0, 1)2 for which a BNE with perfect revelation exists, away from the limit as δ → 1. That is, we complete the proof of Proposition 1.1. Four conditions need to be satisfied by a BNE strategy profile σ ∗ (q ∗ , N ∗ , M ∗ ). 1. First, for N ∗ < M ∗ , the queue length reveals that the server is in the good state to the individual arriving at the M ∗th position. Therefore, the equilibrium value M ∗ must equal M, the longest individually rational queue length at a server known to be good, defined in (3):   − ln(δw) ∗ (17) M =M= . ln ψ
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2. Second, the equilibrium values N ∗ and q ∗ determine the first in line’s steady-state posterior, µ ¯01 (n∗ ), upon arriving at the queue at the first position.21 They must furthermore be an optimal policy for the first in line, given that belief. This condition is summarized by the equation (18)



N ∗ = N (1, µ ¯01 (N ∗ )).



The existence of N ∗ is established in Lemma 7. Lemma 8 describes the limit behavior of N ∗ as δ becomes arbitrarily close to 1. 3. Third, after forming the posterior belief µ ¯0n based on the stationary measures of queue lengths generated by the strategy σ ∗ (q ∗ , N ∗ , M ∗ ), an individual arriving at the nth position, for n = 2, . . . , N ∗ , must find it optimal to join the queue and herd on the first in line’s actions. Reneging on the queue when the first in line reneges is clearly optimal: once the first in line reneges, any player behind her becomes as pessimistic ∗ as her (adopts the posterior belief µ ¯N 1 ) and faces at least as much congestion as the first in line did. Conversely, if the first in line does not renege after N ∗ unsuccessful service events (i.e. when the queue reaches length N ∗ ), the individuals at positions 2, . . . , N ∗ learn that the server is in the good state, and it is optimal for them to remain in line until served. Therefore, it is sufficient to ensure that no individual in the queue wants to renege before the queue reaches length N ∗ , thus allowing an uninformed first in line to complete her N ∗ periods of experimentation. Lemma 9 provides sufficient conditions for this. 4. Finally, it must be the case that N ∗ and M ∗ , as defined in (18) and (17), satisfy N ∗ < M ∗ . This is established in Lemma 10 The next lemma, proved in Appendix A.8, establishes the existence of an equilibrium number of periods N ∗ for which the first in line experiments. This occurs even when accounting for the effect which her increased experimentation has on the stationary distributions and on her resultant belief upon arriving at the queue. Lemma 7 For every (α, δ, µ) ∈ (0, 1)3 , the solution N ∗ ≥ 0 to N ∗ = N (1, µ ¯01 (N ∗ )) exists. When N ∗ = 0, the agent arriving at the first position balks at the queue. There are several points worth making about Lemma 7. The first is that, for any given (α, δ, µ), the pair (q ∗ , N ∗ ) is not necessarily unique. The possibility of multiple equilibria arises because increased experimentation by the first in line (changing the stationary measures in the two server states) results in an increased posterior on the good state upon arriving at the first position in line. The increased posterior then makes this increased experimentation optimal. Of course this process cannot continue indefinitely, by Lemma 1(c), so the set of possible equilibrium values of (N ∗ , q ∗ ) is bounded, but there is no clear monotonicity that ensures uniqueness. 21



We suppress the dependence on q ∗ .
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Second, we can compare the first-in-line’s equilibrium experimentation, (q ∗ , N ∗ ), with a single decision-maker’s optimal experimentation based solely on the prior µ. We know, from Lemma 6(a), that for all N ∗ > 1 and α > α ¯ the first in line’s equilibrium posterior µ ¯01 (N ∗ ) is above the prior µ. Thus optimality requires that she experiments more in this equilibrium of the game than in the corresponding single-agent decision problem. Similarly, for values of α below α ¯ , the first in line’s posterior is less than her prior, so that she experiments less in the game than in the decision problem. Before proceeding we give an intermediate result on the limiting behavior of N ∗ and ∗ M as δ → 1, for various values of α. First, informed queues grow infinitely long as the discount factor tends to unity; M ∗ → ∞ as δ → 1 for all α ∈ (0, 1). This is because when M ∗ > N ∗ the agent at the M ∗ position in the line knows the service is good and is only concerned with the costs of congestion, parameterized by the factor ψ n . This cost vanishes as δ → 1, and informed agents are willing to wait an arbitrarily long time. The comparative static on N ∗ is more subtle because the stationary distribution of queue lengths plays a role. There are two effects that interact as δ → 1. First, decreasing costs of delay incline the first in line to experiment more. Second, as the first in line’s experimentation increases, the stationary distribution are affected, as is the inference of an agent joining the queue at the first position. In particular, as we remarked above, for α 1/2, the first effect dominates, and as δ → 1, the willingness of the first in line to experiment grows without bounds. For α < 1/2, the second, “bad news” effect dominates, and limM →+∞ y1 = 0 for every N > 1, so that arriving at the first position makes an individual almost certain that the server is bad, and we have N ∗ = 1.22 For α = 1/2, the effects balance out and N ∗ tends to a finite constant, c(µ), that increases with the prior µ. We summarize these results our next Lemma, proved in Appendix A.9. Lemma 8 For every (α, µ) ∈ (0, 1)2 , as δ → 1, N ∗ converges to (a) 1 when α < 1/2, (b) +∞ when α > 1/2. (c) 1 < c(µ) < ∞ when α = 1/2, We now address our third equilibrium condition. We show that, when the discount factor grows sufficiently large, no individual in the queue wishes to renege before the queue reaches length N ∗ (N ∗ + 1 for q ∗ < 1) and an uninformed first in line’s experimentation has elapsed—even though higher discount factors mean that an uninformed first in line experiments for longer. The intuition for this result comes from the following argument. An agent joining the queue at the nth position, for 1 < n ≤ N ∗ faces the following tradeoff. The first in line’s decision whether or not to renege when the queue reaches length N ∗ reveals all her information to the nth in line. If she reneges, the nth in line learns that she has observed N ∗ service failures since joining the queue at the first position, and ∗ +1 ∗ (resp. µ ¯N ). If the first in line does not consequently adopts her posterior belief µ ¯N 1 1 renege, she reveals to the nth in line that she has previously observed service, and hence that the server is good. Therefore, waiting N ∗ + 1 − n (resp. N ∗ + 2 − n) periods for 22



In that case, equilibrium requires q ∗ < 1. See the discussion in the Appendix A.9.
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the result of the first in line’s experimentation generates an informational benefit for later arrivals. The expected cost of acquiring this amount information is less for nth in line than for the first in line: later arrivals do not need to queue for as long as her in the bad server state. However, their expected benefit is also lower, since later arrivals face more congestion (parameterized by ψ n ). As the cost of congestion becomes small (as δ increases), the discrepancy in benefits shrinks, and it ultimately becomes optimal for the nth in line to wait until the queue reaches length N ∗ , so as to obtain the first in line’s information. Lemma 9, proved in Appendix A.10 and A.11, provides a condition ensuring that an individual joining the queue at the nth position, for 1 < n ≤ N ∗ + 1), does not find it optimal to autonomously renege before the queue reaches length N ∗ + 1), even if the benefit the agent derives from obtaining the first-in-line’s information is not accounted for. That is, we establish a condition under which N (n, µ ¯0n (N ∗ )), the willingness of the nth in line to experiment based only on her private observation of the server activity (defined in (7)), exceeds N ∗ − n + 2. This provides a sufficient condition for the agents at positions 2, . . . , N ∗ + 1) to herd on the first-in-line. Abstracting from the informational benefit from observing the first in line allows us to make an argument that does not depend on the calculated values of the stationary distribution in the good state, but instead relies on bounds on that stationary distribution. For every N ≥ 1, we define the threshold d(α, N ) ∈ (0, 1) as, (19)



δ > d(α, N )



⇔



ψ N δw >



α2 > 0. α2 − ψ(1 − δ)



Intuitively, this threshold on the discount factor ensures that VN , the value of being N th in line at a server known to be good, is large. The threshold is illustrated in Figure 6 for various values of N . Lemma 9 Fix (α, δ, µ) ∈ (0, 1)3 . ¯0n (N ∗ )) > N ∗ − n + 2, for ¯01 (N ∗ )) = N ∗ implies that N (n, µ (1) If δ > d(α, N ∗ ), then N (1, µ ∗ all 1 < n ≤ N + 1. (2) Let N (1, µ ¯01 (N ∗ )) = N ∗ . (a) When δ → 1, the condition δ > d(α, N ∗ ) is satisfied. (b) For every α ∈ (0, 1) there exists µ∗ (α), such that for every µ < µ∗ (α) there exists an open interval, D∗ (α, µ) ⊂ (0, 1). Then, for every δ ∈ D∗ (α, µ), the condition δ > d(α, N ∗ ) is satisfied. When µ → 0, sup (D∗ (α, µ)) → 1. The belief µ∗ (α) and the interval D∗ (α, µ) are defined in Lemma 16 in Appendix A.11 Lemma 9 (1) provides a condition for verifying that our third equilibrium condition is satisfied. Observe that the threshold d(α, N ∗ ) depends on the endogenous equilibrium variable N ∗ . Lemma 9 (2) ensures that there exist parameter values (α, δ, µ) at which this condition is satisfied. First, it holds when δ → 1, as already discussed. It is also satisfied for intermediate values of δ, particularly when α is high (so that, in the good state, service is fast) and/or µ is low. In these cases, the first in line does not experiment for long durations, because she is pessimistic (µ low) and/or because learning happens fast (α high). In consequence, it is less costly for an agent joining the queue behind the first in line to wait for her private information. 24



Figure 6: The threshold d(α, N ∗ ) when N ∗ = 1, N ∗ = 10 and N ∗ = 50. (Illustrated for w = 4.)



Finally, the next lemma shows that M ∗ and N ∗ , as defined in (17) and (18), satisfy N < M ∗ whenever the condition from Lemma 9 holds, completing our proof of Proposition 1.1. The proof is in Appendix A.12 ∗



Lemma 10 If (α, δ, µ) satisfy the sufficient condition in Lemma 9, then M ∗ and N ∗ , as defined in (17) and (18), satisfy N ∗ < M ∗ .



4.5



Equilibria with imperfect revelation: N ∗ ≥ M ∗



In this section we complete the proof of Proposition 1.2 and 1.3. That is, we establish the existence of a BNE with imperfect revelation. Furthermore, we show that such an equilibrium cannot exist for high values of δ. We begin by describing the four equilibrium conditions. For each 1 ≤ n ≤ M + 1, an individual arriving at the nth position forms her posterior belief µ ¯0n about the server state using the steady-state distributions of queue lengths derived in Proposition 2 for the case M ≤ N. At a strategy profile σ ∗ (q, N, M ) with M ≤ N , the player joining the queue at the M th position cannot learn, merely by observing the queue length, that the server is in the good state. Therefore, the condition M ∗ = M does not determine the equilibrium value of M , as it did in the equilibrium with perfect revelation. Instead, M ∗ is determined as follows: the individual arriving at the queue at the (M ∗ + 1)th position must prefer balking, while the individual arriving at the M *th position must prefer joining the queue and waiting N ∗ + 1 − M ∗ periods (if q ∗ = 1, and N ∗ + 2 − M ∗ periods if q ∗ ∈ (0, 1)) to obtain the first-in-line’s information. Consequently, M ∗ < M. For an individual arriving at the M ∗ th position, the payoff from abiding by the strategy ∗ σ ∗ by joining the queue and herding on the first-in-line is denoted UM (¯ µ0M ∗ ) and defined in th (A.27). For an individual arriving at the (M ∗ + 1) position, balking must be preferable to the following deviations from σ ∗ : (1) joining the queue and experimenting for N − M ∗ h periods so as to herd on the first-in-line — we let UM µ0M ∗ +1 ) denote the resulting payoff ∗ +1 (¯ to the (M ∗ + 1)th in line; (2) joining the queue and experimenting for m < N −M ∗ periods h — we let UM ∗ +1 (m, µ ¯0M ∗ +1 ) denote the corresponding payoff. The functions UM µ0M ∗ +1 ) ∗ +1 (¯ 25



and UM ∗ +1 (m, µ ¯0M ∗ +1 ) are defined in (A.46) and (A.47) respectively. They account for the fact that an individual arriving at the (M ∗ + 1)th position does not know whether she is the first, second, third, etc individual to arrive at that position behind a given first in line. Under imperfect revelation, the equilibrium values q ∗ , N ∗ and M ∗ satisfy the following four conditions23 : 1. M ∗ satisfies (20)



 ∗ µ0M ∗ ) ≥ 1,  UM ∗ (¯ U h ∗ (¯ µ0 ∗ ) < 1,  M +1 M +1 maxm


2. In equilibrium, it must be optimal for an agent arriving at the first position in line to experiment for N ∗ periods. Thus N ∗ = N (1, µ ¯01 ). Equivalently: µ ¯N 1



(21)



∗ −1



∗



¯N ≥ µ1 > µ 1 .



3. In equilibrium, it must be optimal for the individuals joining the queue at positions n = 2, . . . , M ∗ to herd on the first in line. A sufficient condition24 for this is N (n, µ ¯0n ) ≥ N ∗ − n + 1, or equivalently: (22)



µ ¯N n



∗ −n



≥ µn ,



∀n = 2, . . . , M ∗ .



4. Finally, it must be the case that M ∗ ≤ N ∗ . We begin by showing that an equilibrium with imperfect revelation always exists for some parameter values. Indeed, Lemma 11 established necessary and sufficient conditions on (α, δ) such that an equilibrium with M ∗ = N ∗ = 1 and q ∗ ∈ (0, 1] exists, thus proving Proposition 1.2. Lemma 12 then shows that an equilibrium with N ∗ ≥ M ∗ ≥ 1 only exists for values of δ that lie below an upper bound which is strictly less than 1, thus proving Proposition 1.3. We begin by establishing equilibrium existence. Let (23)



⇔ ⇔



δ = δ 1 (α, µ, q) δ = δ¯1 (α, µ, q)



µ ¯01 = µ1 , µ ¯11 = µ1 .



The bounds δ 1 (α, µ, 1) and δ¯1 (α, µ, 1) are illustrated for different values of the prior µ in Figure 7 below. The next Lemma states that these bounds are necessary and sufficient for the existence of an equilibrium with N ∗ = M ∗ = 1.25 At such an equilibrium, when q ∗ = 1, all individuals arrive at the first position in line. This event is therefore not informative These are the analogues of the four conditions characterising the BNE for N ∗ > M ∗ . This sufficient condition does not take into account the informational benefit that accrues to an individual when she obtains the first in line’s information. (See Appendix (A.10).) 25 Recall that when the value V1 of being first in line at a server known to be good is less than 1, the value of the outside option, it is optimal for any individual arriving at the queue to immediately balk and take the outside option, and the unique BNE has M ∗ = N ∗ = 0. 23
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about the server state and an individual arriving at the first position bases her decision to join the queue or not solely on her prior, µ. Given (α, µ), it is optimal for her to join the queue if and only if she is sufficiently patient: δ > δ 1 (α, µ, 1). Furthermore, she must find it optimal to renege on the queue after one service failure. This is the case if and only if she is sufficiently impatient: δ < δ¯1 (α, µ, 1). When q ∗ ∈ (0, 1) the first in line is indifferent between reneging after N ∗ = 1 or N ∗ + 1 = 2 service failures if and only if δ = δ¯1 (α, µ, q ∗ ). At such an equilibrium it is possible for an individual to arrive at the second position in line. Because of the simple form taken by the stationary distribution of queue lengths, the posterior belief µ ¯20 she forms is equal to the posterior belief µ ¯11 held by the first in line after observing one service failure. Because the threshold µn increases with n, if the first in line is indifferent between reneging after one or two service failures, then balking is a fortiori optimal for the individual arriving at the second position in line. The proof of Lemma 11 is in Appendix A.14. Lemma 11 Fix (α, µ) ∈ (0, 1)2 . An equilibrium with M ∗ = N ∗ = 1 and q ∗ = 1 exists if and only if δ 1 (α, µ, 1) < δ < δ¯1 (α, µ, 1). An equilibrium with M ∗ = N ∗ = 1 and q ∗ ∈ (0, 1) exists if and only if δ = δ¯1 (α, µ, q ∗ ).



The bounds δ 1 (α, µ, q) and δ¯1 (α, µ, q) for µ = 0.5, µ = 0.03 and µ = 0.97, from left to right. (Illustrated for q = 1, w = 4.)



Figure 7:



¯ N ∗ , M ∗ ) < 1 so that δ(α, M ∗ ) < Lemma 12 derives bounds, δ(α, M ∗ ) > 0 and δ(α, ∗ ∗ ∗ ¯ N , M ) is a necessary condition for σ (q ∗ , N ∗ , M ∗ ) to constitute a BNE with δ < δ(α, imperfect revelation. The lower bound δ(α, M ∗ ) is necessary for the first equilibrium condition in (20), which states that an individual arriving at the M ∗th position must find it optimal to join the queue and herd on the first in line. It is defined as the unique value of δ ∈ (0, 1) satisfying (24)



∗



VM ∗ = ψ M δw = 1



⇔



δ = δ(α, M ∗ ) > 0,



where Vn is defined in (2). When δ = δ(α, M ∗ ), VM ∗ = 1 and an individual is just indifferent between joining at the M ∗th position a queue at a server known to be good or balking upon arrival. An individual still uncertain about the server state strictly prefers balking. ¯ N ∗ , M ∗ ) < 1 on δ reconciles the equilibrium condition (21) for The upper bound, d(α, the first in line, and the second and third equilibrium conditions in (20) for the individual 27



arriving at the (M ∗ + 1)th position. The first in line must be patient enough to experiment for duration N ∗ , whereas the individual arriving at the (M ∗ +1)th position, where M ∗ ≤ N ∗ , must be impatient enough to prefer balking rather that joining the queue. The upper bound ¯ N ∗ , M ∗ ) < 1 is defined as the unique value of δ ∈ (0, 1) satisfying: d(α, (25) ( M ∗ +1 ψ δw = 1 for N ∗ = M ∗ ¯ N ∗, M ∗) ⇔ ∗ +1 M δ = d(α, ∗ δw−1 y1 (N ∗ − M ∗ )(1 − α)N −1 = ψ ψδw−1 for N ∗ > M ∗ yM ∗ +1 ¯ N ∗ , M ∗ ) are illustrated in Figure 8. Lemma 12 is proved The bounds δ(α, M ∗ ) and d(α, in Appendix A.15. Lemma 12 For all (α, µ) ∈ (0, 1)2 and for all N ∗ ≥ M ∗ ≥ 1, if σ ∗ (q ∗ , N ∗ , M ∗ ) constitutes ¯ N ∗ , M ∗ ) < 1. a BNE, then: (a) δ > δ(α, M ∗ ) > 0; (b) δ < d(α,



¯ N ∗ , M ∗ ) illustrated for w = 4, M ∗ = 2 and, The bounds δ(α, M ∗ ) and d(α, ∗ ∗ from left to right, for N = 2, N = 3, N ∗ = 4 and N ∗ = 10.



Figure 8:



Lemma 12 implies that equilibria with imperfect revelation fail to exist when players are too patient. This is intuitive: for an equilibrium with imperfect revelation to exist, players must be impatient enough to refuse to join long queues. This concludes the proof of Proposition 1.3.



4.6



Other Equilibria?



In this section, we discuss whether other equilibria might exist for this game. Under an arbitrary mixed strategy profile, the state-dependent stationary distributions of queue lengths are complicated to define, and we do not examine them in this paper. Instead, we restrict attention to pure strategy profiles. In that case, the stationary distributions are well defined, and an agent’s inference upon arrival proceeds as in the previous sections. Moreover, since agents’ information sets are nested, it remains true that, whenever an agent sees her predecessor renege, she also finds it optimal to renege. We therefore consider the class of “herding” strategies, defined below, where later arrivals in the queue herd on the decisions of those ahead of them. Those generalise σ ∗ .
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We show, in Lemma 13, that for α and δ sufficiently large, these strategies cannot sustain an equilibrium. For these parameters, among all herding strategies, the profile σ ∗ (q ∗ , N ∗ , M ∗ ) is the only possible symmetric BNE.26 The strategy σ ∗ we have studied up to now belongs to a broader class of strategies which focus on particular individuals at particular positions in the queue and whose actions are informative. We call these individuals “herding leaders”. The strategy of a herding leader is to pick a number of periods to experiment and to renege if no service is observed before that time has elapsed, or if someone ahead of her reneges. The strategy of “herding followers” is to focus on the closest herding leader ahead of them in the queue and to renege only if she does. So, once in the queue, only a herding leader’s decision to renege depends on her private learning, whereas a herding followers’ decision to renege depend only on the publicly observable herding leaders’ actions. Below we give a formal definition of a pure strategy with multiple herding leaders. In this strategy, the individuals at locations 1, `2 , . . . , `C in the queue are the ones who may unilaterally leave the queue. As above, the first in line unilaterally reneges after L1 = N periods without observing service. The herding leader at position `c in the line unilaterally reneges after Lc ∈ N periods without observing service, or reneges if someone ahead of her does All remaining agents renege if and only if they observe someone ahead of them renege, but stay in line if they ever observe service. C Definition 2 The strategy with C ≥ 2 herding leaders: σ ˘ (N, (`c )C c=2 , (Lc )c=2 , M ) with 1 < `c < `c+1 for all c ≥ 2; L2 < N − `2 + 1; and Lc < Lc−1 − `c + 1 for all c ≥ 3:



• Upon arriving at the queue, an individual joins the queue if and only if she is at most M th in line. • Once in the queue, if she observes service, she never reneges. • Conditional on not observing service: – If she joined the queue at the first position then she is the first herding leader. She does not renege for the first N − 1 periods, and reneges at the exit stage of the N th period. – For each c = 2, . . . , C, if she joined the queue at the `c th position, then she is the cth herding leader. If at any point she observes an agent ahead of her renege, she reneges in the same period as that agent. Otherwise, she does not renege for the first Lc − 1 periods, and reneges at the exit stage of the Lth c period. – If she joined the queue at any of the remaining positions, the she is a herding follower. She reneges if and only if an agent ahead of her does, and in the same period as that agent. As one might expect, the stationary distributions under these strategies are quite complex. Figure 9 illustrates the behavior of the queue at a bad server under the symmetric C strategy profile σ ˘ (N, (`c )C c=2 , (Lc )c=2 , M ). In the first panel, there are two herding leaders: 26



Outside of these parameter values, we cannot exclude the existence of other equilibria.
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the first in line, who autonomously reneges on the queue if the twenty-one first service opportunities she observes are unsuccessful, and the third in line, who autonomously reneges on the queue if the eight first service opportunities she observes are unsuccessful. Thus, the strategy profile in the first panel has (N, `2 , L2 ) = (21, 3, 8) (and M ≥ 10). In the second panel, there is an additional herding leader: the fifth in line, who autonomously reneges on the queue if the four first service opportunities she observes are unsuccessful. Thus, the strategy profile in the second panel has (N, (`2 , `3 ), (L2 , L3 )) = (21, (3, 5), (8, 4)) (and M ≥ 8). Observe that in both examples, there are three individuals joining the queue at the third position in line behind a given first in line, and that in the second example there are five individuals joining the queue at the third position behind a given first in line.



Figure 9: The behavior of the queue at a bad server under the symmetric strategy profile σ˘ (21, 3, 8, M ) for M > 10 (first panel) and σ ˘ (21, (3, 5), (8, 4), M ) for M > 8 (second panel). (These strategy profiles need not be equilibrium profiles.)



In general, under the strategy profile σ ˘ we will assume there are always at least two instances of the `c th in line, for every c = 2, . . . , C. At a good server, there is no upper bound on the possible number of instances of the `c th in line behind a given first in line. Crucially, an individual joining the queue at the `c th position does not know whether she is the first, second, . . . , instance of the `c th in line behind a given first in line. The next lemma provides sufficient conditions precluding the existence of equilibria with more than one herding leader. The proof is given in Appendix A.16.
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˘ (`c )C , (L ˘ c )C , M ) with C ≥ 2, and where Lemma 13 Consider the strategy profile σ ˘ (N, c=2 c=2 ˘ denotes the optimal duration of experimentation for the first in line, and L ˘ c denotes the N th optimal duration of experimentation for the `c in line. If α ≥ 1/2



and



˘



ψ N δw >



α2 > 0, α2 − ψ(1 − δ)



˘ (`c )C , (L ˘ c )C , M ) with C ≥ 2 does not constitute a symmetric BNE. then σ ˘ (N, c=2 c=2 ∗



˘



Lemma 13, together with Lemma 9, imply that if α ≥ 1/2 and ψ max[N ,N ] δw > α2 /(α2 − ψ(1 − δ)), there can be only one herding leader in equilibrium: the first in line. The intuition for Lemma 13 is as follows. Consider the second herding leader, the `2 th in line, and the individual just ahead of her, the (`2 −1)th in line. In equilibrium the first in ˘ of her experimentation optimally and the (`2 −1)th in line finds line chooses the duration N it optimal to herd on the first in line. In particular, given the posterior belief she forms upon arriving at the queue at the (`2 − 1)th position (based on the stationary probabilities of arriving at that position in each state), she must find it optimal not to renege before ˘ periods of experimentation. That the first in line has had a chance to completes her N ˘ is, she must find it optimal to remain in line for N − `2 periods. In contrast, the `2 th ˘ 2 periods, conditional on not in line must find it optimal to renege autonomously after L observing service. The proof of the lemma argues that these two conditions contradict each other when the sufficient conditions of Lemma 13 are satisfied. The reason is that the person arriving at position `2 is unable to be sufficiently pessimistic to leave the line so much earlier than the person at position `2 − 1. Our proof we do not require calculating the stationary distribution explicitly. Instead we use bounds on the stationary distribution that arise under the strategy profile σ ˆ. This follows from the peculiar aspect social learning takes for the `2 th in line. If she were the k2 th instance of the `2 th in line behind a given first in line who is as yet uninformed, ˘ − (k2 − 1)L ˘ 2 − `2 + 1 service failures she would observe the uninformed first then after N in line renege. Thus, if the first in line does not renege at that point, the `2 th in line learns that she is not the k2 th instance of the `2 th in line behind an uninformed first in line. As a result, her posterior belief that the server is good does not fall as dramatically in that period as that of the (`2 − 1)th in line. (For some parameter values her posterior may even jump up.) This increase in the `2 th in line’s optimism relative to that of the (`2 − 1)th ˘2 in line’s implies that the `2 th in line cannot find it optimal to renege after observing L ˘ − `2 service failures in order service failures if the (`2 − 1)th in line accepts to observe N to herd on the first in line.
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Comparative Statics



In this section we review the comparative statics results on the properties of the equilibrium as the parameters (α, w, µ and δ) of the model vary. We also establish some new results. In Lemma 6 we established the fundamental properties of social learning at an equilibrium σ ∗ (p, N, M ). We showed that if the service rate at a good server is high, then arriving 31



at the first position in line is good news in equilibrium and the first in line experiments for longer than she would as a single decision-maker, based solely on her prior µ. However, when the good server is slow, arriving at the first position in line is bad news and the first in line experiments less than a single decision-maker. These effects on the amount of experimentation in equilibrium are counteracted by the result on social memory reported in the following section. In Lemma 8 we showed that as the discounting increases there is a non-monotone effect on the equilibrium experimentation by the first in line. When the service rate at a good server is high, so that queues tend to empty out (α > 1/2), a decrease in the costs of waiting tends to increase the amount of time the first in line and all other individuals are prepared to wait. However, the reverse effect occurs when the queue tends to grow (α < 1/2). In equilibrium it is very rare that the queue clears, because individuals who know the server is good will tend to wait a very long time (as δ → 1). As a result, finding yourself first in line is very bad news and an individual arriving at the first position in line will randomize over one or two periods of experimentation. We now give a result on how N ∗ (the equilibrium experimentation by the first in line) is affected by these variables. For simplicity we will focus on the case where α > 1/2 and M ∗ > N ∗ . The effects on our equilibrium of these parameters are similar in direction, but different in magnitude, to how changes in the variables would affect the single-agent problem. To be precise, increasing the prize w or the probability of the good state µ increases equilibrium N ∗ , just as they would in the single-agent optimization. Decreasing the costs of delay (increasing δ) also increases the equilibrium N ∗ . In the single-agent problem the effect of α on the length of experimentation is non-monotonic. There are two effects of increasing α. First it increases the value of being in the good state (as service arrives more quickly), this role of α makes agents want to wait longer to find the good state. The second role of α is to speed up learning, for example if α is very close to unity only one period of waiting is sufficient to detect whether service occurs or not and so N ∗ need only be quite small to learn effectively. This non-monotonicity is replicated in the comparative statics we provide. Thus we will show that N ∗ is increasing in α (for α close to 1/2) and decreasing in α (as α → 1). Lemma 14 Let σ ∗ (1, N ∗ , M ∗ ) be a pure strategy equilibrium satisfying N ∗ < M . Then N ∗ increases in µ, w and δ. There exists 1/2 < α` < αr < 1 such that N ∗ increases in α for α ∈ [1/2, αl ) and N ∗ decreases in α for α ∈ (αr , 1].
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Social Memory



Let us define social memory to be the average time it takes to go from a state in which an individual arrives at the queue in first position to the next such state. An individual arriving first in line has no way of learning from the past experience of those who have been in the queue before her: the social memory is reset. Here we will show that although large α is good for individual learning, it bad for social memory in this equilibrium. Thus one aspect of socially efficient behavior—preserving what is already learnt—is not achieved at the equilibria we study when α is large but is achieved when α is small. 32



By the standard results for positive recurrent Markov processes, the mean return time to the state in which an individual arrives at the queue in first position conditional on the server being good is given by 1/y1 , the inverse of the stationary probability of that state (see for example, Br´emaud (1999) p. 104). As this is something we have calculated (see A.22) we have the following result. Corollary 1 If the server is in the good state, the social memory is )  N ( N X φ 1 − φM −i 1 − φM +1 − 1+φ . 1−φ 1+φ 1 − φ i=0 It is simple to see that as α approaches unity (φ goes to zero), the social memory vanishes, and the episodes in between social memory resets become very short. We can also show that these become arbitrarily large as α becomes small (φ → ∞).27 When this is the case it must be that most of the time everyone in the queue knows that the server is in the good state
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Conclusions and Further Work



The ingredients in our queueing model—individual learning, observational learning and payoff externalities—arise in many economic and social contexts. Consider, for example, firms that are engaged in R&D projects in closely related areas. If one firm has a success, this is good news for other firms, since it indicates that the entire area of research is worthwhile. However, the greater the number of firms that are competing in the area, the less lucrative the value of any patent that the firm secures. Similar concerns arise in other contexts, such as firms drilling for oil in the same geographical area, or lenders to venture capitalists in a nascent industry. The example above suggest an alternative modeling choice for the queue discipline. For instance, the first-come-first-served discipline could be replaced by an egalitarian random order processing discipline where existing service capacity is allocated equiprobably to all agents currently in the queue.28 In such a model, when an agent reneges, the congestion faces by the remaiing agents is lessened, offsetting their increased pessimism about the server state. Consequently, if the first individual in line reneges on the queue, then, even through all agents behind her adopt her belief, it is no longer the case that all of them wish to renege with her. This significantly complicates the stochastic process governing the steady-state distribution of queue lengths. It particular, the system of dynamic equations produced does not admit a closed form solution. Nevertheless, even though the nature of congestion in some of these contexts might be differently structured, issues similar to those in our model arise, and we hope that the results derived here will be useful in analyzing these related problems. The crucial benefit The greatest power of φ dominates the polynomial, this is φM +1 (1−φN (φ+1)−N )/(φ−1). L’Hˆopital’s rule shows that this tends to infinity. 28 That is, if at the beginning of period τ there are nτ agents in line, and service capacity gτ < nτ is produced, then each agent is served with probability gτ /nτ . 27
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of the queuing structure is that the individuals’ information is nested: any individual has collected strictly less information than those ahead of her in the queue. The fundamental insight our queuing model offers to the more general question of experimentation with informational and payoff externalities is that strategy profiles in which individuals concentrate the social learning on certain focal individuals might result in such nesting of information and are more likely to constitute equilibria in more general settings.
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A A.1



Appendix Proof of Lemma 2



Proof: Taking a difference and substituting for ψ gives:   (1 − µ0n )ψ(1 − δ) µ0n α m n 0 0 m ψ δw − 1 − (A.1) Un (m + 1, µn ) − Un (m, µn ) = δ (1 − α) . ψ µ0n α(1 − α)m The term in braces is strictly decreasing in m and tends to negative infinity as m → ∞. The function Un (., µ0n ) is, therefore, strictly quasi-concave in m and has a maximal value on m ≥ 0. Thus, there is a solution to the problem maxm≥0 Un (m, µ0n ). The maximising m is described by the smallest m for which Un (m + 1, µ0n ) − Un (m, µ0n ) is non-positive. The solution is generically unique by the strict monotonicity of the braces in (A.1). Setting the braces in (A.1) to equal zero allows us to determine m∗ in (7). After observing m periods of unsuccessful experimentation the individual forms the posterior belief µm n =



µ0n (1 − α)m , 1 − µ0n + µ0n (1 − α)m



so that



0 µm n m µn = (1 − α) . 1 − µm 1 − µ0n n



Using this expression and setting the braces in (A.1) equal to zero gives us the expression in (8) for µn , the nth in line’s cutoff posterior. It is optimal for the nth in line to experiment as long as µm n ≥ µn and to renege otherwise. ∗ 0 If µn is such that Un (m∗ + 1, µ0n ) = Un (m∗ , µ0n ), or equivalently µm n = µn , then it is optimal to experiment for m∗ periods, or m∗ + 1, or to randomise between the two. 



A.2



Proof of Proposition 2



Proof: I) Good server under perfect revelation (N ≤ M ): We will begin by considering the recursions which the stationary distribution of the queue lengths must satisfy when N ≤ M . Consider first the state in which the queue length is n = 1. It is possible to enter this state if there were previously r individuals in line and more than r service events occurred (probability αr ). It is also possible to enter state n = 1 if there were N or N + 1 individuals in line in the previous period and the first in line had never observed service, was not served and reneged, causing the entire queue to renege. Thus we can write y1 = zN (1 − α)(1 − α(1 − q)) +



M X



αr yr + αM yM +1 ,



r=1



where zN is the stationary probability of a queue length N with an uninformed first in line. The last term arises because there are M agents in line both in state yM and in state yM +1 . 36



For n > 1, n 6= N + 1 and n < M the queue can enter state n if no service occurred last period (probability 1 − α) and there were n − 1 individuals in the line, or if r − (n − 1) individuals are served (probability (1 − α)αr−n+1 ) and the queue was previously in state r. Thus M X yn = (1 − α) αr−n+1 yr + (1 − α)αM −n+1 yM +1 . r=n−1



The system transits to the state where the queue length is N + 1 if the queue is length N there is no service and either: (a) the first in line knows that the server is in the good state or (b) the first in line is uninformed but his randomising determines that she wait one more period (probability 1 − q). A second route to entering state N + 1 is if the queue was previously in state r > N and exactly r − N individuals were served. Hence M X



yN +1 = (1 − α)(yN − zN ) + (1 − α)(1 − q)zN + (1 − α)



αr−N yr + (1 − α)αM −N yM +1 .



r=N +1



A little re-arranging gives yN +1 + q(1 − α)zN = (1 − α)



M X



αr−N yr + (1 − α)αM −N yM +1 .



r=N



A similar calculation for queues of length N + 2 gives yN +2 = (1 − α)(yN +1 − zN (1 − α)(1 − q)) + (1 − α)



M X



αr−N −1 yr + (1 − α)αM −N +1 yM +1 .



r=N +2



or 2



yN +2 + (1 − q)(1 − α) zN = (1 − α)



M X



αr−N −1 yr + (1 − α)αM −N +1 yM +1 .



r=N +1



The probability that the queue is of length M equals yM + yM +1 , the probability that the latest agent arrives at the M th position and joins the queue, or at the M + 1st position and balks. An agent arrives at the M th position if the queue was of length M −1 at the end of the last period and no service occurred, or it was of length M and exactly one service event occurred: yM = (1 − α)yM −1 + (1 − α)α [yM + yM +1 ] . An agent arrives at the M + 1st position if the queue was of length M at the end of the last period and no service occurred: yM +1 = (1 − α) [yM + yM +1 ] . Re-arranging this gives yM +1 = yM (1 − α)/α and a substitution gives yM = (1 − α)yM −1 + αyM +1 . 37



This completes our description of the recursion satisfied by the state probabilities {yn }M n=1 . It is summarized below: (A.2) PM r  yr + αM yM +1 + zN (1 − α)(1 − α(1 − q)), n = 1;  r=1 α P  M  r−n+1 M −n+1  (1 − α) r=n−1 α yr + (1 − α)α yM +1 , 1 < n ≤ N;   PM   n = N + 1;  (1 − α) r=N αr−N yr + (1 − α)αM −N yM +1 − q(1 − α)zN , PM r−N −1 M −N −1 2 yn = (1 − α) r=N +1 α yr + (1 − α)α yM +1 − (1 − q)(1 − α) zN , n = N + 2;  PM  r−n+1 M −n+1  yr + (1 − α)α yM +1 , N + 2 < n < M;  (1 − α) r=n−1 α    (1 − α)yM −1 + αyM +1 , n = M.    (1 − α)α−1 yM , n = M + 1. P +1 Any non-negative solution to this system satisfying M n=1 yn = 1 is a stationary distribution. Before solving this system we will determine the value of zN , the stationary probability of a queue of length N with an uninformed first in line. Because at any date τ the arrival stage follows both the service and exit stages, if an agent arrives in the queue at the first position at date τ , it must be the case that the agent is uninformed: she arrives after the last service stage, and after the exit stage at which a queue of length N or N + 1 would have reneged. Therefore y1 = z1 . The probability that an individual who arrived at the first position in the queue is still not served after N − 1 further arrivals is (1 − α)N −1 . Therefore, the stationary probability of a queue length N with an uninformed first individual is (1 − α)N −1 y1 . Following the same argument for queue lengths n ≤ N , we conclude that zn = (1 − α)n−1 y1 ,



(A.3)



n = 1, 2, . . . , N.



It is now clear that the system (A.2) is homogenous degree one. Let us use the fact that (1 − α)



M X



α



r−n+1



yr = (1 − α)yn−1 + α(1 − α)



r=n−1



M X



αr−n yr



r=n



to simplify (A.2): (A.4)  α(1 − α)−1 y2 + zN (1 − α)(1 − α(1 − q)),     (1 − α)yn−1 + αyn+1 ,      (1 − α)yN −1 + αyN +1 + α(1 − α)qzN , (1 − α)yN + αyN +2 − (1 − α)qzN + α(1 − α)2 (1 − q)zN , yn =    (1 − α)yN +1 + αyN +3 − (1 − α)2 (1 − q)zN ,    (1 − α)yn−1 + αyn+1 ,    (1 − α)α−1 yM ,



n = 1; 1 < n < N; n = N; n = N + 1; n = N + 2; N + 2 < n < M + 1; n = M + 1.



We will now solve this difference equation. For n = 1, 2, . . . , N we have a difference equation of the form 0 = (1 − α)yn−1 − yn + αyn+1 with the initial and terminal conditions given respectively by the expressions for y1 and yN in (A.4). The characteristic polynomial 38



for this difference equation is (x − 1)(x − (1 − α)/α). For α 6= 1/2, it admits two distinct roots and the difference equation admits the general solution yn = K + Hφn ,



φ :=



1−α ; α



where K and H are arbitrary constants. (We treat the case where α = 1/2 in Appendix A.3.) Imposing the initial condition on this equation allows us to solve for K and gives yn =



(1 − α)2 (1 − α + qα)zN + Hφn , 1 − 2α



n = 1, 2, . . . , N.



Substituting this into the equations above for yN , yN +1 and yN +2 then gives: (1 − α)2 zN [(1 − α)(1 − q) + (q/φ)] , 1 − 2α (1 − α)2 =HφN +2 + zN [α + q(1 − α)] , 1 − 2α φ(1 − α)2 =HφN +3 + zN [α + q(1 − α)] . 1 − 2α



yN +1 =HφN +1 + yN +2 yN +3



Now let us turn to states N + 2 < n ≤ M + 1. Taking the terminal condition given by the expression for yM and yM +1 in (A.4) and substituting into the yM −1 equation gives 2 α yM −1 = 1−α yM +1 . Hence, yn = (α/(1 − α))M +1−n yM +1 . Or alternatively, yn = φn−N −2 yN +2 ,



n = N + 2, . . . , M + 1.



Combining the two parts of the solution we  (1−α)2 (1−α+αq)z N   1−2α 2 (1−α) zN yn = ((1 − α)(1 − q) + (q/φ)) 1−2α   (1−α)2 (α+q(1−α))zN n−N −2 φ 1−2α



get +Hφn , n = 1, 2, . . . , N ; N +1 +Hφ , n = N + 1; n +Hφ , n = N + 2, . . . , M + 1;



We now substitute the value of zN into the y1 equation. A re-writing of (A.3) gives   (1 − α)2 zN N −1 zN = (1 − α) (1 − α + αq) + Hφ . 1 − 2α Hence (1 − α)2 zN H(1 − α)N +1 φ(1 − α + αq) (1 − α + αq) = = −HφkN , 1 − 2α (1 − 2α − (1 − α + αq)(1 − α)N +1 ) where kN := (1 − α + αq)(1 − α)N +1 /[(1 − α + αq)(1 − α)N +1 + 2α − 1]. (kN is defined by our assumption in the statement of the Lemma.) Substituting into the above then gives:  n   φ − kN φ,   n = 1, 2, . . . , N ; q(1−φ) (A.5) yn = H φn − kN φ + α(φ+q) , n = N + 1;   n 0 φ − kN φn−N −1 , n = N + 2, . . . , M + 1; 39



0 where kN := kN (1 + qφ)/(φ + q). This gives the final form of the distribution given in the Lemma. To verify that this is a legitimate stationary measure we must check that there exists a scalar H such that the yn , defined by (A.5), are all non-negative. The terms yN +2 , . . . , yM +1 are all proportionate, so it is sufficient to check that y1 , . . . , yN +2 are non-negative. To address this question we will consider three separate cases. ∗ ∗ ∗ Let αN satisfy (1 − α + αq)(1 − α)N +1 + 2α − 1 = 0. (Then, αN < 1/2 and αN → 1/2 ∗ ∗ ∗ as N → ∞.) Furthermore, kN < 0 if α < αN and kN > 0 if α > αN . When α > αN , kN is strictly decreasing, with kN = 1 when α = 1/2. Furthermore noticing that for n > 1, (1 − α)n + 2α − 1 − αn has three roots on [0, 1] (they are 0, 1/2 and 1) and is strictly convex on (0, 1/2) and strictly concave on (1/2, 1), we obtain that φN +1 − kN has the same sign as 1 − kN . We therefore distinguish:



Case 2.1 (1/2 < α < 1): Since 0 < kN < 1, to ensure y1 ≥ 0 we require H ≥ 0. When H > 0 the terms y1 , . . . , yN +2 decrease (since φ < 1), so it is sufficient to check that yN +2 ≥ 0. This is the case since φN +1 ≥ kN . ∗ Case 2.2 (αN < α < 1/2): Since kN > 1, from y1 ≥ 0 we must have H ≤ 0. The terms y1 , . . . , yN , therefore, decrease (since φ > 1). It is sufficient to check that yN , yN +1 , yN +2 ≥ 0. The first two follow from kN > φN +1 . To verify that yN +2 ≥ 0 full substitution for k is necessary to get an inequality that is linear in q. The two cases q = 0 and q = 1 follow from the above inequalities.



Case 2.3 (α < 1/2): Since kN < 1, from y1 ≥ 0 we must have H ≥ 0. Since kN < 0 all yn are then positive. The constant H must be chosen so that the yn defined in (A.5) sum to unity. Thus we choose, M −N M +1 X q(1 − φ) 1 + qφ X n φ − kN , φn − (N + 1)φkN − kN H −1 = φ + q α(φ + q) n=1 n=1 or H −1 =



φ(1 − φM +1 ) 1 + qφ 1 − φM −N +1 (1 − φ2 ) − kN φN − kN + (1 − q)kN . 1−φ φ+q 1−φ φ+q



It will be convenient to cancel φ when we re-write the above as (10) in the Lemma. After some algebra it can be verified that for α ∈ (0, 1), H has the same sign as 1 − kN , and we therefore have a legitimate stationary measure with yn > 0 for all n = 1, . . . , M + 1. The uniqueness of this stationary distribution follows from the fact that the strategy described induces an irreducible Markov process on the states n = 1, . . . , M . II) Good server under imperfect revelation (M ≤ N ): Now the queue never grows longer than length M , even if the first in line is still experimenting, because no additional agent is willing to join a queue longer than M . The probability of arriving at the M + 1st position (and then balking) depends on whether the first in line is informed or not. If the first in line is uninformed and there are M agents in line, then N − M 40



further unsuccessful service events occur before the first in line exits — or N − M + 1 if she exits after observing N + 1 unsuccessful service event, which her strategy prescribes with probability (1 − q). If the first in line is informed there can be infinitely many unsuccessful service events. Therefore: (A.6)



yM +1 = zM



NX −M



(1 − α)i + zM (1 − q)(1 − α)N −M +1 + (yM − zM )



∞ X



i=1



(1 − α)i .



i=1



Simplifying: (A.7)



yM +1 =



 1−α yM − zM (1 − α)N −M (1 − α + qα) . α



The probability of arriving at the first position equals the probability of a queue of length 1, . . . , M clearing plus the probability of an uninformed first in line reneging after having observed N or N + 1 unsuccessful service events: (A.8)



y1 = z1 =



M X



αr yr + αM yM +1 + z1 (1 − α)N (1 − α + qα).



r=1



For M < N , the probability of arriving at the nth position satisfies the same recursion as for N ≤ M : (A.9)



yn = (1 − α)



M X



αr−n+1 yr + (1 − α)αM −n+1 yM +1 ,



n = 2, . . . , M ;



r=n−1



and the probability of arriving at the nth position and the first in line being uninformed is zn = (1 − α)n−1 z1 ,



(A.10)



n = 2, . . . , M.



The recursion A.9 gives the same difference equation as before yn = αyn+1 + (1 − α)yn−1 ,



n = 2, . . . , M ;



which, for α 6= 1/2, admits the same general solution yn = K + Hφn as previously. (We treat the case where α = 1/2 in Appendix A.3.) Rewriting the initial condition A.8 by substituting A.9 for y2 , we obtain: y1 =



α y2 + z1 (1 − α)N (1 − α + qα). 1−α



Imposing this on yn = K + Hφn we obtain: yn =



(1 − α)N +1 (1 − α + qα) z1 + Hφn , 1 − 2α



n = 1, . . . , M.



We use z1 = y1 to solve for H in the expression above to obtain: yn = z1



φn−1 − kN , 1 − kN 41



n = 1, . . . , M ;



where kN is as defined previously. Using this expression for n = M together with the terminal condition A.7 (where we use A.10 to simplify zM ) then gives yM +1 = z1 and yM + yM +1 = Finally, imposing the condition that z1 1= 1 − kN



(A.11)



PM +1 n=1



M −1 X



φM − kN φ−1 , 1 − kN z1 φM − kN . 1 − α 1 − kN yn = 1 we get



φn−1 − kN



n=1







φM − kN + 1−α



! ,



which simplifies to (A.12)



z1 1= 1 − kN







 1 − φM +1 −1 − kN (M + φ ) . 1−φ



This determines the last part of the solution. We now verify that all the yn are non-negative. For 2 ≤ n ≤ N + 1, we have that 1 < φn−1 < φN +1 when α < 1/2 and 1 > φn−1 > φN +1 when α > 1/2. So for all admissible values of α ∈ (0, 1), φn−1 − kN lies between 1 − kN and φN +1 − kN . We have seen in the treatment of M ≤ N that these two expressions have the same sign for all admissible values of α. It follows that (φn−1 − kN )/(1 − kN ) is positive for all admissible α ∈ (0, 1). So it is sufficient to verify that z1 ≥ 0. ∗ From (A.12) we have that z1 > 0 for α < αN , because kN < 0. In (A.11) the term in brackets is a sum of positive terms for α > 1/2 and a sum of negative terms for ∗ ∗ and so z1 ≥ 0 also < α < 1/2. It therefore has the same sign as 1 − kN when α > αN αN ∗ for α > αN . Hence we have derived a legitimate stationary measure when M ≤ N . III) Bad server: We conclude by deriving the stationary distribution conditional on the server being in the bad state. For M ≤ N the transition equations are: x1 = · · · = xN and xN +1 = (1 − q)xN . For N < M they are: x1 = · · · = xM and xM +1 = (N − M + 1 − q)xM . In each case the result follows from the requirement that the probabilities sum to 1. 



A.3



Stationary distribution for α = 1/2.



Lemma 15 Let α = 1/2. For N < M , the stationary distribution of queue lengths is  2(2N +1 −(n−1)(1+q))   , n ≤ N, N +2  (2M −N +1)−4(M −N +q)  (M +1)2 −(1+q)N N +1 2(2 −N (1+q))−4q yn = , n = N + 1, (M +1)2N +2 −(1+q)N (2M −N +1)−4(M −N +q)   N +1  2(2 −N (1+q))−4  , n ≥ N + 2. (M +1)2N +2 −(1+q)N (2M −N +1)−4(M −N +q) 42



For N ≥ M , the stationary distribution of queue lengths is  2(2N +1 −(n−1)(1+q))  , n ≤ M, (M +1)2N +2 −(1+q)((M +1)M +2) yn = N +1 2(2 −(M +1)(1+q))  , n = M + 1. (M +1)2N +2 −(1+q)((M +1)M +2) Proof: We now derive the stationary distribution of queue lengths n = 1, . . . , M +1 for the case where N < M , by solving the system of difference equations in (A.4) for the case where α = 1/2. For n = 1, 2, . . . , N , yn solves the difference equation 0 = (1−α)yn−1 −yn +αyn+1 , whose characteristic polynomial, (x−1)(x−(1−α)/α), admits a unique root when α = 1/2. We therefore obtain the general solution: yn = K + nH. Imposing the initial condition, given by the expression for y1 in (A.4), on this equation, we solve for H and obtain: 1 n = 1, 2, . . . , N. yn = K − n zN (1 + q), 4 Substituting into the expressions for yN , yN +1 and yN +2 in (A.4) respectively, we obtain: 1 1 yN +1 =K − (N + 1)zN (1 + q) − zN q, 4 2 1 1 yN +2 =K − (N + 2)zN (1 + q) − zN (1 − q), 4 4 1 1 yN +3 =K − (N + 3)zN (1 + q) + zN q. 4 2 The terminal condition, given by the expression for yM +1 in (A.4), gives yM = yM +1 , and from the expression for yn when N + 2 < n < M + 1 in (A.4) we obtain that: yM +1 = yM = · · · = yN +3 . Substituting the expression for y1 into zN = (1 − α)N −1 y1 gives: zN = ζK,



ζ :=



2N +1



4 . +1+q



Imposing that the yn sum to unity: 1=



N X



yn + yN +1 + yN +2 +



n=1



M +1 X



yN +3 ,



n=N +3



and solving for K we obtain: 1 1 1 K −1 = M + 1 − ζ (N + 3)(2M − N )(1 + q) + ζ (M − N − 2)q − ζ (1 − q). 8 2 4 The resulting stationary distribution of queue lengths when N < M is described in the above lemma. (The case N ≥ M can be analysed in a similar fashion.) 
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A.4



Proof of Lemma 3



Proof: Let πss0 denote the probability of moving from state s ∈ S to state s0 ∈ S under the Markov process followed by the queue in the good state. Also, let πs = {πss0 }s0 ∈S ∈ ∆(S) denote the probability distribution of tomorrow’s state s0 ∈ S conditional on today’s state being s. Finally, let s∗ denote the queue state where there is one uninformed individual in the queue at the end of the period. We can bound the distance between two distributions πs and πr in the following way X |πss0 − πrs0 | ≤ |πss∗ − πrs∗ | + (1 − πss∗ ) + (1 − πrs∗ ), ∀s, r ∈ S. s0 ∈S



(This upper bound follows by separating out the s0 = s∗ term and then realizing that the remaining terms would be maximised if the support of πs and πr only had the point s∗ in common.) Without loss of generality, suppose that πss∗ ≥ πrs∗ . If this is so, then substituting |πss∗ − πrs∗ | = πss∗ − πrs∗ we have kπs − πr k :=



1X |πss0 − πrs0 | ≤ 1 − πrs∗ ≤ 1 − αM , 2 s0 ∈S



∀s, r ∈ S.



The final inequality above follows from the construction of the service process: πss∗ ≥ αM for all s ∈ S. (If the service capacity is greater than or equal M the state s∗ is visited next period whatever the current state.) The extremes of the above chain of inequalities imply that the Dobrushin Coefficient of this process is less than 1 − αM . The Lemma then follows by Theorem 7.2, p.237, of Br´emaud (1999). 



A.5



Proof of Lemma 4



Proof: Individuals have the prior µ that the server is in the good state and the prior ν(1 − ν)τ that they have arrived in the system at calendar date τ . Let ynτ (respectively wnτ ) denote the probability that the individual arriving at calendar date τ finds herself at the nth position in line, conditional on individuals using the postulated queueing strategy and the server being good (respectively bad). She would then attach probabilities µ (1 − µ)



∞ X



τ =0 ∞ X



ν(1 − ν)τ ynτ := µβn1



ν(1 − ν)τ wnτ := (1 − µ)βn2



τ =0



to the server state being good or bad. Recall that yn denotes the stationary probability of queue length n in the good state. The following calculation shows that |βn1 − yn | → 0 as ν → 0. ∞ X yn − βn1 ≤ ν(1 − ν)τ |yn − ynτ | τ =0
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≤



∞ X



ν(1 − ν)τ (1 − αM )τ



τ =0



=



ν →0 (1 − (1 − ν)(1 − αM )



as ν → 0.



Where the second inequality follows from Lemma 3. (Note the rate of convergence here is independent of q.) Recall that wn denotes the stationary probability of queue length n in the bad state. We now prove that |wn − βn2 | → 0 as ν → 0 at a rate that is independent of q. The Pt+N sum τ =t wnτ is the expected number of times the queue has length n in over the periods t, . . . , t + N . In N + 1 consecutive periods, state n < N must be visited at least once and can be visited twice if the initial state is n and state N + 1 was not visited. This gives the two equalities: t+N X



(A.13)



wnτ = 1 + qwnt ,



τ =t



t+N X



t+1 wnτ = 1 − (1 − q)wn+1 ;



τ =t+1



t+1 (the second inequality uses the fact that wnt = wn+1 .) We can use these to re-write βn2 . Let P (N +1)τ +t (N +1)τ N ν t then Sn := 1−(1−ν) N +1 t=0 (1 − ν) wn



βn2



= (1 − (1 − ν)



N +1



∞ X ) (1 − ν)(N +1)τ Sn(N +1)τ τ =0



∞ X N +1 (1 − ν)(N +1)τ = (1 − (1 − ν) )



PN



(N +1)τ +t



t=0 wn N +1



τ =0



+



Sn(N +1)τ −



PN



(N +1)τ +t



t=0 wn N +1



P (N +1)τ +t (N +1)τ as ν → 0 and the order of convergence Now observe that Sn → N1+1 N t=0 wn is o(ν). We then can substitute from (A.13) to get βn2



N +1



= (1 − (1 − ν)



)



∞ X



(N +1)τ



(N +1)τ



(1 − ν)



τ =0



(A.14)



=



1 + qwn N +1



+ o(ν)



∞ X 1 q + (1 − (1 − ν)N +1 ) (1 − ν)(N +1)τ wn(N +1)τ + o(ν) N +1 N +1 τ =0



By taking blocks of length N and making a different substitution from (A.13) we can also get (A.15)



βn2



∞ X 1 1−q N Nτ = − (1 − (1 − ν) ) + o(ν) (1 − ν)N τ wn+1 N N τ =0



When q = 0 or q = 1, (A.14) and (A.15) are sufficient to prove that |βn2 − wn | → 0 as ν → 0. However, for q ∈ (0, 1) more is required. Now we apply similar reasoning to Lemma 3 for the stochastic process followed by the queues in the bad state. Consider a queue starting in state n and another queue starting 45



!!



in state n0 > n. In (N + 1)(n0 − n) periods the queue starting in state n will be in state n0 if it never visits state N + 1. In the same number of periods the queue starting in state n0 will return to state n0 if it always visits state N + 1. The first of these histories occurs with 0 0 probability q n −n the second occurs with probability (1 − q)n −n . Thus after (N + 1)(n0 − n) 0 periods the initial states n and n0 will be in the same state with at least probability q n −n ; where q := min{q, 1 − q}. Hence after N (N + 1) periods there is at least probability q N that any two initial states result in the same current state. By Dobrushin’s result we then have that N +1 X



(A.16)



|wnN (N +1)t − wn | < (1 − q N (N +1) )t .



n=1



Finally, we consider |βn2 − wn |. We begin by doing the case where q > 1/2 so q = 1 − q. A substitution from (A.15) and wn = (N + 1 − q)−1 gives ∞ X 1 1−q Nτ N Nτ 2 (1 − ν) (1 − (1 − ν) ) − wn + o(ν) |βn − wn | ≤ N +1−q N +1−q τ =0 ∞ X 1−q N (1 − ν)N τ K(1 − q N (N +1) )τ /(N +1) + o(ν) ≤ (1 − (1 − ν) ) N +1−q τ =0



≤



∞ X K (1 − ν)N τ (1 − q)e−(1−q)τ /(N +1) + o(ν) (1 − (1 − ν)N ) N +1−q τ =0



∞ X K(N + 1) (1 − ν)N τ N ≤ (1 − (1 − ν) ) + o(ν) e(N + 1 − q) τ τ =1



= −



K(N + 1) (1 − (1 − ν)N ) ln(1 − (1 − ν)N ) + o(ν) e(N + 1 − q)



The second inequality here substitutes from (A.16) and introduces the constant K to accommodate the fact that (A.16) applies every N (N + 1) periods but we wish to bound every N + 1 periods. The third inequality uses the fact that 1 − x ≤ e−x . The forth inequality follows as xe−x ≤ e−1 implies (1 − q)e−(1−q)τ /(N +1) ≤ (N + 1)/(τ e) for τ > 0 (the τ =P 0 term can be included in the o(ν) factor). The final equality evaluates the sum n 0 2 G(x) := ∞ n=1 x /n by observing that G (x) = 1/(1−x). Hence we have that |βn −wn | → 0 as ν → 0 independently of q. The final step is in this proof is to apply the convergence results. The individual’s true posterior upon arriving at a queue at the nth position satisfies µ0n =



µβn1 . µβn1 + (1 − µ)βn2



We now compare this posterior to µ ¯0n , the posterior based on the stationary distributions: 1 0 µy µβ n n 0 µ ¯n − µn = − µyn + (1 − µ)wn µβn1 + (1 − µ)βn2 46



µyn µβn1 µβn1 µβn1 − − + ≤ µyn + (1 − µ)wn µβn1 + (1 − µ)wn µβn1 + (1 − µ)wn µβn1 + (1 − µ)βn2 µ(1 − µ)wn |yn − βn1 | µβn1 (1 − µ)|wn − βn2 | = + (µyn + (1 − µ)wn )(µβn1 + (1 − µ)wn ) (µβn1 + (1 − µ)wn )(µβn1 + (1 − µ)βn2 ) (1 − µ)|wn − βn2 | µ|yn − βn1 | + ≤ (µβn1 + (1 − µ)wn ) (µβn1 + (1 − µ)wn ) 1 1 ≤ |yn − βn1 | + wn − βn2 1 βn wn → 0 as ν → 0. To perform this calculation for individuals who have been in the system for t periods, ¯tn |, it is necessary to account for an individual’s learning from observing i.e. for |µtn − µ the behavior of others and service events. Given the postulated strategies, an individual either depresses her belief because no service occurs, or become certain that the server is good (when service occurs or the first in line does not renege after N unsuccessful service events). When the individual is certain that the server is good, µtn = 1, and then also µ ¯tn = 1 and the bound holds. When the individual has observed no service for t periods it is necessary to multiply β1 by the factor (1 − α)t to determine the updated posterior µtn : (A.17)



µtn =



µβ1 (1 − α)t . µβ1 (1 − α)t + (1 − µ)β2



¯tn | The same factor multiplies µyn in µ ¯tn (see (16)). Hence the bound above applies to |µtn − µ for all t. As the bound is a continuous function of ν the result follows. 



A.6



Proof of Lemma 5



Proof: An individual’s beliefs at calendar date τ about the state of service are an expecτ tation: µtτ n = E(1good | hτ −t ), where 1good is the indicator function for the event that the server state is good and hττ −t describes the t periods of history that the agent who is in nth position at date τ has observed if she has been queueing for t periods. (The history hττ −t must be consistent with the nth agent arriving at date τ − t and still being in line at date τ .) Notice that the n + 1st agent in line at date τ has observed strictly less information than the nth in line (the history hττ −t observed by the nth in line includes the entire history hττ −t+1 observed by the n+1st in line plus what the nth in line observed in the period before the n + 1st arrived). By the nesting of the information sets we have τ τ τ tτ τ µt−1τ n+1 = E(1good | hτ −t+1 ) = E(E(1good | hτ −t ) | hτ −t+1 ) = E(µn | hτ −t+1 ),



for any history consistent with the nth agent arriving at date τ − t and still being present at date τ . t For n ≤ N + 1, the variable µtτ n takes only two values: unity and µn < 1 defined in (A.17). (It takes this value if the nth in line has learnt nothing from others and has revised
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downward her beliefs as a result of waiting for service.) Thus if we re-write the extremes above we have t τ τ µt−1τ n+1 = 1π(hτ −t+1 ) + (1 − π(hτ −t+1 ))µn , where π(hττ −t+1 ) is the probability the n+1st in line attaches to the nth in line being certain τ that the server is good. If µtτ n < 1, then hτ −t does not contain a service event. Therefore (i) by the nesting of information sets, neither does hττ −t+1 and π(hττ −t+1 ) ∈ (0, 1), and (ii) t µtτ n = µn . Then a substitution and a rearranging of the above gives: tτ τ t µt−1τ n+1 − µn = π(hτ −t+1 )(1 − µn ) > 0.



which proves the result.



A.7







Proof of Lemma 6



Proof: Part (a): Assume that M > N > 1 and q = 1. From (15) we have that µ ¯01 < µ if and only if N y1 < 1. A substitution from (10) and (9) gives 1 = 1+ N y1



1−φN 1−φ



− N + (1 −



N (1 − kN ) PN −1



= 1+



i=0



(φi − 1) + (1 −



N M +1 kN ) φ −φ φN +1 1−φ



N (1 − kN ) φN −φM +1 1−φ



(A.18)



N M +1 kN ) φ −φ φN +1 1−φ







1−







1−φN +1 (1−φ)(1+φ)N



−



= 1+



PN −1 i=0



1−φi 1−φ



 1−φ+φ







φ 1+φ



N 



N



(To get the final line we substitute kN = φN +1 /(φN +1 + (1 − φ)(1 + φ)N ), when q = 1.) Notice that P the first term in the numerator is positive for all φ > 0, because: M > N and i N (1 + φ) > N i=0 φ . Thus a necessary and sufficient condition for N y1 > 1 is that PN −1 1−φi ! φN +1 1 − φ + (1+φ) N i=0 1−φ (A.19) > 1. N M +1 N +1 φ −φ 1−φ 1 − (1−φ)(1+φ) N 1−φ We will show that the left-hand side of (A.19) is decreasing in φ until it becomes negative and then stays negative for all larger φ. Therefore, there is a threshold value of φ such that (A.19) holds iff φ is below the threshold. First consider the quotient in parentheses in (A.19). This can be written as PN −1 Pi−1 φj j=0 φN



i=0



PM −N i=0



φi



.



The denominator is increasing in φ and the numerator is decreasing in φ, so the term in parentheses in (A.19) decreases in φ for all φ > 0. 48



Now PN suppose φ  0, which decreases in φ. The denominator of this fraction has the derivative (in φ) equal to   N 1 + φN N −1 1 − φ −N . (1 − φ)(1 + φ)N 1 + φ 1−φ N −1 Notice that (1 + φN )/(1 + φ) ≥ (1 + φP )/2 (with equality for N = 1 and strict inequality N −1 i N −1 for N ≥ 2) and (1 + φ )/2 ≥ i=0 φ /N (with equality for N = 1, 2 and strict inequality for N ≥ 3). Therefore, the difference above is non-negative and this derivative is non-negative when φ < 1. Hence we have shown that the second fraction in (A.19) decreases when φ < 1. Now suppose φ > 1. We write the second fraction in (A.19) as



(A.20)



(1 − φ)(1 + φ)N + φN +1 (1 + φ)N −



1−φN +1 1−φ



.



The denominator of (A.20) is an nth order polynomial in φ with positive coefficients so it is increasing in φ. The numerator of (A.20) has a derivative in φ that equals    N −1 φ     φ 1 − 1+φ N −1 −(1 + φ) (N + 1) + 1 − N φ   1+φ 1 − 1+φ   The term in braces increases in φ, thus it is smallest when φ = 1. Evaluating these braces at φ = 1 gives 2(1 − (N + 1)2−N ) which is positive for all N > 1. Thus this derivative is strictly negative. It follows that (A.20) decreases when φ > 1 until the numerator becomes negative at which point (A.20) remains negative for all greater φ. When M ≤ N substitutions from (12) and (11) give 1 = (M + 1)y1



1−φM +1 1−φ



− kN (M + φ−1 )



(M + 1)(1 − kN ) PM i (φ − 1) + kN (1 − φ−1 ) = 1 + i=0 . (M + 1)(1 − kN )



When φ < 1 (and kN < 1) the top of the fraction is negative, so y1 > 1/(M + 1) and y1 ≥ 1/N unless M = N . Thus for all φ < 1 we have that µ ¯1 > µ. When φ > 1 and kN > 1 the top of the fraction is positive and the bottom is negative so still y1 > 1/(M +1). When φ > 1 and kN < 0 then a substitution for kN gives  N X  N ! M 1 φ φi − 1 φ (A.21) =M +1− − 1−φ+φ y1 1+φ φ − 1 1+φ i=0 Differentiation with respect to φ (and abbreviating the summation to Σ and the final parenthesis to A) gives  N +1  N  N +1 −N φ φ N φ ∂Σ +Σ−Σ +Σ − A 2 φ 1+φ 1+φ φ 1+φ ∂φ 49



As A is negative (when kN < 0) we have a lower bound on this derivative N !  N +1    N φ 1 φ + Σ− > 0, φ > 1. Σ 1− 1+φ φ 1+φ φ Thus 1/[(M + 1)y1 ] increases in φ when kN < 0 which is what we need to show. The lower bound on α ¯ follows from observing that the left of (A.19) is negative iff 1 − φ + φ(φ/(1 + φ))N < 0. This is decreasing in N so tightest when N = 2, giving the inequality 1 + φ < φ2 . The upper bound on α ¯ follows from the observing that (when α > 1/2) the unbracketed term in (A.19) is bounded above by 1 − φ hence when α > 1/2 a sufficient condition for (A.19) is (1 − φ)



N −1 X



(1 − φi ) > φN − φM +1 .



i=1



Letting M → ∞ and setting N = 2 gives the sufficient condition φ < 1/2. The upper bound then follows. Part (b) Assume that M > N > 1. From (A.18) we get    N N ! −1 X φ φN − φM +1 1 − φN +1 1 − φi 1 1−φ+φ =N+ 1− − y1 1−φ (1 − φ)(1 + φ)N 1 − φ 1+φ i=0    N N −1 N −1 X X 1 − φN +1 φ 1 − φi φN − φM +1 i 1− − φ φ + = 1−φ (1 − φ)(1 + φ)N 1+φ 1−φ i=0 i=0  N N M −1 X X φN − φM +1 1 − φN +1 φ 1 − φi i = φ − −φ 1 − φ (1 − φ)(1 + φ)N 1+φ 1−φ i=0 i=0 ( N −1 )   N X 1 − φi 1 − φM −N +1 1 − φN +1 φ 1 − φM +1 − + = φ 1−φ 1+φ 1−φ 1−φ 1−φ i=0 We now focus on the term in braces this equals " # " # N N N X X X 1 1 φN − φi + (1 − φM −N +1 ) φi = 1 − φ + (N + 1)φ − φM −N +1 φi 1−φ 1 − φ i=1 i=0 i=0 =1+φ



N X 1 − φM −N +i i=0



1−φ



Hence (A.22)



1 1 − φM +1 = − y1 1−φ







φ 1+φ



) N ( N X 1 − φM −i 1+φ 1−φ i=0



We now study how this changes as N increases, so let us write  N 1 φ = KM − HN . y1 (N ) 1+φ 50



Then 1 1 − = y1 (N ) y1 (N − 1)







φ 1+φ



N 



1 HN −1 − HN + HN −1 φ



 >0



(A substitution gives the sign.) When M ≤ N we have from (A.21) # N "  M M i X X 1 φ φ − 1 (A.23) = 1+φ . φi − y1 1+φ φ−1 i=0 i=0 This implies that y1 decreases as N increases. N Part (c): To show that µ ¯N 1 to decreases in N it is sufficient to show that N (1 − α) N decreases in N as y1 decreases in N from part (2). But N (1 − α) decreases in N for all N > 1/α. Finally, (1 − α)N y1 will converge to zero as N increases because y1 ≤ 1. 



A.8



Proof of Lemma 7



Proof: Fix (α, δ, µ) ∈ (0, 1)3 . Let M ∗ be determined by (17). Suppose that all other agents use the strategy profile σ ∗ (q, N, M ∗ ), where N ∈ N0 and q ∈ (0, 1]. This determines the state-dependent stationary measures of queue lengths. These are used by every agent to update her prior when arriving at the queue. Let’s show that for a agent arriving at the first position in line, (q, N ) is a best-response. To this end, consider µ ¯N 1 (N ), the first-in-line’s posterior belief after having observed N failures, and when the other first agents in line are using the pure strategy (1, N ). By Lemma 6 (c), this is a decreasing function of N for all N > 1/α, that tends to zero ˜ := N + 1 − q. (This can be when N → ∞. To accommodate mixed strategies, we let N thought of as the expected duration of a first-in-line’s experimentation.) The first-in-line’s ˜c bN ˜ ). This function of N ˜ is continuous at posterior belief at the N th failure is then µ ¯ 1 (N ˜ ˜ . Moreover, for non-integer values of N and has downward jumps at integer values of N ˜ = 0 and N ˜ = 1, all agents arrive at the first position in line so that this event is entirely N ˜c bN ˜ ) = µ, where uninformative about the server state, and in both cases we have that µ ¯ 1 (N µ denotes the agent’s prior about the server state. ˜c bN ˜ ) falls below the first-in-line’s threshold belief, Let us consider the point at which µ ¯ 1 (N ˜ , or at µ1 , defined in (8). For µ > µ1 , this can happen either at a non-integer value of N ˜ . We consider each case separately. (If µ ≤ µ , immediately balking an integer value of N 1 is a best-response.) ˜ . Then there exists a strategy profile (q ∗ , N ∗ ) for the other (1) At a non-integer value of N ∗ ˜ = N ∗ + 1 − q ∗ , such that first agents in line, and N ˜ ∗c bN



µ ¯1



˜ ∗) = µ . (N 1



Then, the first in line is indifferent between reneging after N ∗ or N ∗ + 1 failures, and (q ∗ , N ∗ ) is a best-response. 51



˜ . Then there exists a strategy profile (1, N ∗ ) for the other first (1) At a integer value of N agents in line, such that ∗ −1 (N ∗ ) > µ1 , µ ¯N 1 and



∗



∗ µ ¯N 1 (N ) ≤ µ1 .



In this case, the first-in-line finds it optimal to not renege for the first N ∗ − 1 failures, and to renege at the N ∗th failure. Thus, (1, N ∗ ) is a best-response. This establishes the existence of a solution to equation (18) for every (α, δ, µ). 



A.9



Proof of Lemma 8



Assume that q = 1. We are interested in the behavior as δ → 1 of equation (7) which determines the equilibrium value of N : N = N (1, µ ¯01 (N ))    1−µ ¯01 (N ) ψ(1 − δ) −1 ⇔ N = (ln(1 − α)) ln µ ¯01 (N ) α(ψ n δw − 1) + Looking at the continuous version of this (i.e. assuming that both N and M belong to R+), and taking the exponential on both sides, we get: (1 − α)N =



1−µ ¯01 (N ) ψ(1 − δ) . µ ¯01 (N ) α(ψ n δw − 1)



Simplifying the last term, and substituting the expression for µ ¯01 (N ), we obtain the following, auxiliary problem: (A.24)



(1 − α)N =



1 − µ x1 (N ) ∆ =: f (N, α, δ), µ y1 (N )



1−δ where ∆ := δ(αw+1−α)−1 and y1 (N ) and x1 (N ) are the stationary probabilities defined in Proposition 2. We can now turn to the proof of Lemma 8.



Proof: (Existence) We begin by establishing that for any α ∈ (0, 1), or equivalently for any φ > 0, (A.24) admits a solution N ∗ (δ) if δ is sufficiently large. We first show that for any δ, as N → +∞ the left-hand side of (A.24) tends to zero faster than its right-hand M +1 1 side. Because limN →+∞ N (1 − α)N = 0, and limN →+∞ y1 (N = 1−φ for φ 6= 1, and ) 1−φ (M + 1) for φ = 1, we obtain that indeed, 1−µ ∆ N y11(N ) µ lim N →+∞ (1 − α)N
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= +∞.



On the other hand, for N = 1 and for all φ > 0, we have that y1 (1) = 1 so that f (1, α, δ) = 1−µ ∆. Since ∆ is decreasing in δ for δ > (1 − α + αw)−1 , for all α ∈ (0, 1) and for all µ µ ∈ (0, 1), there exists a δ1 ≥ (1 − α + αw)−1 such that ∀δ > δ1 , f (1, α, δ) < (1 − α). By the continuity of f (N, α, δ) and (1 − α)N , and by the intermediate value theorem, equation (A.24) therefore admits a solution N ∗ (δ) for all δ > δ1 . (Lemma 8 (a))Let 1/2 < α < 1, or equivalently, let 0 < φ < 1. We now turn our attention to the limit of N ∗ (δ) as δ → 1. For any µ ∈ (0, 1), lim f (N, α, δ) =



δ→1



∆ 1−µ 1 lim . µ N δ→1 y1 (N )



Unambiguously, we have that limδ→1 ∆ = 0. Furthermore, for q = 1, for all N ∈ R+ , "  N !#−1 1 φ lim y1 (N ) = 1 − (1 + φN ) , M →∞ 1−φ 1+φ which belongs to (0, 1] for all N ∈ R+ and for all 0 < φ < 1. Therefore, limδ→1 f (N, α, δ) = 0 for all N ∈ R+ . We conclude that, by the continuity in N of both (1 − α)N and f (N, α, δ), the solution ∗ N (δ) to the auxiliary problem (A.24) tends to +∞ as δ → 1, establishing Lemma 8 (b). (Lemma 8 (b))Let 0 < α < 1/2, or equivalently, φ > 1. For any µ ∈ (0, 1), lim f (N, α, δ) =



δ→1



∆ 1−µ 1 lim . µ N δ→1 y1 (N )



Furthermore, for q = 1, we can rewrite:    −1 1  M +1 (A.25) y1 (N ) = , −φ κ+θ 1−φ  N 1−φN +1 φ 1 where κ := 1 − (1+φ) and θ := 1 − (1 + φN ) . N 1−φ 1+φ First note that limδ→1 f (1, α, δ) = 0 since y1 (1) = 1 so that limδ→1 y1∆(1) = 0. We now establish that, for all N > 1, limδ→1 f (N, α, δ) = +∞. For N > 1, we have that 0 < κ < 1 for all φ > 0, and that |θ| < ∞ for all α > 0. From (A.25), and since limδ→1 ∆ = 0 and limδ→1 φM +1 = +∞, we therefore have that: ∆ κ =− lim ∆φM +1 . δ→1 y1 (N ) 1 − φ δ→1 lim



As δ tends to one, we can approximate ∆ by (1 − δ)[α(w − 1)]−1 . Similarly we approx1 imate φM +1 by φ 1−δ so that: ∆φM +1 ≈



1 1−δ φ 1−δ , α(w − 1)
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which tends to +∞ when δ → 1. This is because limε→0 ε ln ε = 0 so that (ε ln ε + ln φ)/ε, and therefore ε φ1/ε , tend to +∞ as ε → 0. Evaluating the derivative of f (N, α, δ) at N = 1, we obtain:  2  2 (φ − 1) ln(1 + φ) − φ ln φ 1 φ[ln(1 + φ) − ln φ] ∂ M +1 f (N, α, δ) =φ + 2 − . 2 ∂N (1 + φ)(1 − φ) φ −1 φ−1 N =1 The term multiplying φM +1 is positive for φ > 1. Therefore, as δ → 1 so that M → +∞, ∂ we have that ∂N f (N, α, δ) N =1 → +∞. Finally, observe that for 0 < α < 1, the left-hand side of (A.24) is strictly between ∂ f (N, α, δ) N =1 as δ → 1, we 0 and 1 − α. From this and the limits of f (N, α, δ) and ∂N conclude that the solution N ∗ (δ) to the auxiliary problem (A.24) is unique and tends to one as δ → 1, establishing Lemma 8 (c). Notice that this solution requires that the equilibrium value of q be in (0, 1). We have just established that there cannot be a pure strategy equilibrium with N < M for the case 0 < α < 1/2. This is because M → ∞ as δ → 1, so that for N > 1 we have that y1 (N ) = 0: an individual arriving first in line becomes almost certain that the server is in the bad state. Therefore we cannot have N > 1 in equilibrium, since this would give the first in line a payoff of δ N < 1, and she would be better off balking from the outset. For N = 1 and q = 1 the queue can never grow longer than 1 and we have that y1 (N ) = 1: arriving at the first position in line provides no additional information and each agent optimises on the basis of her prior belief µ. As δ → ∞ however, her willingness to experiment grown without bound, and N = 1 cannot be an equilibrium either. For N = 1 and q ∈ (0, 1), µ01 is a continuous, increasing function of q and takes values between 0 and µ. The equilibrium value q ∗ solves 1 = N (1, µ∗ ) and U1 (1, µ∗ ) = U1 (2, µ∗ ), where µ∗ denotes µ01 |(q,N,M )=(q∗ ,1,M) . (Lemma 8 (c))For α = 1/2, we have M (2N +1 − 2(N + 1)) + 2N +1 − 2 + N (N + 1) x1 (N ) = . y1 (N ) N 2N +1 so that  f (N, 1/2, δ) =



2N +1 − 2 + N (N + 1) ln(δw) 2N +1 − 2(N + 1) + N 2N +1 ln(2 − δ) N 2N +1







1 − µ 2(1 − δ) µ δ(w + 1) − 2



We are interested in the limit of f (N, 1/2, δ) as δ tends to one. Since M tends to infinity, while ∆ tends to zero, we simplify:   ln(δw) 2(1 − δ) 1 − µ 2N +1 − 2(N + 1) . lim f (N, 1/2, δ) = lim δ→1 δ→1 ln(2 − δ) δ(w + 1) − 2 µ N 2N +1 We obtain the limit of the term in curly brackets using l’Hˆopital’s rule, so that lim f (1/2, δ) =



δ→1



2 ln w 1 − µ 2N +1 − 2(N + 1) . w−1 µ N 2N +1 54



Therefore, in the limit, the auxiliary problem becomes (1/2)N =



2 ln w 1 − µ 2N +1 − 2(N + 1) . w−1 µ N 2N +1



A solution c to this problem sets the ratio (A.26)



2 ln w 1 − µ 2c − (c + 1) w−1 µ c



equal to one. The ratio’s derivative with respect to c, 2 ln w 1 − µ (2c ln 2 − 1)c − (2c − (c + 1)) , w−1 µ c2 is strictly positive whenever 2c [c ln 2 − 1] > −1. This inequality is satisfied for all c ≥ 1 since the left-hand side is strictly increasing in c, and strictly greater than 2 when c = 1. The ratio in (A.26) is therefore strictly increasing in c. Moreover it is easy to see that this ratio is equal to zero when c = 1, and tends to infinity when c → +∞. We therefore conclude, by the intermediate value theorem, that the solution N ∗ to the limit of the fixed point problem as δ → 1 exists and is unique. It equals c which solves: ! 1−µ 2c − 1 =



1+



µ 2 ln w w−1



c.



We write c(µ) to make the dependence on µ explicit. The right-hand side is increasing in µ. For any µ < 1, the slope of the right-hand side is finite and c(µ) is finite. For µ → 1, c(µ) → ∞. For µ → 0, c(µ) solves 2c(µ) − 1 = c(µ), i.e. c(µ) = 1.
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A.10



Proof of Lemma 9 (1)



Proof: We first describe the necessary and sufficient conditions under which deviating from the strategy σ ∗ (q ∗ , N ∗ , M ∗ ) with N ∗ < M ∗ is suboptimal for an individual arriving at the nth position, for each n = 2, . . . , M ∗ + 1. We assume q ∗ = 1. First observe that reneging when the first in line reneges is always optimal for arrival n > 1. When the first in line reneges the nth in line adopts the first in line’s posterior on the server state (as their information sets are nested). If it was optimal for the first in line to renege and get the payoff 1 at that posterior, those behind her in the queue strictly prefer to renege at that posterior, as they face at least as much congestion as the first in line. Second, observe that those who arrive at positions M ∗ ≥ n ≥ N ∗ + 1 strictly prefer to wait in line until served, since joining the queue at those positions perfectly reveals that the server is good. Recall that M ∗ = M ensures that it is suboptimal to join longer queues. It therefore remains to check that no nth in line, for n = 2, . . . , N ∗ , wants to renege before they observe the first in line reneging. (As before, we assume the posteriors are determined ignoring the prior information on the calendar date.) In equilibrium, a individual arriving at the nth position, n = 2, . . . , N ∗ , has to observe ∗ N − n + 1 service failures before obtaining the first-in-line’s information. Assume that instead she deviates from the equilibrium and reneges after m = 0, 1, . . . , N ∗ − n service failures. In that case the nth in line will only have learned from her private observation of the server activity, and her expected payoff is given by Un (m, µ ¯0n ), defined in (5).29 Let us now describe the nth in line’s payoff, Un∗ , from adhering to the equilibrium strategy. Assume that the server is in the good state but produces N ∗ successive service failures. Let An denote the nth in line’s expectation of the payoff she will obtain once the queue reaches length N ∗ and the first in line’s behavior (renege or not) reveals her posterior ∗ or 1 respectively). By Proposition 2 (and ignoring the prior on timing), the belief (¯ µN 1 individual who joined the queue at the nth position attaches probability y1 (1 − α)n−1 /yn to the to the first-in line not having previously observed service. This is, therefore, the probability that the nth in line attaches to the event that she will renege together with the first in line once the queue reaches length N ∗ , in which case her payoff is 1. She attaches the complementary probability to the first in line not reneging once the queue reaches length N ∗ . In that case, the nth in line’s payoff is ψ n δw, by (2). Thus, for n = 2, . . . , N ∗ ,   (1 − α)n−1 y1 (1 − α)n−1 y1 + 1− ψ n δw ≥ 1. An = yn yn Consequently, the nth in line’s payoff from abiding by the equilibrium and waiting for N − n + 1 unsuccessful service events so as to herd on the first in line’s behavior when the queue reaches length N ∗ is: ∗



(A.27)



Un∗ = (1 − µ ¯0n )δ N



∗ −n+1



+µ ¯0n ψ n wδ − µ ¯0n (1 − α)N



∗ −n+1



δN



∗ −n+1



(ψ n wδ − An ),



Our arguments extend to the case 0 < q ∗ < 1 by replacing N ∗ with N ∗ + 1 and accounting for the fact that the nth in line obtains information from the first in line’s behavior after N ∗ − n + 1 service failures, and after N ∗ − n + 2 service failures. Consequently, when 0 < q ∗ < 1, Un (N ∗ − n + 1, µ ¯0n ) overestimates th ∗ ∗ the n in line’s payoff from reneging after N − n + 1 service failures, for n = 2, . . . , N + 1. 29
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which can be rewritten as (A.28)



Un∗ = Un (N ∗ − n + 1, µ ¯0n ) + µ ¯0n (1 − α)N



∗ −n+1



δN



∗ −n+1



(An − 1).



¯01 ), since A1 = 1.) Observe that, for n = 1, we have U1∗ = U1 n(N ∗ , µ ∗ When q = 1, equilibrium requires that, for all n = 2, . . . , N ∗ and for all m = 0, 1, . . . , N ∗ − n + 1, Un∗ ≥ Un (m, µ ¯0n ). By (A.28), a sufficient condition for the above is that, for all n = 2, . . . , N ∗ and for all m = 0, 1, . . . , N ∗ − n + 1, Un (N ∗ − n + 1, µ ¯0n ) ≥ Un (m, µ ¯0n ), which is equivalent to (A.29)



N (n, µ ¯0n ) ≥ N ∗ − n + 1



∀n = 2, . . . , N ∗ .



We now provide a sufficient condition on the parameters (δ, α) for this to be the case. The argument proceeds as follows for q ∗ = 1. Fix an arbitrary symmetric strategy profile σ ∗ (q ∗ , N ∗ , M ), with N ∗ defined by (18) and N ∗ < M . We begin by showing that the second equilibrium condition, N ∗ (1, µ ¯01 (N ∗ )) = N ∗ , which states that the first-in-line must ∗ find it optimal to experiment for N periods, ensures that N (2, µ ¯02 ) ≥ N ∗ − 1, a condition sufficient to ensure that the individual joining the queue at the second position does not want to autonomously renege on the queue before the first in line has completed her N ∗ periods of experimentation. First let us consider the first-in-line’s belief revision as she waits N ∗ periods without ∗ N observing service. The posterior beliefs {¯ µt1 }t=0 satisfy: µ ¯01 > µ ¯11 > · · · > µ ¯N 1



∗ −1



∗



¯N > µ1 ≥ µ 1 ,



where µ1 is the first-in-line’s cutoff belief defined in (8). Rewriting the penultimate inequality as likelihood ratios: (A.30)



µN ∗ y1 (1 − α)N 1−µ



∗ −1



>



ψ(1 − δ) . α(ψδw − 1)



For the agent joining the∗ queue at the second position in line, conditional on no service, N −1 the posterior beliefs {¯ µt2 }t=0 satisfy: µ ¯02 > µ ¯12 > · · · > µ ¯N 2



∗ −2



>µ ¯N 2



∗ −1



.



The second in line will obtain the first in line’s information after the (N ∗ − 1)th service failure. In equilibrium, she must therefore not want to renege at each of the N ∗ −2 previous failures. That is, equilibrium requires30 : (A.31)



µ ¯N 2



∗ −2



≥ µ2 .



At the (N ∗ − 1)th failure, the second in line observes the first in line’s behavior, and updates her ∗ ∗ −1 posterior to µ ¯N if the first in line reneges, or to 1 if the first in line does not renege. If µ ¯N < µ2 , i.e. 1 2 if, based on her private learning alone, the second in line would like to renege at the exit stage following the (N ∗ − 1)th failure, we assume the following protocol at the exit stage of that period: first, the first in line decides whether or not to renege, then the second, third, etc, in line. This ensures that no individual reneges on the queue without first obtaining the information of those ahead of her. 30
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Rewriting the above as likelihood ratios, we obtain: (A.32)



µN ∗ y2 (1 − α)N 1−µ



∗ −2



>



ψ(1 − δ) , α(ψ 2 δw − 1)



We now use a lower bound on y2 , the stationary probability of arriving second in line at a good server, to establish a sufficient condition for the above inequality. Among the many ways of arriving at the second position in line in the good state, one is that the previous individual joined the queue at the first position and there was no service, another that the previous individual joined the queue at the second position and exactly one individual was served. We therefore have the following bound: y2 ≥ (1 − α)y1 + α(1 − α)y2 . Re-arranging gives: y2 ≥ y1



(A.33)



1−α . 1 − α(1 − α)



Using this lower bound in (A.32), we obtain a sufficient condition for (A.31): (A.34)



µN ∗ y1 (1 − α)N 1−µ



∗ −1



>



ψ(1 − δ)(1 − α(1 − α)) . α(ψ 2 δw − 1)



Now compare this sufficient condition with (A.30). If we can show that (A.35)



ψ(1 − δ)(1 − α(1 − α)) ψ(1 − δ) < 2 α(ψ δw − 1) α(ψδw − 1)



then we know the sufficient condition (A.34) holds whenever (A.30) holds. α2 , we have Depending on the sign of α2 −(1−δ)ψ ( (A.35) ⇔



ψδw > ψδw 



α2 α2 −(1−δ)ψ α2 α2 −(1−δ)ψ



if if



α2 α2 −(1−δ)ψ α2 α2 −(1−δ)ψ



> 0, < 0, .



But since ψδw > 0 for all (α, δ) ∈ (0, 1)2 , (A.35) holds if and only if: (A.36)



ψδw >



α2 > 0. α2 − (1 − δ)ψ



The above gives a sufficient condition under which, if N (1, µ ¯01 (N ∗ )) = N ∗ , i.e. the firstin-line finds it optimal to experiment for N ∗ periods, then N (2, µ ¯02 (N ∗ )) ≥ N ∗ − 1, i.e the second in line never wants to renege before the first in line has completed her experimentation. We now show by induction that this argument also extends to agents at later positions in line. For 1 < n < N ∗ , suppose the nth in line never wants to renege before the first in line has completed her N ∗ periods of experimentation. That is, N (n, µ ¯0n (N ∗ )) ≥ N ∗ −n+1. 58



N ∗ −n+1



In that case, the nth in line’s posterior beliefs {¯ µtn }t=0 satisfy: ¯N ¯1n > · · · > µ µ ¯0n > µ n



(A.37)



∗ −n



, conditional on no service, must



≥ µn .



Expressing the last inequality as likelihood ratios: µN ∗ yn (1 − α)N 1−µ



(A.38)



∗ −n



≥



ψ(1 − δ) . α(ψ n δw − 1)



Now consider the n + 1st in line. For her not to renege before the (N ∗ − n)th failure  t N ∗ −n we need the sequence of her posterior beliefs, µ ¯n+1 t=0 , conditional on no service, to satisfy: ∗ −n−1 µ ¯0n+1 > µ ¯1n+1 > · · · > µ ¯N ≥ µn+1 . n+1 The last inequality is equivalent to µN ∗ yn+1 (1 − α)N 1−µ



∗ −n−1



≥



ψ(1 − δ) . α(ψ n+1 δw − 1)



An analogue to the bound on y2 also applies to yn+1 : yn+1 ≥ (1 − α)yn + α(1 − α)yn+1 ,



yn+1 ≥ yn



1−α . 1 − α(1 − α)



Substituting, we obtain a sufficient condition for the n + 1st in line to not renege before the first in line completes her experimentation: µN ∗ yn (1 − α)N 1−µ



∗ −n



>



ψ(1 − δ)(1 − α(1 − α)) . α(ψ n+1 δw − 1)



Using (A.38), we obtain a sufficient condition for the n + 1st to herd on the first in line whenever the nth in line does, for each 1 < n < N ∗ − 1: ψ(1 − δ) ψ(1 − δ)(1 − α(1 − α)) > , n α(ψ δw − 1) α(ψ n+1 δw − 1) or equivalently, (A.39)



ψ n δw >



α2 > 0. α2 − ψ(1 − δ) ∗



Finally, observe that ψδw > ψ 2 δw > · · · > ψ N −1 δw. This establishes the claim of Lemma 9. Our proof can easily be extended to strategy profiles with q ∗ < 1 by replacing N ∗ with N ∗ + 1. Hence a sufficient condition for (A.29) is that (A.40)



∗



ψ N δw >



α2 > 0. α2 − ψ(1 − δ) | {z } f2 (α,δ)
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For every N ∗ ≥ 1 and α ∈ (0, 1), the left-hand side of (A.40) is a positive, strictly increasing function of δ on [0, 1], taking values 0 when δ = 0 and w when δ = 1. For every α ∈ (0, 1), the right-hand side of (A.40), f2 (α, δ), is a strictly decreasing function of δ, since  2 αψ ∂ < 0. f2 (α, δ) = − ∂δ α2 − ψ(1 − δ) It is strictly positive on (δ2 (α), 1], where δ2 (α) is the value of δ satisfying α2 − ψ(1 − δ) = 0, tends to +∞ when δ & δ2 (α), and takes the value 1 when δ = 1. Hence, for every α ∈ (0, 1), (A.40) imposes a lower bound, d(α, N ∗ ) < 1, on δ. Observe that N ∗ is an equilibrium variable and depends on µ.



A.11



Proof of Lemma 9 (2)



(a) We show that ψ n → 1 for n = 1, . . . , N ∗ as δ → 1. In that case, (A.40) holds for every (α, µ) ∈ (0, 1)2 and we have established Lemma 9 (2) (a). For δ close to 1, approximating y1 (N ∗ ) by: "  N ∗ !#−1 φ 1 ∗ ∗ 1 − (1 − φN ) , lim y1 (N ) = M ∗ →+∞ 1−φ 1+φ ∗



we can approximate the first equilibrium condition, N ∗ = N (1, µ ¯01 (N ∗ )), by (1 − α)N = G(1 − δ), for a constant G independent of δ. Because 1 − ψ = (1 − δ)φψ, we have: φψ . G (Here we approximate log ψ by ψ − 1 which becomes arbitrarily good as δ → 1.) Letting ∗ δ → 1, so that N ∗ → ∞, the right-hand-side above tends to zero, so ψ N → 1 as δ → 1. ∗ Since 1 ≥ ψ n ≥ ψ N we have proved our claim. log ψ N = N log ψ ≈ N (ψ − 1) = −N (1 − δ)φψ = −N (1 − α)N



(b) By Lemma 10, (A.40) implies that M ∗ ≥ N ∗ . It remains to provide sufficient conditions on the primitives to ensure that (A.40) holds at an equilibrium. The equilibrium ∗ −1 ∗ variable N ∗ is determined by the condition µN > µ1 ≥ µN 1 1 , which, using the stationary distributions of queue lengths for M ∗ > N ∗ defined in Proposition 2, can be rewritten as (A.41)



L(N ∗ + 1) >



µ α(ψδw − 1) ≥ L(N ∗ ), 1 − µ ψ(1 − δ)



where 1 L(N ) := 1 + N



N



1 − φM +1 (1 + φ)N X 1 − φM +1−i − 1−φ φN 1−φ i=1



!



is a quasi-convex function of N and increasing at the solution to (A.41). Thus we can overestimate N ∗ by finding where a function of N below L(N ) intersects the threshold µ α(ψδw−1) . We now claim: 1−µ ψ(1−δ)  N 1 1+φ L(N ) ≥ N φ 60



⇔



1 − φM +1 N+ 1−φ







1+φ φ



⇐ (1 + φ)



N



M X



N −



N X 1 − φM +1−i i=1



i



N



φ −φ



1−φ



N M −i X X



 ≥



1+φ φ



N



φj ≥ 0.



i=1 j=1



i=1



The final inequality holds for every φ > 0, M > 0 and N > 0 as the first term is an M + N order polynomial in φ where every coefficient apart from φM +N is greater or equal to N and the second term is an M + N order polynomial in φ where every coefficient apart from φM +N is less than or equal N . Thus we can overestimate N ∗ by solving the equation 1 N



(A.42)







1+φ φ



N =



µ α(ψδw − 1) , 1 − µ ψ(1 − δ)



where again the LHS is a quasi-convex function of N . When x < 1, maximisation over N implies that N xN ≤ −1/(e ln x). Using this upper bound now gives that  N



φ 1+φ



N



= N (1 − α)N = [N (1 − α)βN ](1 − α)(1−β)N −(1 − α)(1−β)N eβ ln(1 − α) (1 − α)(1−β)N ≤ eβα ≤



∀β ∈ (0, 1),



where the final inequality follows from an upper bound on ln(1 − α). A substitution of this ¯ , our final overestimate for N ∗ bound into (A.42) gives an equation for N ¯



(1 − α)(1−β)N 1 − µ ψ(1 − δ) = . eβ µ ψδw − 1



(A.43)



The second inequality in (A.40) implies that 1 − α < ψ. Therefore, we can choose β so that (1 − α)1−β = ψ, then (A.42) implies (A.44)



ψ



N∗



1−α 1 − µ eψ(1 − δ) ln ψ ≥ψ = . µ (ψδw − 1) ln(1 − α) ¯ N



Where the first inequality follows as N is an overestimate of N ∗ . If this is, then, substituted ∗ into the condition ψ N wδ ≥ α2 /(α2 −ψ(1−δ)) > 0 we get the following sufficient condition for equilibrium (A.45)



1−α 1 − µ eψ(1 − δ) ln ψ α2 wδ ≥ 2 > 0. µ (ψδw − 1) ln(1 − α) α − ψ(1 − δ) | {z } f3 (α,δ,µ)
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We now show that condition (A.45), then therefore condition (A.40), is satisfied by a set of parameter values (α, δ, µ) with δ strictly less than one. Consider f3 (α, δ, µ) defined in (A.45). Taking a derivative with respect to δ, we find that    1−α ∂ f3 < 0 ⇔ − ln αδ 2 (w − 1) + (1 − δ)2 − δ(1 − δ)(1 − α) (ψδw − 1) > 0. ∂δ ψ We define δ3 (α) to be the value of δ satisfying ψδw − 1 = 0, and δ4 (α) to be the value  w−1 of δ satisfying 1 − α = ψ. Observe that δ3 (α) > δ4 (α) if and only if α ∈ 2w−1 ,1 . For every δ > max{δ3 (α), δ4 (α)}, f3 > 0, and f3 is a strictly decreasing function of µ. w−1 , 1 , f3 is strictly decreasing in δ on (δ3 (α), 1) and For every µ ∈ (0, 1) and α ∈ 2w−1  w−1 limδ&δ3 (α) f3 = +∞. For every µ ∈ (0, 1) and α ∈ 0, 2w−1 , f3 has a root at δ = δ4 (α), and is strictly quasi-concave in δ on (δ4 (α), 1). In each case, limδ→1 f3 = 0. Consider f2 (α, δ) defined in (A.40). We describe the behavior of the function f2 in the last paragraphs of Appendix A.10. Observe that, for every  α ∈ (0, 1), δ4 (α) < δ2 (α) < 1. w−1 Furthermore, δ3 (α) > δ2 (α) if and only if α ∈ , 1 . Since w > 1 we have that w w−1 w−1 > . w 2w−1 We now establish that (A.45) is satisfied by values of δ strictly below 1. First, consider the case α > w−1 . In this case, for every µ ∈ (0, 1), f3 (α, δ, µ) intersects f2 (α, δ) at w δ ∗ (α, µ) ∈ (δ3 (α), 1), and we have that (A.45) holds for every δ ∈ (δ3 (α), δ ∗ (α, µ)). Since f3 (α, δ, µ) is a decreasing function of µ over this support, δ ∗ (α, µ) decreases with µ, and limµ→1 δ ∗ (α, µ) = δ3 (α), while limµ→0 δ ∗ (α, µ) = 1 . In this case, there exists a µ∗ (α) ∈ (0, 1) such that: Now consider the case α < w−1 w (1) For µ ∈ (µ∗ (α), 1), f3 < f2 for all δ ∈ (δ2 (α), 1), and (A.45) does not hold. (2) For µ ∈ (0, µ∗ (α)), f3 −f2 has two roots denoted δ`∗ (α, µ) and δh∗ (α, µ), both in (δ2 (α), 1). The root δ`∗ (α, µ) increases with µ, and limµ→0 δ`∗ = δ2 (α). The root δh∗ (α, µ) decreases with µ, and limµ→0 δh∗ = 1. Finally, µ∗ (α) satisfies δ`∗ (α, µ∗ (α)) = δh∗ (α, µ∗ (α)). Thus, for every δ ∈ (δ`∗ (α, µ), δh∗ (α, µ)), f3 > f2 , and the sufficient condition (A.45) is satisfied. This establishes Lemma 9 (2) (b). The bounds defined in this appendix and used in Lemma 9 (2) (b) are summarized in the next lemma. Figure 10 illustrates, for various values of µ, the set of parameters (α, δ) ∈ (0, 1)2 that satisfy condition (A.40). , µ∗ (α) = 1 and D∗ (α, µ) = (δ3 (α), δ ∗ (α, µ)). When α < w−1 , Lemma 16 When α > w−1 w w ∗ ∗ ∗ µ (α) < 1 satisfies δ` (α, µ (α)) = δh∗ (α, µ∗ (α)), and D∗ (α, µ) = (δ`∗ (α, µ), δh∗ (α, µ)). For every α ∈ (0, 1), limµ→0 sup (D∗ (α, µ)) = 1. 



A.12



Proof of Lemma 10



Proof: In an equilibrium with perfect revelation the individual arriving at the queue at the ∗ th N position forms the posterior belief µ0N ∗ ∈ (0, 1) that the server is good. In equilibrium 62



Figure 10: The set of parameter values (α, δ) ∈ (0, 1)2 that satisfy the sufficient condition (A.45), and at which, therefore, a BNE with perfect revelation exists. In the figures above, we chose, from left to right, µ = 0.1, µ = 0.5, and µ = 0.9. In all three cases, w = 4.



she must find it optimal to join the queue and herd on the first in line. For her, equation (A.37) gives µ0N ∗ ≥ µN ∗ , where µn , defined in (8), is the cutoff belief of the nth in line and is strictly increasing in n. ¯ be the last position at which this condition can feasibly be satisfied: Let N µN¯ ≤ 1 < µN¯ +1 . ¯ is a necessary upper bound on N ∗ . Using the definition in (8) and simplifying Clearly, N the inequalities above, we obtain ¯



¯



ψ N δw > 1 ≥ ψ N +1 δw. ¯ ≤ M ∗ . Thus we have established that N ∗ < M ∗ . This together with (3) implies that N (Our argument assumes q ∗ = 1. It can easily be extended to equilibria with q ∗ < 1 by ¯ bounds N ∗ + 1.) replacing N ∗ with N ∗ + 1. In that case, N 



A.13



Payoffs for the individual arriving at the (M ∗ +1)th position.



h We begin by defining the functions UM µ0M ∗ +1 ) and UM ∗ +1 (m, µ ¯0M ∗ +1 ). The function ∗ +1 (¯ th h 0 ∗ UM in line from deviating from σ ∗ by join∗ +1 (µM ∗ +1 ) gives the payoff to the (M + 1) ing the queue and experimenting for N ∗ − M ∗ periods P ∗ so as to herd on the first-in-line. From equation (A.6), recall that yM ∗ +1 = z0 + N n=M ∗ +1 zn where z0 := zM ∗ (1 − q)(1 −
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α)N



∗ −M ∗ +1



P∞



+ (yM ∗ − zM ∗ )



h UM µ0M ∗ +1 ) = ∗ +1 (¯



i=1 (1



− α)i . Therefore: 1



µyM ∗ +1 +(1−µ)xM ∗ +1 (   N ∗ −n+1  PN ∗ 1 N ∗ −n+1 (1 − µ) + µz (1 − α) δ ∗ n ∗ n=M +1 N h P ∗  i P ∗ N −n+1 s−1 s (M ∗ +1)−1 + N µz α(1 − α) δ ψ w ∗ n n=M +1 s=1 )



+µz0 ψ M +1 δw . Distributing the first fraction, we obtain an expression in terms of the steady-state posterior µyM ∗ +1 belief µ ¯0M ∗ +1 = µyM ∗ +1 +(1−µ)x of an individual arriving at the M ∗ + 1th position in line: M ∗ +1 (A.46) ( h i P ∗ ∗ N 1 zn h 0 0 N ∗ −n+1 UM µ0M ∗ +1 ) = (1 − µ ¯ ) δ N −n+1 + µ ¯ (1 − α) ∗ +1 (¯ ∗ ∗ ∗ ∗ ∗ M +1 N −M M +1 yM ∗ +1 n=M +1 )  ∗ ∗ ∗ +¯ µ0M ∗ +1 yMz∗n+1 1 − (1 − α)N −n+1 δ N −n+1 ψ M +1 δw +¯ µ0M ∗ +1 yMz∗0+1 ψ M



∗ +1



δw



The payoff UM ∗ +1 (m, µ ¯0M ∗ +1 ) to the (M ∗ + 1)th in line from deviating from σ ∗ by joining the queue and experimenting for m < N ∗ − M ∗ periods is UM ∗ +1 (m, µ ¯0M ∗ +1 ) =



1 µyM ∗ +1 +(1−µ)xM ∗ +1 (    PN ∗ (1 − µ) N1∗ + µzn (1 − α)m δ m n=M ∗ +1   P ∗ Pm s−1 s (M ∗ +1)−1 + N α(1 − α) δ ) ψ w µz ( ∗ n n=M +1 s=1 )   P ∗ s−1 s δ ) ψ (M +1)−1 w , +µz0 (1 − α)m δ m + ( m s=1 α(1 − α)



which simplifies to (A.47)   ∗ UM ∗ +1 (m, µ ¯0M ∗ +1 ) = 1 − µ ¯0M ∗ +1 + µ ¯0M ∗ +1 (1 − α)m δ m + µ ¯0M ∗ +1 (1 − (1 − α)m δ m ) ψ M +1 δw. This last expression is identical to equation (5). But, crucially, the belief updating as the individual experiments is different from the case with perfect revelation. Here, in each period that she does not observe the first in line renege, the (M ∗ + 1)th in line updates her assessment of which instance of the arrival at the (M ∗ + 1)th position she was.



A.14



Proof of Lemma 11



Proof: When N ∗ = M ∗ = 1, y1 =



1 ; 1−(1−q ∗ )(1−α)



y2 = 1 − y1 =



(1−q ∗ )(1−α) ; 1−(1−q ∗ )(1−α)
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x1 =



1 ; 2−q ∗



x2 =



1−q ∗ . 2−q ∗



Given this simple form taken for the stationary distributions, it is easy to see that, for all (α, q) ∈ (0, 1)2 , µ01 > µ11 = µ20 > 0. Moreover, the payoff from joining the queue at the M th (i.e. first) position and experimenting for one period is  U1∗ = U1 (1, µ01 ) = 1 − µ01 + µ01 (1 − α) δ + µ01 α δw, The payoff from ariving at the queue at the second position and experimenting for one period is  U2 (1, µ02 ) = 1 − µ02 + µ02 (1 − α) δ + µ02 α ψδw. Observe that since the first in line is always uninformed, this last expression also gives the (M + 1)th in line’s payoff U2∗ (µ02 ) from herding on the first in line. Hence the equilibrium conditions are: 1. M ∗ = 1 if and only if U1 (1, µ01 ) ≥ 1 and U2 (1, µ02 ) < 1, which holds if and only if µ01 ≥ µ1 and µ02 < µ2 .) 2. For q ∗ ∈ (0, 1), N ∗ = 1 if and only if µ01 ≥ µ1 = µ11 . (The equality is required for q ∗ ∈ (0, 1).) For q ∗ = 1, N ∗ = 1 if and only if µ01 = µ ≥ µ1 > µ11 = (1 − α)µ/(1 − αµ). (Observe that in this case, µ02 is not defined. We’ll implicitly use µ02 ≡ limq→1 (µy2 )/(µy2 + (1 − µ)x2 ) = µ11 .) 3. This condition does not apply: no individual ever joins the queue at positions 2, 3, . . . in equilibrium since M ∗ + 1 = 2. 4. M ∗ ≤ N ∗ is satisfied by construction. Hence, the following conditions are necessary and sufficient for an equilibrium with M = N ∗ = 1:  0 µ1 ≥ µ1 ≥ µ11 µ02 < µ2 ∗



Moreover, the equilibrium condition µ20 < µ2 implies that µ2 > 0 ⇔ ψw − 1 > 0. This in turn implies that 0 < µ1 < µ2 . Consequently for an equilibrium with M ∗ = N ∗ = 1 and q ∗ ∈ (0, 1), the condition µ11 = µ1 is necessary and sufficient. For an equilibrium with M ∗ = N ∗ = 1 and q ∗ = 1, the condition µ01 ≥ µ1 > µ11 is necessary and sufficient. This last set of inequalities determines the necessary and sufficient upper and lower bound on δ: µ01 ≥ µ1 µ11 ≤ µ1 where δ 1 (α, µ, q) :=



1 µ01 αw+1−µ01



⇔ ⇔



δ ≥ δ 1 (α, µ, q), δ ≤ δ¯1 (α, µ, q),



and δ¯1 (α, µ, q) :=



65



1 . µ11 αw+1−µ11







A.15



Proof of Lemma 12



∗ Proof: (a) We begin by recalling from equation (A.27) the expression for UM µ0M ∗ ), the ∗ (¯ payoff to the M ∗th arrival from abiding by σ ∗ by joining the queue and herding on the first in line: i h ∗ ∗ ∗ N ∗ −M ∗ +1 ∗ (1 − α) δ N −M +1 UM µ0M ∗ ) = 1−µ ¯0M ∗ + µ ¯0M ∗ yzM ∗ (¯ ∗ M i h ∗ ∗ N ∗ −M ∗ +1 N ∗ −M ∗ +1 +¯ µ0M ∗ 1 − yzM (1 − α) δ ψ M δw. M∗



This can be rewritten as ∗ UM µ0M ∗ ) = 1 + (1 − µ ¯0M ∗ )[δ N ∗ (¯



+¯ µ0M ∗



1−



∗ −M ∗ +1



∗ ∗ N∗ δ N −M +1 yzM ∗



−  1]  ∗ ψ M δw − 1



Clearly, for all N ∗ ≥ M ∗ ≥ 1, the term in square brackets if strictly negative. Therefore, ∗ ∗ UM µ0M ∗ ) > 1 requires the necessary condition ψ M δw − 1 > 0 ⇔ VM ∗ > 1. This defines a ∗ (¯ necessary lower bound, δ(α, M ∗ ) , defined in (24) on the discount factor δ, which satisfies: δ > δ(α, M ∗ ) > 0



⇔



VM ∗ > 1.



¯ N ∗ , M ∗ ) < 1 defined in (25), based (b) We now derive the necessary upper bound, d(α, on the equilibrium conditions for the first and the (M ∗ + 1)th in line.31 We begin by considering the case where N ∗ = M ∗ . In this case, the agent arriving at the queue at the (M ∗ + 1)th condition knows that the server is good. In equilibrium, she ∗ must balk at the queue. This is optimal if and only if ψ M +1 δw < 1. When N ∗ = M ∗ + 1, the agent arriving at the queue at the (M ∗ + 1)th only needs to join the line and wait one period in order to obtain the first-in-line’s information. For her, h h µ0M ∗ +1 ) < 1 ¯0M ∗ +1 ). The equilibrium condition UM µ0M ∗ +1 ) > UM +1 (1, µ therefore, UM +1 (¯ +1 (¯ ∗ ∗ 0 0 ¯M ∗ +1 ) < 1 is therefore implies that UM +1 (1, µ ¯M ∗ +1 ) < 1. When N > M + 1, UM +1 (1, µ ∗ ∗ a necessary condition for equilibrium. For N ≥ M + 1, equilibrium therefore requires UM +1 (1, µ ¯0M ∗ +1 ) < 1, which holds if and only if (A.48)



µ ¯0M ∗ +1 < µM ∗ +1 .



At the same time, the equilibrium condition for the first in line requires (A.49)



µ ¯N 1



∗ −1



> µ1 .



∗



−1 By construction, for each α ∈ (0, 1), µ ¯N ∈ (0, 1) and µ ¯0M ∗ +1 ∈ (0, 1). Furthermore, 1 M∗ Lemma 12 (a) ensures that ψ δw > 1, so that µM ∗ +1 > 0. Moreover, it implies that ψδw > 1. Consequently µ1 < 1. Since w > 1, µ1 > 0. We now distinguish two cases, according to whether µM ∗ +1 < 1 or not.



We consider only pure strategy equilibria (q ∗ = 1). Mixed strategy equilibria (q < 1) are characterised ∗ by the necessary condition µ ¯N = µ1 . 1 31
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∗ +1



First, assume that µM ∗ +1 < 1 ⇔ ψ M (A.49) hold simultaneously if and only if:  µ¯0  M0∗ +1



1−¯ µM ∗ +1







∗ µ ¯1N −1 ∗ −1 1−¯ µN 1



δw > 1. In that case, conditions (A.48) and



< >



µM ∗ +1 1−µM ∗ +1



,



µ1 . 1−µ1



A necessary condition for the above is that µ ¯N 1



∗ −1



∗ −1 1−¯ µN 1 µ ¯0M ∗ +1 1−¯ µ0M ∗ +1



>



µ1 1−µ1 µM ∗ +1 1−µM ∗ +1



which simplifies to (A.50)



y1 y ∗ | M +1



∗



∗



∗



(N − M )(1 − α) {z g(α,N ∗ ,M ∗ )



ψ M +1 δw − 1 > . ψδw − 1 {z } } |



N ∗ −1



f (δ,α,M ∗ )



∗



Consider the function f (δ, α, M ∗ ) for ψ M +1 δw > 1. We have that 0 < f (δ, α, M ∗ ) < 1. Moreover, for every α, f (δ, α, M ∗ ) is a strictly increasing function of δ, since (using φ = (1 − α)/α):  ∗ M ∗ +1 M∗ M ψ δφ (ψδw − 1) + (1 + ψδφ) 1 − ψ ∂ f (δ, α, M ∗ ) = ψw > 0. ∂δ [ψδw − 1]2 Finally, it is easy to see that f (δ, α, M ∗ )|ψM ∗ +1 δw=1 = 0 while f (δ, α, M ∗ )|δ=1 = 1. ∗ Now consider the function g(α, N ∗ , M ∗ ) for ψ M +1 δw > 1. Observe that, conditioning on M ∗ and N ∗ , g(α, N ∗ , M ∗ ) is constant with respect to δ. Clearly PN ∗ we have that n−1 ∗ ∗ ∗ ∗ g(α, N , M ) > 0 for all α and N > M . Moreover, since yM ∗ +1 = z0 + n=M ∗ +1 (y1 (1 − α) ) > ∗ z0 + (N ∗ − M ∗ )(1 − α)N −1 , we have that g(α, N ∗ , M ∗ ) < 1. It follows that the equilibrium conditions (A.48) and (A.49) together impose a unique ¯ N ∗ , M ∗ ), defined in (25), on the discount factor δ for every α ∈ (0, 1), upper bound d(α, ∗ whenever ψ M +1 δw > 1. ∗ Finally, consider the case where µM ∗ +1 > 1 ⇔ ψ M +1 δw < 1. In this case, the righthand side of A.50 is strictly negative, while the left-hand side is positive, and the necessary ∗ condition for (A.48) and (A.49) holds. Clearly, for all α, if ψ M +1 δw < 1 then δ < ¯ N ∗ , M ∗ ). d(α, 



A.16



Proof of Lemma 13



˘ (`c )C , (L ˘ c )C , M ) with Assume, by way of contradiction, that the strategy profile σ ˘ (N, c=2 c=2 C ≥ 2 herding leaders constitutes a symmetric equilibrium. We concentrate on the first 67



two herding leaders: the first in line and the `2 th in line. So as to lighten notation, in this ˘ and k for `2 , L ˘ 2 and k2 respectively. appendix we will use `, L ˘ and k = 2, 3, . . . satisfy In addition we define the following notation. Let j = 1, . . . , L ˘ = (k − 1)L ˘ + ` + j − 1. N



(A.51)



The variables k and j admit the following interpretation. At a bad server, or at a good server at which the first in line is uninformed (i.e. has not yet observed service), there are k instances of the `th in line for every instance of the first in line. Furthermore, the k th instance of the `th in line will learn the first-in-line’s information after observing j ˘ periods unsuccessful service events, as this coincides with the first in line completing her N of experimentation. Finally, we let y˘n denote the stationary probability of arriving at the queue at the nth position in line when the server is good, under our candidate symmetric equilibrium profile with multiple herding leaders, σ ˘. We show that, for certain parameter values, if it is optimal for the first in line to ˘ periods, and it is optimal for the (` − 1)th to herd on the first in line, experiment for N ˘ periods. Our argument is then it cannot be optimal for the `th in line to experiment for L invariant to the presence of further herding leaders. Begin by considering the first in line. Under σ ˘ , the stationary probability of arriving ˘ . At a good server, it is y˘1 . In equilibrium, the at the first position at a bad server is 1/N ˘ periods. Furthermore, she does not learn first in line finds it optimal to experiment for N ˘ is determined anything from observing the behavior of others in the queue. Therefore, N by the relationship: ˘



˘



˘ y˘1 (1 − α)N ˘ y˘1 (1 − α)N −1 ψ(1 − δ) µN µN ≥ > . 1−µ α(ψδw − 1) 1−µ



(A.52)



Now consider an individual arriving at the nth position in line, for n = 2, . . . , ` − 1. ˘ at a bad server. The probability of arriving at that position is y˘n at a good server and 1/N th The n in line cannot learn anything from the behavior of others, except for the first in line. Thus, as long as the first-in-line does not renege and conditional on no service, the likelihood ratio of the nth in line’s posterior belief follows the path: ˘



˘ y˘n ˘ y˘n (1 − α) ˘ y˘n (1 − α)N −n+1 µN µN µN > > ··· > . 1−µ 1−µ 1−µ Equilibrium requires that the nth in line does not want to renege before the first in line ˘ periods of experimentation. Equivalently32 , for all n = 1, . . . , ` − 1, has completed her N ˘



˘ y˘n (1 − α)N −n µN ψ(1 − δ) ≥ . 1−µ α(ψ n δw − 1)



(A.53) ˘



˘ −n+1 N



If µN y˘n (1−α) 1−µ in footnote 30. 32







ψ(1−δ) α(ψ n δw−1) ,



we assume the same protocol at the exit stage as the one described
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Let’s now consider an individual’s inference upon arriving at the queue at the `th position. Observe that, when an individual arrives `th in line, she does not know whether, nor how many, other individuals have already arrived at the `th position behind the current first-in-line. In particular, conditional on the server being bad, the individual believes she could equiprobably be the first, second, . . . , k th instance of the `th in line behind a given first in line. Thus, the probability an individual attaches to arriving at the `th position at ˘. a bad server is k/N Similarly at a good server if the first in line is uninformed. Consequently, the stationary probability of arriving at the queue at the `th position in line is y˘` = b0 + b1 + · · · + bk , where b0 is the stationary probability of arriving at the `th position at a good server when the first in line has already observed service, and bm for m = 1, . . . , k is the stationary probability of arriving as the mth instance of the `th in line at a good server when the first in line is uninformed. Equivalently, bm is the probability that the current first in line ˘ unsuccessful joined the queue at the first position and has since observed ` − 1 + (m − 1)L ˘ service events: bm = y˘1 (1 − α)`−1+(m−1)L for m = 1, . . . , k. Now suppose that an individual knew that she joined the queue as the k th instance of the `th in line (this is not the case in equilibrium). She would only need to wait j periods to obtain the first-in-line’s information. If at that point the first in line reneges, ˘ consecutive service failures. If all individuals in the queue learn that she has observed N she does not renege, an individual who knew herself to be the k th instance of the `th in line would learn that the first in line is informed, and hence that the server is good. Consequently, the first in line’s behavior is also informative for an individual who joins the queue at the `th position, but does not know which instance of the `th in line she is. If she observes j failures and the first in line not reneging, the `th in line learns that, (1) she is not the k th instance of the `th in line behind an uninformed first in line at a good server (probability bk ), and (2) she is not the k th instance of the `th in line behind the first ˘ ). in line at a bad server (probability 1/N Thus, for the first j − 1 failures, the likelihood ratio of the `th in line’s posterior belief follows the path: ˘ y˘` (1 − α) ˘ y˘` (1 − α)j−1 ˘ y˘` µN µN µN > > ··· > , (1 − µ)k (1 − µ)k (1 − µ)k and at the j th failure, if the first in line does not renege, the `th in line updates the likelihood ratio of her posterior belief to ˘ (˘ µN y` − bk ) (1 − α)j . (1 − µ)(k − 1) We conclude that in equilibrium, the likelihood ratio of the `th in line’s posterior belief must satisfy: ˘ ˘ ˘ (˘ ˘ (˘ µN y` − bk ) (1 − α)L−1 ψ(1 − δ) µN y` − bk ) (1 − α)L ≥ > , (1 − µ)(k − 1) α(ψ ` δw − 1) (1 − µ)(k − 1)
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˘ periods of no service. Rewriting the right if she is to unilaterally exit the queue after L inequality above: (A.54) # " ˘ ˘ y˘`−1 (1 − α)N˘ −`+1 ψ(1 − δ) µN (1 − α)L (˘ y` − bk ) (ψ ` δw − 1) . > α(ψ `−1 δw − 1) (1 − µ) (1 − α)N˘ −`+1 y˘`−1 (k − 1)(ψ `−1 δw − 1) We will show that the term in square brackets in the expression above is greater than one and that consequently the expression above contradicts condition (A.53) for the (`−1)th in line (and for ` = 2, the first inequality in (A.52)). We begin by deriving a lower bound on y˘` − bk . If the previous individual arrived at the (` − 1)th position in line and the next service opportunity was unsuccessful, the next individual could either be the first instance of the `th in line behind an uninformed first in line, or any `th in line behind and informed first in line. Thus: b0 + b1 ≥ y˘`−1 (1 − α). Another way of arriving at the `th position in line behind and informed first in line is if the previous individual arrived at the `th position and the next service opportunity produced exactly one service event: b0 ≥ y˘` α(1 − α) > (˘ y` − bk )α(1 − α). From the two inequalities above, and since the events of one service and no service are mutually exclusive, we obtain the following bound: y˘` − bk ≥ b0 + b1 ≥ y˘`−1 (1 − α) + (˘ y` − bk )α(1 − α). (The first inequality follows from the fact that k ≥ 2.) Rearranging: 1−α y˘` − bk . ≥ y˘`−1 1 − α(1 − α) Substituting, be obtain the following lower bound on the terms in square brackets in (A.54): " # ˘ ˘ (1 − α)L (˘ y` − bk ) (ψ ` δw − 1) (1 − α)L ψ ` δw − 1 ≥ . `−1 δw − 1) (1 − α)N˘ −`+1 y˘`−1 (k − 1)(ψ `−1 δw − 1) (k − 1)(1 − α)N˘ −` |(1 − α(1 − α))(ψ {z } | {z } K2



K1



We now show that both K1 ≥ 1 and K2 ≥ 1. We begin with K1 . Observe that, from ˘≥N ˘ − ` ≥ (k − 1)L, ˘ so that (A.51), we have k L K1 ≥



˘ − α)L˘ L(1 ˘ − `)(1 − α)N˘ −` (N



˘



= ρ(1 − α)(ρ−1)(N −`) =: r(ρ),
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˘ N ˘ − `). The function r(.) is log concave in ρ. Moreover r(0) = 0 and where ρ := L/( ˘ − `) < ρ ≤ 1, we have that r(1) = 1. Since 0 < 1/(N     1 r(ρ) ≥ min r , r(1) . ˘ −` N ˘ − `)) ≥ 1 for all N ˘ − ` ≥ 2 (we have already Thus, it is sufficient to show that r(1/(N ˘ − ` = 1). This is ensured by the condition α ≥ 1/2. excluded the case N Finally, α2 > 0. K2 ≥ 1 ⇔ ψ ` δw > 2 α − ψ(1 − δ) In other words, K2 ≥ 1 is equivalent to the sufficient condition from Lemma 9 applied to the `th in line. As ψ ` δw is a decreasing function of `, the above condition holds for every ˘ if it holds for N ˘ . Hence the condition in Lemma 13. `≤N Combing all the intermediate inequalities, we have shown that the term in square brackets in (A.54) is greater than 1. Therefore (A.54) implies ˘



˘ y˘`−1 (1 − α)N −`+1 µN ψ(1 − δ) > . α(ψ `−1 δw − 1) (1 − µ) This contradicts (A.53) for n = `−1: the assumption that the `th in line is a herding leader contradicts the assumption that players 2, . . . , ` − 1 do not wish to renege before the first ˘ periods of experimentation. (For ` = 2, the above contradicts in line has completed her N the first inequality in (A.52): The assumption that the second in line is a herding leader ˘ periods.) contradicts the result that the first in line experiments for N
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Proof of Lemma 14



Proof: In a pure strategy equilibrium N ∗ is determined by the condition (N + 1)y1 (N + 1)(1 − α)N +1 



1 − µ ψ(1 − δ) ≤ N y1 (N )(1 − α)N . µ α(ψδw − 1)



A substitution for y1 (N ) and ignoring integer considerations gives the equilibrium N is determined by ! M +1 X µ ψδw − 1 1 − φi 1 1 − φM +1 (1 + φ)N (A.55) = LN := 1 + − 1 − µ 1 − ψδ N 1−φ φN 1−φ i=M −N +1 We now show that the RHS of (A.55) is a quasi-convex function of N . Let us take a difference N (N − 1)(LN − LN −1 ) N −1



X 1 − φM +1−i 1 − φM +1 (1 + φ)N −1 1 − φM +1−N = ((N − 1)(1 + φ) − φN ) + − (N − 1) 1−φ φN 1−φ 1−φ i=0 71



1 − φM +1 (1 + φ)N −1 1 = (N − 1 − φ) + N 1−φ φ 1−φ =



1 + (N − 1)φM +1−N − φM +1−N



! φi



i=1



1 − φM +1 (1 + φ)N −1 1 − φM +1−N + φM +1−N (N − 1 − φ) + 1−φ φN 1−φ



≥0



N X



N X i=1



1 − φi 1−φ



If N − 1 − φ > 0.



The last term here is alway positive, the only term that can be negative is the first one which switches from negative to positive as N increases. We now take a second difference. Define ∆N to be the difference of the RHS above, that is ∆N := N (N + 1)(LN +1 − LN ) − N (N − 1)(LN − LN −1 ), then 1 − φM +1 (1 + φ)N −1 [(1 + φ)(N − φ) − φ(N − 1 − φ)] 1−φ φN +1 N X 1 − φi 1 − φN +1 φM −N +1 − φM −N + (φM −N − φM +1−N ) + φM −N + 1−φ 1−φ 1−φ i=1 ! N X 1 − φM +1 (1 + φ)N −1 1 − φN +1 M −N i = N + φ (1 − φ ) + 1−φ φN +1 1−φ i=1



∆N =



=



1 − φM +1 (1 + φ)N −1 N + (N + 1)φM −N N +1 1−φ φ



Thus ∆N ≥ 0 for all φ. This implies that LN may start by decreasing (if N < 1 + φ), but then becomes and remains increasing. As L1 is less than the left of (A.55), there is a unique solution N ∗ to the equilibrium condition µ ψδw − 1 = LN 1 − µ 1 − ψδ The left is independent of N and the right is increasing in N at any point of intersection (by the uniqueness of the point of intersection and the quasi-convexity of the left). Thus as the left increases, so does the solution N ∗ . Increasing w, µ, δ increases the left of this expression and hence N ∗ . To get the comparative static on α we must re-write LN M +1



X 1 − φi 1 − φM +1 (1 + φ)N − 1−φ φN 1−φ i=M −N +1 M N   N M −j X X N −j X X i i = φ φ − φ j i=0 j=0 j=0 i=0  X ! M −j N −1 X X N  N i i = φ + φ −1 j i=−j j j=0 i=0



N (LN − 1) =
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 (Where Nj is the binomial coefficient.) This is a sum of N + 1 convex functions of φ with a slope tending to −∞ as φ → 0 and a positive slope at φ = 1. As ψδw − 1 δ(w − 1) = −1 + 1 − ψδ (1 − δ)(1 + φ) Thus the LHS of (A.55) is a convex decreasing function of φ with a bounded slope at φ = 0. The RHS of (A.55) is a convex function of φ with slope tending to −∞ as φ → 0 and a positive slope at φ = 1. The combination of the two comparative statics on the two sides of (A.55) and continuity implies the results claimed in the Lemma. 
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