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Abstract. We present traffic analyses of two anonymous communications schemes that build on the classic Crowds/Hordes protocols. The AJSS10 [1] scheme combines multiple Crowds-like forward channels with a Hordes reply channel in an attempt to offer robustness in a mobile environment. We show that the resulting scheme fails to guarantee the claimed k-anonymity, and is in fact more vulnerable to malicious peers than Hordes, while suffering from higher latency. Similarly, the RWS11 [15] scheme invokes multiple instances of Crowds to provide receiver anonymity. We demonstrate that the sender anonymity of the scheme is susceptible to a variant of the predecessor attack [21], while receiver anonymity is fully compromised with an active attack. We conclude that the heuristic security claims of AJSS10 and RWS11 do not hold, and argue that composition of multiple anonymity channels can in fact weaken overall security. In contrast, we provide a rigorous security analysis of Hordes under the same threat model, and reflect on design principles for future anonymous channels to make them amenable to such security analysis.
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Introduction



The design of anonymous communication channels is a well established field [4] with applications in election protocols, censorship resistance and support of free speech. Several proposed anonymous communications channels take advantage of specific networking layers, such as ISDN telephony [14], TCP [9], email [6] or ad-hoc networks [11]. Similarly, the AJSS10 [1] channel is crafted for use in hybrid mobile networks, where a local peer-to-peer network of mobile devices (using WiFi) is provided with wide area connectivity by a mobile (3G, GPRS) telephony provider. The degree of security for an anonymity system comes down to the difficulty an adversary has in identifying the originators or intended receivers of messages. The security guarantees can be formalized by probabilities over senders or receivers [19], or by equivalence classes of possible actors (anonymity sets) [13]. A probability distribution over all possible actors yields more fine-grained guarantees than a division of the actors into equivalence classes, and probabilistic modelling is thus also the approach we take in this paper. The capabilities of adversaries are represented by different threat models against which the security of an anonymity system must be evaluated, such



as the global passive adversary [12], a fraction of malicious insiders [16], or specific corrupt entities. All schemes discussed in this paper aim to protect the identity of the sender from a malicious receiver as well as malicious insiders, while the RWS11 [15] scheme takes a step further by attempting to guarantee the anonymity of the receiver. Performance metrics—communication overhead and latency as well as reliability—are important for anonymous communications as for any other networking primitive. Crucially, low performance of the communication channel leads to low usability of the system, which might in itself reduce anonymity [8]. Attacks on performance combined with retransmission mechanisms to ensure reliability may in fact lead to loss of anonymity [2]. Our contribution in this paper comprises three parts. We start by reviewing the classic Crowds [16] and Hordes [17] systems. We augment the security analysis of Hordes by proving new analytic bounds on sender anonymity in the case of a malicious receiver controlling a subset of nodes in the network. We proceed by studying the security and performance of two schemes that build on Crowds, AJSS10 [1] and RWS11 [15], and in both cases, demonstrate how the composition of multiple anonymous channels results in weaker anonymity as well as poorer performance. Finally, we reflect on our findings to provide a set of sanity checks for protocol designers. The key intuition behind our results is that multiple anonymous channels in general compose poorly: one cannot automatically argue that since they each separately provide some degree of anonymity, their composition will provide at least the same level of assurance. Further, while we are able to analytically bound the security of Crowds and Hordes, seemingly simple changes to those protocols make their modelling intractable. We argue that building anonymous communications channels whose security is easy to verify analytically should be a key design consideration for future proposals.
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Crowds and Hordes



Crowds [16] uses a peer-to-peer network (a crowd) to pass messages anonymously from the sender to a receiver outside the crowd. A crowd member wishing to send a message first passes it to a random crowd node. Each subsequent node then flips a (biased) coin to decide whether to send the message to the destination (with probability p) or pass it to another crowd node. The latency of the channel, that is, the average number of hops a message travels in the crowd before being forwarded to the final destination is 1/p. The forward path of a Crowds message can also be used to anonymously receive replies. Crowds’ bidirectional communication, however, is not robust in a mobile environment where nodes join and leave the crowd dynamically. Hordes [17] provides a solution by combining the forward path of Crowds with a multicast reply channel. In Hordes, the sender appends to the message a random session identifier as well as a multicast group—a subset of k crowd nodes that includes the sender herself. The outgoing message is then sent via a regular Crowds channel. The reply message, which must also include the session



identifier, is sent directly to the multicast group acting as an anonymity set. The original sender, who is part of this group, can use the session identifier to detect the reply, while the remaining members of the group will simply drop the message. The crowd forward latency of Hordes is still 1/p, while the fast direct reply channel means that the latency of a round trip drops from 2/p to 1/p. 2.1



Security analysis



Throughout this paper, we measure sender anonymity in terms of probabilities linking the message to its sender. While it is generally prudent to consider the worst-case confidence an adversary has in the true sender, taken over all possible observations of messages, we shall shortly see that for the protocols scrutinized in this paper, the worst-case confidence can be 1. Thus, we resort to measuring the expected success rate of the adversary guessing the sender of a message. We say that a system offers perfect anonymity if for any observation, the adversary’s best strategy is to choose at random from the entire set of n possible senders: Pr[success] = 1/n. Crowds provides the sender with perfect anonymity with respect to an adversarial receiver, since the receiver is equally likely to receive the message from any crowd member. Collaborating dishonest crowd members, on the other hand, can infer some information about the sender. More specifically, in a crowd of size n, a fraction 0 < f < 1 of dishonest nodes can correctly guess the sender of a captured message with expected success rate [16] E(success) = 1−(1−f )(1−p)+(1−f )(1−p)



1−p 1 = f +(1−f )p+ . (1) (1 − f )n n



Hordes provides k-anonymity of the sender w.r.t. the receiver: the receiver will only learn that the sender is one of the k members in the multicast group, Pr[success] = 1/k. Assuming communication between the sender and the receiver is encrypted such that intermediate nodes do not learn the multicast group, Hordes provides the same sender anonymity w.r.t. malicious crowd nodes as original Crowds. Finally, we consider sender anonymity in the case of malicious crowd nodes collaborating with a malicious receiver. A malicious Crowds receiver contributes no additional information, implying that for messages captured in the crowd, the success of this adversary is still bounded from above by (1). The average success rate over all observed messages, including those captured by the receiver, is E(success) = f + (1 − f )



1 1 =f+ . (1 − f )n n



(2)



For Hordes, this adversary model is not considered in the original paper, however, the simplicity of the protocol allows us to now devise a strict bound for sender anonymity in this model (see Appendix A for the proof). Theorem 1. In a crowd of n nodes, a fraction 0 < f = nc < 1 dishonest crowd members collaborating with a dishonest receiver can identify the sender of



a Hordes message with average success rate 1 E(success) = f + k
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where k is the size of the multicast group chosen by the sender. The effect of the security parameter k on the anonymity of Hordes is as expected: anonymity improves as k increases, and as k approaches n, the security of Hordes approaches that of Crowds (c.f. (2)). While the latency of a single message does not increase with k, a large multicast set causes heavier total load on the network, implying a natural security-performance trade-off. Curiously, the Crowds parameter p does not influence the average success rate of the adversary; it does, however, affect the worst-case confidence the adversary has in the sender of a particular message: as the exit probability p approaches 1, fewer messages get captured before reaching the receiver, but those that do can be attributed to the sender with higher confidence, and vice versa. Finally, we observe that for k ≤ 1+f n, Hordes provides no anonymity in the worst case as a particularly poor choice of the multicast set can result in the entire set colluding with the receiver, thus pinpointing the single honest member in the set as the sender (see the proof in Appendix A for details). 2.2



Advantages and limitations



The security of Crowds and Hordes depends on the forwarding parameter p, as well as, in the case of Hordes, the size of the multicast group k. Both parameters have a negative impact on the latency of the protocol. In both cases, however, this relationship between latency and security is well understood and proven by rigorous security analysis. Indeed, the local randomized algorithm that determines the latency of a Crowds message provides optimal security [5]. On the other hand, both protocols are limited by only providing anonymity of the sender with respect to the receiver : neither can withstand attacks by even a passive network adversary that can eavesdrop communications in the crowd. Furthermore, the predecessor attack [21] can breach sender anonymity when forwarding paths are frequently resampled, and crowd paths should thus be fixed during a session between a sender and a receiver. We proceed to show that a failure to fully consider these limitations results in complex protocols that are harder to analyze, yet provide weaker anonymity.
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The AJSS10 scheme



We present here the features of the AJSS10 channel relevant to its study in terms of security and performance. Full details are provided in the original work [1]. AJSS10 is designed to provide anonymity in a hybrid networking environment, where local devices can communicate with one another using a local Wifi



network, but need to communicate with the wider area network through a mobile telephony operator – this is an appealing model as it matches the capabilities of smartphones which now outnumber PCs in sales3 . The AJSS10 protocol aims to achieve sender k-anonymity: the adversary should not be able to reduce the number of possible senders of a message to less than k participants. To construct her anonymity set, a sender using AJSS10 splits her message into k parts.4 She sends one part directly to the operator and k − 1 parts via other peers, using a variant of Crowds for each part. First, each message part is given to a random node in the local network; each receiving node flips a biased coin and with probability p sends the message to the operator unless it has already sent a part of this message to the operator ; otherwise the message is sent to a random node in the network that repeats this process. AJSS10 also attempts to conceal receiver anonymity from peers by using, for each message part, a different temporary identifier that only the operator can map to the recipient. Upon receiving a message part from a node, the operator thus looks up its destination address and forwards it to the receiving server. After all k parts have arrived, the server replies to the set of k peers (which, by design, includes the sender) and includes a server ID in that reply. The multicast reply channel of AJSS10 shares two properties with that of Hordes: the set of k peers aims to provide k-anonymity; while the inclusion of the original sender in this set guarantees robust reply message delivery in networks where peers join and leave dynamically. The key difference between AJSS10 and Hordes routing is the use of multiple parallel paths on the forward channel, which has two effects. First, multiple paths are used to relay messages from the same sender to the same receiver—thus, we expect more opportunities for adversaries to perform traffic analysis. And second, the fact that the same node cannot send more than one part of the same message to the operator requires the inclusion of a message identifier visible to all peers, allowing them to link different parts of the same message together. These changes also have repercussions on performance: all parts of the message need to be delivered for the message to be decoded, increasing protocol latency. Furthermore, some nodes will not be able to output a part as they have already delivered a previous part to the operator, forcing the message to continue its course within the network. We note that the Hordes system assumptions must be satisfied to run the AJSS10 algorithm. Hordes relies on the sender directly choosing k−1 other peers to build a reply anonymity set and sending this set to the server. AJSS10 uses a variant of Crowds which implies that a client knows all other local peers in the crowd and can create these anonymity sets as in Hordes. Conversely, Hordes can also be used when peers join and leave the network dynamically, as the reply channel relies on a multicast that can safely fail for some peers. The question we 3 4



http://www.pcmag.com/article2/0,2817,2379665,00.asp An estimate of dishonest peers can be used to choose a higher parameter to achieve k-anonymity, taking into account some of the potential members of the anonymity set may be under the control of the adversary.



ask next is thus whether AJSS10 offers significant security benefits that outweigh the additional performance cost compared to Hordes. 3.1



Security evaluation



We consider the security of the scheme against two threat models: a set of malicious peers in the wifi network, as well as a malicious operator that additionally controls a small fraction of peers. The goal of the adversary in our analysis is to determine the most likely sender of a specific message for a set of observations of the anonymity network. The observations of malicious peers contain the identities of nodes that forwarded a message they wish to trace. In the second threat model, a malicious operator additionally records the identities of forwarding nodes for messages that do not get captured in the crowd. Our analysis relies on the following observations: – Malicious nodes can link received message parts belonging to the same message together by their unique identifier. Similarly to the predecessor attack on dynamic Crowds paths [21], this results in an attack on sender anonymity, as the true sender will be observed on the paths of the message parts more often than any intermediate node. Even worse, while the predecessor attack relies on implicit identifiers such as user ID-s, cookies or other information at the application layer for linking messages together, these identifiers are explicitly included by design in AJSS10. – A malicious operator cannot use this unique identifier as AJSS10 requires honest senders to strip the message parts of linkable information before giving them to the operator. Yet the server ID together with timing information may be sufficient in linking all parts back together in case of requests to relatively unpopular resources. – Unlike Hordes, the receiver identity is initially concealed from peers; however, the server ID is also available in the reply message sent to the multicast group, allowing coalitions of malicious peers to restore the link between the message and its recipient. A successful attack on sender anonymity thus also results in sender-receiver linkability. The state of the art in traffic analysis of anonymity protocols involves a full probabilistic modelling of the channel to extract posterior distributions over actions given the knowledge of an adversary [19]. Unlike Crowds, as well as Hordes which we modelled in Sect. 2.1, such an analysis is extremely complex for the AJSS10 protocol as modifications to the Crowds routing logic introduce temporal constraints. Instead, we provide an experimental upper bound on the security of the scheme by simulating the protocol and using heuristic analysis to decide upon the most likely sender of a message. The experimental bound is from above, as only partial information is used by our adversary to determine the sender (timing information is excluded), and even that partial information is not guaranteed to be used optimally. Given a set of observed senders corresponding to parts of the same message, we simply pick as the most likely initial sender the peer that has sent the most



Fig. 1. The security and performance of AJSS10 versus the Hordes protocol.



parts. If the operator colludes with malicious peers, we further restrict the sender to be within the set of honest peers that forwarded the message to the operator, since the true sender is guaranteed to be in the k-anonymity set observed by the operator. In general, the higher the fraction of malicious peers in the network, the higher the probability that the actual sender of the message is observed multiple times. Surprisingly, the same is true for larger values of the security parameter k. We can reason about the success probability of our heuristic algorithm as follows. Assuming peers collaborate with the operator, capturing at least one of the k − 1 message parts sent via peers during its first hop is likely to identify the correct sender (who is then linked with at least two message parts); conversely, if no parts land in the hands of malicious peers during the first hop then the adversary’s guess will effectively be a random choice from the anonymity set. In Appendix B, we estimate the success rate of a fraction f = c/n corrupt peers collaborating with the operator to be



(1 − f )k−2 E(success) ≈ 1 − (1 − f )k−1 + k
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Figure 1 (left) compares the anonymity provided by the AJSS10 scheme in the two threat models with the anonymity provided by Hordes in the stricter model when both operator and peers are malicious, denoted as the k-anonymity limit. Specifically, we consider a network of 500 peers out of which 25 are malicious. We perform 100 simulations for p ∈ [0.1, 0.9] and plot the number of those experiments in which the actual sender was correctly identified. The solid lines are the median number of successes and the shaded regions represent the mini-



mum and maximum number of successes for different values of p. The analytic approximation for the security of AJSS10 is also plotted. The complexity of the AJSS10 routing logic prevents us from accounting for the exact effect of the Crowds parameter p. We note that decreasing p increases latency, which results in more messages being captured before reaching the operator, thus on one hand increasing the number of different senders observed by peers, while on the other hand decreasing the size of the effective anonymity set of honest nodes observed by the operator. Our simulations confirm that varying p does not affect the security guarantees of AJSS10 significantly, while anonymity decreases rapidly as k increases, Even if only peers are malicious, even modest values of k lead to a greater probability of compromise than k-anonymity would suggest. In comparison, as k increases, the security of the Hordes channel increases together with the size of the anonymity set, as expected. 3.2



Performance evaluation



The modifications introduced by the AJSS10 scheme also have a serious impact on the latency of messages. Traditional Crowds latency follows a geometric distribution [5], which has a high variance. Requiring the delivery of k − 1 message parts through the crowd in effect involves sampling k−1 random variables for the latency of each part, leading to the maximum delivery time being the latency of the whole message. The expected maximum latency of k −1 independent random variables following the geometric distribution with parameter p is Geom E(lk−1,p )



=



k−1 X i=1



k−1 i







(−1)i−1 Hk−1 ≥− , i 1 − (1 − p) log(1 − p)



(3)



where Hk−1 is the (k − 1)th harmonic number, yielding a lower bound for the expected latency of an outbound message in the AJSS10 scheme. The fact that peers only deliver a single message further increases the delivery time and prohibits us from giving an upper bound to the latency. Figure 1 (right) illustrates latency for AJSS10 with different parameters k and fixed p = 0.2 compared to Crowds/Hordes (median and 90% confidence intervals). It is clear for AJSS10 that as the parameter k increases, latency also increases to about an order of magnitude above Crowds. We also plot the theoretical lower bound (3) on the latency. As observed, assuming the AJSS10 system behaves like k − 1 parallel Crowds is a good model for k << n but path lengths increase significantly beyond this bound as k becomes larger, due to each peer being restricted to only sending out one message part.
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The RWS11 scheme



The RWS11 scheme [15] also uses parallel Crowds paths, this time to conceal the identity of the receiver from the crowd. To send a message m to a receiver Rr , the sender first constructs a path R1 , R2 , . . . , Rr−1 , Rr of crowd nodes (in



RWS11, the receiver is considered part of the crowd). She computes, for each (0) (1) (k−1) node Ri on this path, a set of messages si , si , . . . , si and padding values such that (0) (1) (k−1) (0) s1 ⊕ s1 ⊕ · · · ⊕ s1 = R2 || s2 (0) (1) (k−1) (0) s2 || pad1 ⊕ s2 ⊕ · · · ⊕ s2 = R3 || s3 ··· (4) (0) (1) (k−1) (0) sr−1 || pad2 ⊕ sr−1 ⊕ · · · ⊕ sr−1 = Rr || sr (0) (1) (k−1) sr || padr−1 ⊕ sr ⊕ · · · ⊕ sr = null || m . Padding is used to replace the removed address field, so that the size of the message remains constant throughout its course in the network. The padding values pad1 , pad2 , . . . , padr−1 are defined such that node Ri can compute padi = (0) (1) (k−1) f (si , si , . . . , si ) as a pseudorandom function of her shares. (0) (1) (2) (k−1) The sender then forwards s1 to R1 , as well as si , si , . . . , si for i = 1 . . . r to Ri , using Crowds for each share. The node Ri , upon receiving her k shares—one share from the previous node as well as k−1 shares from the sender— (0) (0) reconstructs Ri+1 ||si+1 and padi , and forwards si+1 ||padi to Ri+1 , again using Crowds. The final receiver Rr , upon seeing null in the address field, thus knows that the message was intended for her. (i) The core idea behind the security of RWS11 is that all k shares sr intended for Rr are required to learn that Rr is the final receiver, and her identity thus remains hidden from malicious nodes who only intercept some of the shares. We proceed to show, however, that this construction significantly weakens sender anonymity, and further demonstrate active attacks on receiver anonymity. 4.1



Security evaluation



Sender anonymity. As before, we first consider the threat model where a malicious receiver Rr collaborates with a subset of malicious crowd nodes in order to learn the identity of the sender. Our observations on RWS11 are similar to those of AJSS10: – Observing that k − 1 of the k shares meant for Rr originate from the initial sender, we expect to see the true sender on the path to Rr more often than any other node. – While RWS11 does not explicitly specify this, the k shares must include a common identifier that allows Rr to link the observed parts back together, making it easy for an attacker to distinguish shares belonging to the same message (case 1 ). In the absence of noise caused by other traffic, all kr shares can be linked together (case 2 ). Again, if we assume that the adversary is successful with probability ≈ 1 in identifying the sender whenever she captures at least two message shares directly from the sender, we can predict the overall success rate to be E(success) ≈ 1 − (1 − f )k−1 − (k − 1)f (1 − f )k−2 in case 1; r(k−1)+1



E(success) ≈ 1 − (1 − f )



r(k−1)



− (r(k − 1) + 1)f (1 − f )



(5) in case 2. (6)



Fig. 2. Attack probabilities against the RWS11 protocols for different values of the security parameters. Green lines (“x” ticks) represent attacks against sender anonymity with a corrupt receiver; Blue lines (triangle ticks) represent attacks against a sender only using the shares sent to a corrupt receiver; Red lines (“+” ticks) represent attacks against an honest sender and receiver. (Shaded regions represent the 99% confidence intervals.



Sender-Receiver anonymity. Second, we assume the receiver is honest, and consider the security of the RWS11 scheme against a delaying adversary that is otherwise passive. Strictly speaking, this adversary is outside the scope of RWS11, which assumes only a purely passive adversary [15]. But an adversary that can merely delay any observed traffic and is otherwise passive is a realistic extension, thus instructive to consider. As before, we assume that message parts are linkable, either through a common header, or simply through lack of noise. We note that an adversary that observes shares from a specific sender is left with the task of identifying the ultimate receiver of the message out of potentially r choices. We use causality, namely that Ri+1 cannot output a message before receiving her share from Ri , and that the receiver Rr is the last in this chain, to attack the scheme. An adversary delays all shares received within the crowd for a specific time frame. These messages are considered to be within the same, first, epoch. The adversary then releases the shares and observes the sequence of captured shares as the message continues its course through the sequential chain of intermediate nodes to Rr . This allows the adversary to build an ordering over the observed potential receivers of the target message. Any receiving peers observed before the last observation can be discarded as potential receivers.5 As before, the adversary again selects as a candidate sender, the sender that sent most messages within the delay period. The candidate receiver is selected 5



The original protocol does not specify whether the r nodes must be distinct; for simplicity, we assume they are. The attack also works if repetitions are allowed, since message part identifiers allow us to consider each appearance of a node separately.



at random from the set of potential receivers observed, minus adversary peers and peers that were not last in the observed route. Given the complexity of the attack, we simulate runs of the RWS11 protocol and perform the attack against them to evaluate its true success probability. This provides an upper bound on its security, as our heuristic adversary is, once again, not guaranteed to be optimal. The results are summarised in Figure 2 as the red line (“+” ticks). (Standard parameters used: 1000 peers including 10% corrupt; k = 5 shares; r = 5 path length; p = 0.05.) The figure illustrates the security of RWS11 as we vary its security parameters k, r and p. Figure 2 also plots the success probability of the first attack with a malicious receiver. The green line (“x” ticks) assumes all message parts are linkable, while the blue line only uses the k shares destined for the corrupt receiver. As predicted by (5) and (6), the adversary is very likely to trace the sender for high k or r, while the average success rate is largely independent of p. Broadly, increasing the security parameters introduced by RWS11 does not result in an significant increase in security. Surprisingly, we observe quite the opposite: as k and r increase, attacks become more successful. For no values of the security parameters does this probability becomes negligible. Receiver anonymity. Finally, we should not exclude the possibility that some crowd nodes may actively misbehave, intercepting as well as modifying and injecting messages in the network. State-of-the-art packet formats for anonymous communications offer provable security against active attacks [7], and conversely, heuristic security claims may not cover design flaws leading to replay and oracle attacks that completely foil the purported security of the system [3, 20]. Lack of integrity protection in the RWS11 protocol opens up way to an oracle attack whereby any single corrupt node C on the path of any message part to Ri can determine whether Ri is the final receiver of the message. Namely, upon (j) (j) (j) receiving a Crowds message si meant for Ri , C sets sˆi = si ⊕ (C||null) (j) and forwards the modified message sˆi to Ri . By Eq. (4), upon receiving her k shares, Ri reconstructs (0)



(1)



⊕ · · · ⊕ sˆi ⊕ · · · ⊕ si



(0)



(1)



⊕ · · · ⊕ sˆi ⊕ · · · ⊕ si



si ||padi ⊕ si



si ||padi ⊕ si



(j)



(k−1)



= (Ri+1 ⊕ C)||(si+1 ⊕ null), i + 1 6= r



(0)



(j)



(k−1)



= (null ⊕ C)||(m ⊕ null), i + 1 = r .



Thus, if Ri is the final receiver, the message m gets routed back to C, else the (0) share si+1 gets routed to a random address Ri+1 ⊕C. The node C, upon receiving m, will thus know that Ri was the true receiver6 . C can easily distinguish the reply message m from an ordinary RWS11 message, for example by observing that it has no other matching parts. Receiver anonymity is thus compromised whenever either Rr−1 is corrupt, (i) or at least one of the k Crowds messages sr meant for Rr gets captured by a corrupt node. From the analysis of Crowds, we know that the probability of a 6



As a bonus, C will learn the contents of the message m.



single message being captured before reaching the receiver is f /(1−(1−f )(1−p)), so the success rate of the attacker is  k f pk (1 − f )k+1 , E(success) = 1 − 1 − · (1 − f ) = 1 − 1 − (1 − f )(1 − p) (p + f − pf )k which approaches 1 quickly as k grows. In particular, the success probability of the active adversary is higher than the probability of a passive adversary learning the identity of the receiver in traditional Crowds by simple eavesdropping, so by attempting to protect receiver anonymity against the passive adversary, RWS11 in fact opens up an opportunity for a much more powerful active attack. 4.2



Performance evaluation



Similarly to AJSS10, the RWS11 scheme requires the delivery of k message parts for each hop through parallel Crowds channels. By eq. (3), the expected latency Geom for R1 to receive all k parts is E(lk,p ) ≥ −Hk / log(1 − p), and the expected latency of the channel is thus bounded from below by RWS11 E(lk,r,p )≥−



Hk 1 + (r − 1) , log(1 − p) p



where (r − 1)/p is the expected latency of the r − 1 sequential hops from R1 to Rr . The bound is loose, as we ignore the delay effect of the remaining k − 1 shares per hop that are delivered in parallel.
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Design principles for anonymous channels



We have seen that as the parameter k increases, both the quality of protection and performance of the AJSS10 and RWS11 schemes deteriorate. This is true for both threat models considered, while the simpler Crowds and Hordes schemes provide higher security even in the stringent threat model where operator and peers collaborate. Following our analysis we draw a few conclusions regarding design principles for robust and secure anonymity systems. Composition. Composing secure anonymous channels does not guarantee that the resulting channel will be secure. We have seen how k-anonymous multicast and Crowds on their own are secure, but running multiple instances of Crowds in parallel is in itself fragile. Leaking further information through the k-anonymous reply channel is significantly weaker than any of the channels on their own. Failure to account for this lead the designers of RWS11 to assume there is no need to analyse sender anonymity at all. The literature on predecessor attacks [21] and disclosure attacks [10] provides a guide to understanding how parallel composition of channels leaks information. Security parameters. It is important to specify the security parameters and ensure that security increases as they increase. For instance, k-anonymous channels should provide better protection as k grows. Instead, we demonstrate



that the security of AJSS10 and RWS11 decreases significantly as the security parameter k increases. This counter-intuitive result was first observed for Crowds itself a decade ago [18]. Thus any scheme, especially any scheme building on Crowds, should be designed mindful of the possibility. In comparison, the parameter p, which is the traditional Crowds security parameter, has little effect on the security of the new schemes. Security assumptions. It is crucial to distinguish the security-relevant state from incidental operational noise. Robust security analysis should assume that the adversary knows all security-irrelevant state. For example, the AJSS10 scheme does not disclose the message identifier to the operator, presumably in an attempt to keep separate message parts unlinkable. While this is prudent, it is a fragile security assumption, as the designers or users of the system have no way of ensuring that more than one message will be sent to a specific server. If only one message is sent to the server, then the identity of the server itself acts as an identifier that links the message parts. Similarly, RWS11 makes no explicit assumptions about delaying or mixing messages at the intermediate nodes, or the sender delaying messages. Thus, it is prudent to assume an adversary should be given information that links those messages together through timing when performing a security analysis. The assumption that the adversary is provided with all non-security-related information when attacking a system is common place in cryptology (through the use of artificial oracles), but not well established in the design of anonymity systems. Threat modelling. When modelling the adversary, we must always consider the possibility that all malicious parties collaborate. Crowds-like peer-topeer systems that attempt to protect the identity of the sender from the receiver as well as the crowd must thus provide protection against a malicious receiver controlling a subset of crowd nodes. Further, adversarial behaviour is unpredictable, and designs whose security collapses completely in the presence of an active adversary are too fragile for general purpose applications. Ease of analysis. Schemes should be designed so that the security of the system can be analysed on the basis of a small amount of security state, assuming arbitrary values for the non-security relevant incidental operational noise. The AJSS10 mechanism makes such an analysis difficult: since a peer will never forward to the operator a second part of the same message, a race condition occurs. To analyse the performance and security of the system in an exact fashion one would need to introduce models of timing and network delays, and perform inference over different traces and timings of message transmissions. This is impractical, making the system difficult to analyse, without greatly improving its security. Compare with simple designs. Finally, no anonymous channel is perfect, but some are better than others. For this reason it is important to compare new proposals with previous ones, making small modifications to existing protocols and comparing them all the time to ensure additional complexity in fact provides the advantages hoped for. For example the AJSS10 channel operational constraints, in terms of churn or knowledge of local peers, allow the application



of the simple Hordes protocol, and as such Hordes can be used as a baseline for evaluating its security. Acknowledgments. The authors would like to thank the anonymous reviewers for their comments, as well as the paper shepherd Paul Syverson for great advice on improving the work.
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Proof of Theorem 1



The intuition behind our analysis is this: if the sender forwards the message to a malicious peer during the first hop, the adversary can correctly attribute the message to the sender. In all other cases, the adversary’s guess is random. Adversary strategy. Given an observed message obs and a probability distribution Pr[Sender = si |obs] over all possible senders si , the optimal adversarial strategy is to choose the most likely sender by maxi Pr[Sender = si |obs]. If multiple senders are equally likely, there exists no better strategy than to choose one of them at random. Let H be the subset of honest peers in the multicast group. Since the receiver is malicious, H is known to the adversary, and her complete observation is obs = (sj , H, c), where sj is the honest node that forwarded the message and c ∈ {crowd, recv} indicates whether the message was captured by a crowd node, or only at the receiver. We group all possible observations into three groups. Type 1. The message is captured in the crowd, and the forwarding node sj is a member of the multicast group H: O1 = {(sj ∈ H, H, crowd)}. In this case, we know from the analysis of Crowds that the adversary should pick sj as the most likely sender. Type 2. The message is captured in the crowd, but the forwarding node sj is not a member of the multicast group H: O2 = {(sj ∈ / H, H, crowd)}. In this case, we know that sj is not the sender. Thus, all senders si ∈ H are equally likely, and the adversary’s best strategy is to guess at random.



Type 3. The message is captured at the receiver: O3 = {(sj , H, recv)}. Similarly to Case 2, all nodes in H are equally likely senders. Success probability. With probability f , the sender forwards the message to a malicious peer during the first hop, thus generating an observation obs ∈ O1 in the first set that leads to a correct guess. The remaining Type 1 observations, as well as all Type 2 and Type 3 observations lead to a guess that is correct with probability 1/|H|. Noting that the multicast group contains the sender as well as k − 1 nodes randomly chosen by the sender, and can thus include anywhere between 1 and k honest nodes, we can compute the success probability of the adversary as   c n−c−1 k X · k−k 1 0 k0 −1  E(success) = f + (1 − f ) · Pr[|H| = k ] 0 = f + (1 − f ) n−1 0 k k−1 k k0 =1 k0 =1   ! n−c c k c X · k−k 1 n 0 k0 k  =f+ = f + (1 − f ) 1 − n n k(n − c) 0 k k k k X
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Analysis of AJSS10



Assuming that the algorithm succeeds with probability ≈ 1 whenever peers capture a message on the first hop7 ; and makes a random guess from the subset of honest nodes H in the k-anonymity set otherwise, we can predict the success probability of our algorithm to be k−1



E(success) ≈ 1 − (1 − f )



k−1



+ (1 − f )



k X
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k0 =1 k−1
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where c is the number of corrupt peers, as before.



7



The exact probability is analytically intractable, yet our simulations confirm that this assumption is reasonable.
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