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The splitting game and applications* Rida Laraki CNRS and Laboratoire d’Econome´trie de l’Ecole Polytechnique, 1 rue Descartes, 75005 Paris, France. (Email: [email protected].) Revised November 2001



Abstract. First we deﬁne the splitting operator, which is related to the Shapley operator of the splitting game introduced by Sorin (2002). It depends on two compact convex sets C and D and associates to a function deﬁned on C  D a saddle function, extending the usual convexiﬁcation or concaviﬁcation operators. We ﬁrst prove general properties on its domain and its range. Then we give conditions on C and D allowing to preserve continuity or Lipschitz properties, extending the results in Laraki (2001a) obtained for the convexiﬁcation operator. These results are ﬁnally used, through the analysis of the asymptotic behavior of the splitting game, to prove the existence of a continuous solution for the Mertens-Zamir system of functional equations (Mertens and Zamir (1971–72) and (1977)) in a quite general framework. Key words: stochastic games, martingales, saddle functions, splitting continuous convex compact sets, polytopes, extreme points, variational inequalities, functional equations, Epi-convergence, continuity, Lipschitz property.



1. Introduction and notations The zero-sum splitting game (see Deﬁnition 6 below) has been introduced by Sorin (2002) as a natural model to study a situation where the players care only about the transmission of information. It corresponds to a zero-sum stochastic game (see section 4.4) where:
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– the stage payo¤ depends only on the current state; – the state variable (controlled by the players) is a martingale. Like in any stochastic game, the values of the discounted and of the ﬁnitely repeated game are completely determined by a one stage ‘‘Shapley operator’’. This operator is extended here and called the splitting operator. More precisely, let C and D be two convex-compact sets in a locally convex metrizable real vector space. Notation 1 UL denotes the space of real valued functions on C  D, uniformly bounded by a constant M and separately uppersemicontinuouslowersemicontinuous (i.e. uppersemicontinuous on C for all d A D and lowersemicontinuous on D for all c A CÞ. Notation 2 Given a convex compact metric set X, DX denotes the set of probabilities on X with the Borel s-ﬁeld, endowed with the weak* topology. For this topology DX is a compact metric space. DX ðxÞ denotes the set of probabilities on X centered at x, namely with resultant x (see Choquet (1969), Vol. 2, p. 115). Deﬁnition 1. The splitting operator F½ f  is deﬁned on the set of functions f A UL by: F½ f ðc; dÞ ¼ max



min h f ; P n Qi



¼ min



max h f ; P n Qi



P A DC ðcÞ Q A DD ðd Þ



Q A DD ðd Þ P A DC ðcÞ



where: h f ; P n Qi ¼



Ð CD



f ð~ c; d~Þ dPð~ c Þ dQðd~Þ.



We will also refer to the set DC ðcÞ as the set of splitting for Player 1 at c. Remark that when f does not depend on c in C, FðÞ is just the convexiﬁcation operator VexD which associates to a bounded function f on D, the greatest function convex and smaller than f on D. Similarly, when f does not depend on d in D, FðÞ is just the concaviﬁcation operator CavC which associates to a bounded function f on C, the smallest function concave and greater than f on C. The splitting operator is thus a natural generalization of both convexiﬁcation and concaviﬁcation operators. In fact (section 3) we ﬁrst prove that F is well deﬁned and satisﬁes: F½ f  belongs to UL and is a saddle function (i.e. concave in C for all d A D and convex in D for all c A C ) (Theorem 1). Moreover F satisﬁes: CavC ½VexD ð f Þ a F½ f  a VexD ½CavC ð f Þ. In Laraki (2001a), some regularity properties of the convexiﬁcation operator on a convex-compact set are studied. More precisely, we established: (1) a necessary and su‰cient geometric condition on X (called SC ) under which VexX ð f Þ is a continuous function on X, for any continuous function f on X. (2) a su‰cient geometric condition on X (X is a polytope) under which, for any family F of uniformly Lipschitz functions on X, the family ½VexX ð f Þf A F is uniformly Lipschitz on X. This condition is also necessary in a ﬁnite dimensional framework. Some of these results are recalled in section 2. A second objective of this paper consists in establishing the same regularity
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properties (i.e. conservation of the continuity or the Lipschitz property) for the splitting operator F (Theorem 2 and Theorem 3). A third objective relates the splitting operator to repeated games with incomplete information and Mertens-Zamir functional equations (section 4). Recall that a two person zero sum repeated game with lack of information on both sides (Aumann and Maschler (1995)) is a multi-stage game where the payo¤ function depends on two parameters, and where each player knows only one of them. Mertens and Zamir (1971–72) have shown that the sequence of the values of the ﬁnitely repeated games converges, as the length of the game goes to inﬁnity, to the unique solution of the following system of functional equations with unknown V: ) V ð p; qÞ ¼ Cavp A DðKÞ ½minðu; V Þð p; qÞ ðMZ1Þ ðMZÞ V ð p; qÞ ¼ Vexq A DðLÞ ½maxðu; V Þð p; qÞ ðMZ2Þ In this system, DðKÞ is the unit simplex of R K , DðLÞ is the unit simplex of R L and u is the value of the average game (where the players do not use their information). In particular, u is Lipschitz on DðKÞ  DðLÞ. In fact, Mertens and Zamir [1977] studied the functional equations (MZ) in a more general framework without reference to game theoretical tools. Here, we consider existence and uniqueness of a continuous solution of (MZ) in the case where the simplices DðKÞ and DðLÞ are replaced by any convex-compact sets C and D and where the function u is a continuous function on C  D (not necessarily the value of a game). It is well known (Kruskal (1969)) that the convexiﬁcation of a continuous function on a convex-compact set X may discontinuous. In particular the Mertens-Zamir system may not admit a continuous solution even when u is continuous. Independently of the geometry of C and D, the problem of uniqueness of a continuous solution is simple and was proved by Mertens and Zamir (1977) using a comparison Theorem (or a maximum principle) (see Section 3). Hence we are basically concerned with the problem of existence of a continuous solution. In Laraki (2001b), we proved that when C and D are polytopes and u is Lipschitz, the Mertens-Zamir system admits a Lipschitz solution having, for an appropriate norm depending only on C and D, the same Lipschitz constant as u. We remarked that the discounted values of the splitting game, Vl , are the ﬁxed points of the operator f 7! Fðlu þ ð1  lÞ f Þ and we used the results above (Theorem 3) to deduce that the family ðVl Þ1bl>0 is uniformly Lipschitz. Then we showed that any accumulation point V of the family ðVl Þ1bl>0 , as l ! 0, is Lipschitz and satisﬁes (MZ). In the present paper, we prove the existence of a continuous solution in the case where C and D are SC and u is jointly continuous. Remark that in our framework, equicontinuity of the family ðVl Þ1bl>0 is not established. Hence the existence proof sketched above in the Lipschitz case may fail. To overcome this di‰culty, we still consider discounted values of the splitting game and deﬁne two limits: V þ ðc; d Þ ¼



sup fðcl ; dl Þ1bl>0 :ðcl ; dl Þ!l!0 ðc; dÞg



lim sup Vl ðcl ; dl Þ l!0
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and V  ðc; dÞ ¼



inf



fðcl ; dl Þ1bl>0 :ðcl ; dl Þ!l!0 ðc; dÞg



lim inf Vl ðcl ; dl Þ: l!0



We show that V þ ¼ V  ¼ V (hence that Vl converges uniformly to V ) and that V satisﬁes (MZ) by proceeding as follows: (0) From Theorem 1 we deduce that Vl is saddle and continuous. (1) As in Laraki (2001b): we deﬁne two properties (P1) and (P2) (equivalent to ðMZ1Þ and ðMZ2Þ in the space of continuous solutions). (2) We prove that: V :¼ CavC ½V þ  satisﬁes (P1) and V :¼ VexD ½V   satisﬁes (P2). (3) We use the fact that C is SC (resp. D is SC ) and (0) to show that: V  is concave in C (resp. V þ is convex in D). (4) We deduce from (0) to (3) that V is saddle jointly uppersemicontinuous and satisﬁes (P1) and similarly that V is saddle jointly lowersemicontinuous and satisﬁes (P2) and ﬁnally that V b V þ b V  b V . (5) A maximum principle allows to show that V a V . (6) By (2), (4) and (5) we deduce that V ¼ V þ ¼ V  ¼ liml!0 Vl and that V is a continuous solution of (MZ). Our approach is similar to the one used in di¤erential game theory to prove the existence of the value for a di¤erential game and to characterize it as the viscosity solution of a Hamilton-Jacobi equation. This is due to the similarity between the two situations. Actually, a di¤erential game is a stochastic game where the state variable follows a di¤erential equation. The splitting game is also a stochastic game but where the state variable is a martingale. Even though, technically, the two problems need di¤erent mathematical tools, they still have a similar structure. In fact, the link between the martingale state variable and the di¤erential one is made precise throughout duality techniques in the case of repeated games with one side information (Laraki (1999)). 2. Preliminaries In this section we recall some results from Laraki (2001a). Let D be a metric space and let ðD n Þn A N be a sequence of subsets of D. The (Kuratowski) upper-limit of ðD n Þn A N , denoted by lim sup½D n  is the closed subset of D formed by all accumulation points of (any) sequence of points from D n . Explicitly: k



lim sup½D n  ¼ fx A D : bðn k Þkb1 A N; bðx k Þkb1 : x k A D n and x k !k!y xg When N denotes the set of strictly increasing sequence of integers. In this section, X is a convex compact set in a locally convex metrizable real vector space. The next deﬁnition corresponds to the crucial property in the continuous case. Deﬁnition 2. X is SC (Splitting-Continuous) if for all x0 A X , for any sequence ðx n Þn A N in X converging to x0 one has: DX ðx0 Þ H lim sup½DX ðx n Þ:
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In a ﬁnite dimensional framework, we prove (in Laraki 2001a) that SC is equivalent to the property FC (Faces Closed): X is FC if the limit of any set converging sequence of faces of X is also a face of X. Finally, the following deﬁnition will be used in the Lipschitz case. Deﬁnition 3. Let K > 0 and suppose in addition that X is a subset of normed real vector space. X is K-Splitting-Lipschitz if:P For any x; y in X, for any ðai ; xi Þy i¼1 Py convex combination of x ( i¼1 ai xi ¼ x, y ai ¼ 1, ai A ½0; 1, xi A X ) there i¼1 exists ð yi Þy i¼1 in X such that: ðai ; yi Þ is a convex combination of y and: y X



ai kxi  yi k a Kkx  yk:



i¼1



X is Splitting-Lipschitz (SL) if there exists a constant K > 0 such that X is KSplitting-Lipschitz. We can now state the results we will use. Proposition 1. Laraki (2001a) A) X is SC i¤ for every f continuous on X, VexX ð f Þ is continuous. B) If X is in a normed real vector space then: a polytope is SL and there exists an equivalent norm on the polytope X under which the convexiﬁcation operator on X conserves the Lipschitz constant of a function. C) If X is in a ﬁnite dimension real vector space then the following are equivalent: i) X is a polytope; ii) X is SL; iii) the convexiﬁcation operator on X conserves uniformly the Lipschitz property. 3. The splitting operator and its properties 3.1. Deﬁnition and basic properties We establish here some general properties concerning the splitting operator F. Recall that F is deﬁned on UL by: F½ f ðc; dÞ ¼ max



min h f ; P n Qi



¼ min



max h f ; P n Qi



P A DC ðcÞ Q A DD ðdÞ



Q A DD ðdÞ P A DC ðcÞ



Theorem 1. F is well deﬁned. Moreover for any f in UL, F½ f  belongs to UL as well and is a saddle function. Proof: Let us show that F is well deﬁned. From Mertens, Sorin and Zamir (1994), Exercise 7, Section 1.f, p. 13, we deduce that f is measurable for any
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product of probabilities on the Borel sets of C  D and that h f ; P n Qi is separately uppersemicontinuous-lowersemicontinuous on DC  DD (recall notation 2 in section 1). Hence, since f is bounded, we deduce from Fubini’s Theorem that h f ; P n Qi is well deﬁned. Since DC ðcÞ and DD ðdÞ are convex and compact subsets, the minmax theorem (Sion 1958) implies that: max



min h f ; P n Qi ¼ min



P A DC ðcÞ Q A DD ðd Þ



max h f ; P n Qi



Q A DD ðdÞ P A DC ðcÞ



The fact that F½ f  is uniformly bounded by M is clear. Let c0 A C and let cn ! c0 such that: F½ f ðcn ; d0 Þ ! lim sup F½ f ðc 0 ; d0 Þ. c 0 !c0



Let Pn A DC ðcn Þ be an optimal splitting for Player 1 in F½ f ðcn ; d0 Þ. Suppose w.l.o.g. that Pn converges to some splitting P0 . Then P0 A DC ðc0 Þ. By deﬁnition: F½ f ðcn ; d0 Þ ¼



min h f ; Pn n Qi



Q A DD ðd0 Þ



thus, for all Q A DD ðd0 Þ, we have: F½ f ðcn ; d0 Þ a h f ; Pn n Qi: Now, since P ! h f ; P n Qi is uppersemicontinuous, we deduce that: lim sup h f ; Pn n Qi a h f ; P0 n Qi: n!y



Hence: lim sup F½ f ðc 0 ; d0 Þ ¼ lim F½ f ðcn ; d0 Þ n!y



c 0 !c0



a lim sup h f ; Pn n Qi n!y



a h f ; P0 n Qi: So that: lim sup F½ f ðc 0 ; d0 Þ a c 0 !c0



min h f ; P0 n Qi



Q A DD ðd0 Þ



a max



min h f ; P n Qi



P A DC ðc0 Þ Q A DD ðd0 Þ



¼ F½ f ðc0 ; d0 Þ: That is: c ! F½ f ðc; dÞ is uppersemicontinuous for all d A D. In the same way, we prove that d ! F½ f ðc; dÞ is lowersemicontinuous for all c A C. Hence, F½ f  A UL. Finally, F½ f  is a saddle function. Actually, if P1 is optimal for F½ f ðc1 ; dÞ and P2 is optimal for F½ f ðc2 ; dÞ then: aP1 þ ð1  aÞP2 is a feasible splitting for F½ f ðac1 þ ð1  aÞc2 ; dÞ and guarantees at least aF½ f ðc1 ; dÞ þ ð1  aÞF½ f ðc2 ; dÞ.



9



The splitting game and applications



365



3.2. Regularity properties We now prove here some regularity properties depending on the geometry of C and D, generalizing results in Laraki (2001a). Our ﬁrst result concerns the preservation of continuity. Theorem 2. Let f A UL. Then: If D is SC and f is jointly (resp. separately) uppersemicontinuous then F½ f  has the same property. A dual result holds if C is SC and f is jointly (resp. separately) lowersemicontinuous. In particular, if both C and D are SC and f is jointly (resp. separately) continuous then F½ f  has the same property. Proof: a) Suppose ﬁrst that D is SC and that f is separately uppersemicontinuous. By theorem 1, Fð f Þ is uppersemicontinuous in c. It remains to show that Fð f Þ is uppersemicontinuous (hence continuous) in d. Let c0 A C and d0 A D. Consider a sequence dn ! d0 such that: F½ f ðc0 ; dn Þ converges to lim supd 0 !d0 F½ f ðc0 ; d 0 Þ. Let Q0 A DD ðd0 Þ be an optimal splitting for Player 2 in F½ f ðc0 ; d0 Þ. Since D is SC there exists Qn A DD ðdn Þ such that: Q0 is an accumulation point of Qn . Hence w.l.o.g., we can assume that: Qn ! Q0 . F½ f ðc0 ; dn Þ ¼



min



max h f ; P n Qi



Q A DD ðdn Þ P A DC ðc0 Þ



a max h f ; P n Qn i: P A DC ðc0 Þ



Hence: lim F½ f ðc0 ; dn Þ a lim sup max h f ; P n Qn i:



n!y



n!y



P A DC ðc0 Þ



Now, since f is uppersemicontinuous in D, we deduce this is also the case for Q ! h f ; P n Qi hence Q ! maxP A DC ðc0 Þh f ; P n Qi is also uppersemicontinuous (as a supremum of family of uppersemicontinuous functions). Since Qn ! Q0 we deduce that: lim sup max h f ; P n Qn i a max h f ; P n Q0 i:



n!y



P A DC ðc0 Þ



P A DC ðc0 Þ



Thus: lim F½ f ðc0 ; dn Þ a max h f ; P n Q0 i



n!y



P A DC ðc0 Þ



¼ F½ f ðc0 ; d0 Þ: Finally, we obtain: lim sup F½ f ðc0 ; d 0 Þ a F½ f ðc0 ; d0 Þ d 0 !d0
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b) Suppose now that D is SC and that f is jointly uppersemicontinuous. Let us prove that Fð f Þ is jointly uppersemicontinuous. Let c0 A C and d0 A D. Consider a sequence ðcn ; dn Þ ! ðc0 ; d0 Þ such that: F½ f ðcn ; dn Þ converges to lim supc 0 ; d 0 !c0 ; d0 F½ f ðc 0 ; d 0 Þ. Let Pn A DC ðcn Þ be an optimal splitting for Player 1 in F½ f ðcn ; dn Þ. We suppose w.l.o.g. that Pn converges to some splitting P0 A DC ðc0 Þ. Let Q0 A DD ðd0 Þ be an optimal splitting for Player 2 in F½ f ðc0 ; d0 Þ. Since D is SC there exists Qn A DD ðdn Þ such that: Q0 is an accumulation point of Qn . Hence w.l.o.g., we can assume that: Qn ! Q0 . F½ f ðcn ; dn Þ ¼



min h f ; Pn n Qi



Q A DD ðdn Þ



a h f ; Pn n Qn i: Hence: lim F½ f ðcn ; dn Þ a lim h f ; Pn n Qn i:



n!y



n!y



Now, since f is jointly uppersemicontinuous, we deduce that: lim h f ; Pn n Qn i a h f ; P0 n Q0 i:



n!y



Thus: lim F½ f ðcn ; dn Þ a max h f ; P n Q0 i



n!y



P A DC ðc0 Þ



¼ F½ f ðc0 ; d0 Þ: Finally, we obtain: lim



sup c 0 ; d 0 !c0 ; d0



F½ f ðc 0 ; d 0 Þ a F½ f ðc0 ; d0 Þ



hence the result.
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The second result deals with the conservation of the Lipschitz property. Theorem 3. If C and D are polytopes in a normed real vector space then there exists a norm on C  D such that for any function f A UL Lipschitz for this norm, Fð f Þ is also Lipschitz with the same constant as f. Proof: By hypothesis, C and D are polytopes (i.e. convex compact subsets with ﬁnitely many extreme points) in a normed real vector space. Proposition 1 in section 2 gives the existence of a norm k kC on C (resp. k kD on D) with respect to which C (resp. D) is a 1-Splitting-Lipschitz set. On C  D, we consider the sum of the two norms and we assume that f is L-Lipschitz for this norm. Consider ðc0 ; d0 Þ, ðc00 ; d00 Þ, two points in C  D and let P0 be an optimal splitting for Player 1 (the maximizer) in Fð f Þðc0 ; d0 Þ and Q00 be an optimal splitting for Player 2 (the minimizer) in Fð f Þðc00 ; d00 Þ. Since the set of discrete probabilities centered at x0 is dense in DX ðx0 Þ (Choquet 1969, Chapter 4)
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P let P0n P ¼ i A I n ain dcin be a sequence in DC ðc0 Þ converging to P0 and similarly Q00n ¼ j A J n bjn ddj0n be a sequence in DD ðd00 Þ converging to Q00 . C and D being 1-Splitting-Lipschitz sets, there exists: ðci0n Þi A I and ðdjn Þj A J such that: P P (i) P00n :¼ P i A I ain dci0n is centered at c00 andP i A I n ain kcin  ci0n kC a kc0  c00 kC n n n (ii) Q0 :¼ j A J b j ddi is centered at d0 and j A J n bjn kdjn  dj0n kD a kd0  d00 kD and w.l.o.g. one can suppose that: P00n ! P00 A DC ðc00 Þ and Q0n ! Q0 A DD ðd0 Þ. Hence: F½ f ðc0 ; d0 Þ ¼ max



min h f ; P n Qi



P A DC ðc0 Þ Q A DD ðd0 Þ



¼



min h f ; P0 n Qi



Q A DD ðd0 Þ



a h f ; P0 n Q0 i X ¼ lim ain bjn f ðcin ; djn Þ: n!y



i A I n; j A J n



In the same way, we prove that: X ain b jn f ðci0n ; dj0n Þ: F½ f ðc00 ; d00 Þ b lim n!y



i A I n; j A J n



So that: F½ f ðc0 ; d0 Þ  F½ f ðc00 ; d00 Þ X a lim sup ain bjn k f ðcin ; djn Þ  f ðci0n ; dj0n Þk n!y i A I n ; j A J n



a L lim sup



X



n!y i A I n ; j A J n



¼ L lim sup



X



n!y i A I n ; j A J n



¼ L lim sup



X



n!y i A I n



ain bjn kðcin ; djn Þ  ðci0n ; dj0n ÞkCD ain bjn ½kcin  ci0n kC þ kdjn  dj0n kD 



ain kcin  ci0n kC þ



X



bjn kdjn  dj0n kD







jAJn



and by (i) and (ii) above, we deduce that: F½ f ðc0 ; d0 Þ  F½ f ðc00 ; d00 Þ a L½kc0  c00 kC þ kd0  d00 kD  ¼ Lkðc0 ; d0 Þ  ðc00 ; d00 ÞkCD : Hence F½ f  is L-Lipschitz.
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3.3. Remarks When f does not depend on c in C and is (only) measurable and bounded with respect to d in D, F½ f  is well deﬁned and is simply the convexiﬁcation operator on D. Similarly, when f does not depend on d in D and is (only) measurable and bounded with respect to c in C, F½ f  is well deﬁned and is simply the concaviﬁcation operator on D. Denote by CavC the operator of concaviﬁcation with respect to C and by VexD the operator of convexiﬁcation with respect to D, then it is easy to establish that: CavC ½VexD ð f Þ a F½ f  a VexD ½CavC ð f Þ. Now, suppose that f (measurable and bounded) is convex with respect to d in D . Then clearly F½ f  ¼ CavC ð f Þ. By adapting the proof of Theorem 2, we deduce that: if f is separately continuous and if D is SC then VexD ð f Þ is also separately continuous. If f is jointly continuous and if D is SC then VexD ð f Þ is also jointly continuous. Finally, if f is any saddle measurable and bounded real valued function on C  D, one has F½ f  ¼ f . 4. The Mertens-Zamir system Let u be a real valued jointly continuous function on C  D, where C and D are two convex compact sets in a locally convex metrizable real vector space and let M be its inﬁnite norm: M ¼ supc A C; d A D juðc; dÞj. In this section we study the existence of a jointly continuous solution on C  D of the functional equation with unknown V: ) V ðc; dÞ ¼ Cavc A C ½minðu; V Þðc; dÞ ðMZ1Þ ðMZÞ V ðc; dÞ ¼ Vexd A D ½maxðu; V Þðc; dÞ ðMZ2Þ 4.1. An equivalent characterization Let X be a convex compact set in a locally convex metrizable real vector space. We ﬁrst deﬁne the extreme points of a real valued function on X. Deﬁnition 4. x is an extreme point of g, a real valued function on X, if: for all x; x1 ; x2 in X, the equality: ½x; gðxÞ ¼ a½x1 ; gðx1 Þ þ ð1  aÞ½x2 ; gðx2 Þ for some 0 < a < 1 implies x1 ¼ x2 ¼ x. The main deﬁnition is the following: Deﬁnition 5. Given a function j on C  D we deﬁne two properties:



. P1½u; C; D: for all d in D, if c is an extreme point of jð ; dÞ then: jðc; dÞ a uðc; dÞ.



. P2½u; C; D: for all c A C, if d is an extreme point of jðc; Þ then: jðc; dÞ b uðc; dÞ.
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Then one has the next relations (which have been established for the ﬁrst time by Rosenberg and Sorin, 2001): Proposition 2. Laraki (2001b) Let V be a bounded and separately uppersemicontinuous-lowersemicontinuous function on C  D. Then: (i) V concave on C and satisﬁes P1½u; C; D , V ¼ CavC ½minðu; V Þ (ii) V convex on D and satisﬁes P2½u; C; D , V ¼ VexD ½maxðu; V Þ. 4.2. Uniqueness of a continuous solution To show the uniqueness of a continuous solution, we use a comparison result and follow basically an idea of Mertens and Zamir (1977). Proposition 3. (A comparison theorem) Let V1 be a concave-convex jointly uppersemicontinuous function on C  D satisfying P1½u; C; D. Let V2 be a concave-convex jointly lowersemicontinuous function on C  D satisfying P2½u; C; D. Then: V1 a V2 : Proof: The proof is done in Laraki (2001b) in a restricted framework there we use a small modiﬁcation of it. Let d ¼ maxc; d ½V1 ðc; dÞ  V2 ðc; dÞ. We will show that d a 0. Y ¼ Arg maxc; d ½V1 ðc; dÞ  V2 ðc; dÞ is a non empty compact set (since V1  V2 is jointly uppersemicontinuous and C  D is compact). Now, using the fact that V1 and V2 are saddle, it is easy to prove the following lemma (see Laraki, 2001b): Lemma 1. If ðc0 ; d0 Þ is an extreme point of the convex-hull of Y then: c0 is an extreme point of V1 ð ; d0 Þ and d0 is an extreme point of V2 ðc0 ; Þ. We continue now with the proof of the proposition. Consider an extreme point ðc0 ; d0 Þ of the convex hull of Y. By the previous lemma, P1½u; C; D and P2½u; C; D: V1 ðc0 ; d0 Þ a uðc0 ; d0 Þ and V2 ðc0 ; d0 Þ b 9 uðc0 ; d0 Þ. Thus: d ¼ V1 ðc0 ; d0 Þ  V2 ðc0 ; d0 Þ a uðc0 ; d0 Þ  uðc0 ; d0 Þ ¼ 0. Corollary 1. There exists at most one jointly continuous solution to (MZ). 4.3. The main result The main result of this section is the following theorem. Theorem 4. If C and D are SC and u is jointly continuous then (MZ) admits a jointly continuous solution. The sketch of the proof was presented in section 1. The proof relies on properties of discounted values of the splitting game that we describe now.
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4.4. The splitting game: deﬁnition and ﬁrst properties Let u be any function in UL. We start by a formal description of the splitting game (extending the deﬁnition of Sorin (2002) to our general framework). Deﬁnition 6. For each ðc0 ; d0 Þ A C  D, the splitting game, SGðc0 ; d0 Þ is a zerosum stochastic game where:



. at stage 1: knowing c0 and d0 , Player 1 chooses Pc0 , a probability on C, centered at c0 and Player 2 chooses Qd0 , a probability on D, centered at d0 . Then, c1 is selected according to Pc0 , d1 is selected according to Qd0 . Finally, ðc1 ; d1 Þ is announced to both. The stage payo¤ (from Player 2 to Player 1) is uðc1 ; d1 Þ. . inductively, at stage m þ 1, knowing ðcm ; dm Þ, Player 1 chooses a probability on C, Pcm , centered at cm and Player 2 chooses a probability on D, Qdm , centered at dm . Then, cmþ1 is selected according to Pcm and dmþ1 is selected according to Q dm . Finally, ðcmþ1 ; dmþ1 Þ is announced to both. The stage payo¤ is uðcmþ1 ; dmþ1 Þ. P m1 uðcm ; dm Þ, where 0 < We consider the discounted evaluation: y m¼1 lð1  lÞ l < 1. We call SGl the associated discounted splitting game (each player maximizes its expected payo¤ ). The main properties are described in the next result. Proposition 4. Let u A UL. Then: SGl has a value Vl A UL. Vl is concave-convex and satisﬁes the following recursive equation: ð  ~ ~ ~ Vl ðc; dÞ ¼ max min ½luð~ c; d Þ þ ð1  lÞVl ð~ c; d Þ dPð~ c Þ dQðd Þ P A DC ðcÞ Q A DD ðdÞ



¼ min



CD



ð



 ½luð~ c; d~Þ þ ð1  lÞVl ð~ c; d~Þ dPð~ c Þ dQðd~Þ



max



Q A DD ðdÞ P A DC ðcÞ



CD



If D is SC and u is jointly (resp. separately) uppersemicontinuous then Vl has the same property. A dual property holds if C is SC and u is jointly (resp. separately) lowersemicontinuous. Hence, if both C and D are SC and u is jointly (resp. separately) continuous then Vl has the same property. Proof: Note that UL is complete for uniform convergence. Let F be the splitting operator from UL to itself (Theorem 1). Then the map f ! F½lu þ ð1  lÞ f , from UL to itself is contracting for the uniform norm hence admits a ﬁxed point: Vl A UL. It is standard to show that both players can guarantee Vl in the splitting game (see Mertens-Sorin-Zamir (1994)). By Theorem 1 Vl is concave-convex. Now, when C and D are SC and u is jointly continuous, we deduce from Theorem 2 that F½lu þ ð1  lÞ maps the set of jointly continuous function to itself; hence it admits a jointly continuous ﬁxed point. We prove the other properties using the same idea. 9
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4.5. Existence of a continuous solution for the Mertens-Zamir system To prove the existence of a solution to (MZ), when C and D are SC and u continuous, we ﬁrst deﬁne the hypo-limit (V þ ) and the epi-limit (V  ) of ðVl Þ1bl>0 as l goes to zero (see Attouch (1984)). The aim is to show that: V þ ¼ V  ¼ V satisﬁes (MZ). In fact, this implies that Vl converges uniformly, as l goes to zero, to V, the unique continuous solution of (MZ). Deﬁnition 7. V þ ðc; dÞ ¼



lim sup Vl ðcl ; dl Þ



sup fðcl ; dl Þ1bl>0 :ðcl ; dl Þ!l!0 ðc; dÞg



V  ðc; dÞ ¼



inf



fðcl ; dl Þ1bl>0 :ðcl ; dl Þ!l!0 ðc; dÞg



l!0



lim inf Vl ðcl ; dl Þ l!0



It follows readily that: Corollary 2. V þ is jointly uppersemicontinuous, V  is jointly lowersemicontinuous and V þ b V  . We ﬁnally introduce the next regularizations. Deﬁnition 8. V ¼ CavC ½V þ  and V ¼ VexD ½V  . We can now prove that: Proposition 5. V satisﬁes P1½u; C; D and V satisﬁes P2½u; C; D. Proof: Let c0 be an extreme point of V ð ; d0 Þ. Hence: V ðc0 ; d0 Þ ¼ V þ ðc0 ; d0 Þ. Fix e > 0 and let: ln ! 0; cn ! c0 ; dn ! d0 such that: lim Vln ðcn ; dn Þ a V þ ðc0 ; d0 Þ a lim Vln ðcn ; dn Þ þ e



n!y



n!y



To make the proof easier, we omit the e (take it equal to zero) and suppose that: V þ ðc0 ; d0 Þ ¼ limn!y Vln ðcn ; dn Þ. This simpliﬁcation will not change the results here. Let Pcn be an optimal splitting for Player 1 in SGln ðcn ; dn Þ. Then: ð Vln ðcn ; dn Þ ¼ max min ½ln uð~ c; d~Þ þ ð1  ln ÞVln ð~ c; d~Þ P A DC ðcn Þ Q A DD ðdn Þ



CD



 dPð~ c Þ dQðd~Þ ¼



ð



½ln uð~ c; d~Þ þ ð1  ln ÞVln ð~ c; d~Þ dPcn ð~ c Þ dQðd~Þ



min



Q A DD ðdn Þ



ð a







CD



½ln uð~ c; dn Þ þ ð1  ln ÞVln ð~ c; dn Þ dPcn ð~ cÞ



C



a ln M þ ð1  ln Þ



ð



Vln ð~ c; dn Þ dPcn ð~ cÞ C



¼ ln M þ ð1  ln ÞhVln ð ; dn Þ; Pcn i:



ðÞ



ðÞ
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Lemma 2. (The Fatou hypo-convergence Lemma) Let ð fn Þnb1 be a sequence of measurable and uniformly bounded real valued functions on C. Deﬁne f þ by f þ ðcÞ ¼ supðcn Þnb1 :cn !n!y c lim supn!y fn ðcn Þ. Then, for any sequence sn converging to s one has: lim sup h fn ; sn i a h f þ ; si: n!y



Proof: First, let us remark that f þ is uppersemicontinuous (hence measurable). Thus: h f þ ; si is well deﬁned. Let MC be the (convex) cone of positive measures on C. Deﬁne the operator L on MC by: LðsÞ ¼



sup



lim sup h fn ; sn i n!y



ðsn Þnb1 :sn !n!y s



LðasÞ ¼ aLðsÞ for all a b 0 is clear. Lðs1 þ s2 Þ a Lðs1 Þ þ Lðs2 Þ follows by noticing that if sn ! s1 þ s2 then there exists s1; n ! s1 and s2; n ! s2 such that: sn ¼ s1; n þ s2; n . Hence, L is convex on DC . Let gðcÞ ¼ LðdcÐÞ. By convexity of L and using Jensen’s inequality we deduce that: LðsÞ a C gðcÞ dsðcÞ. Let prove that g ¼ f þ . i) g b f þ is clear by deﬁnition of f þ and g. ii) Let sn ! dc , e > 0 and denote by Bðc; eÞ the closed ball centered at c and with radius e. Since sn ! dc , for n large enough, the support of sn will be essentially included in Bðc; eÞ. Now, since ð fn Þ is uniformly bounded we deduce that there exists cne A Bðc; eÞ (the essential supremum of fn on Bðc; eÞ) such that for n large enough: h fn ; sn i a fn ðcne Þ þ e. This implies that: g a f þ . Hence, we have shown that: lim sup h fn ; sn i a h f þ ; si



sup



n!y



ðsn Þnb1 :sn !n!y s



which ends the proof of the Lemma.



9



Now, let Pc0 be an accumulation point of Pcn , w.l.o.g. one can suppose that limn!y Pcn ¼ P0 . Hence by ðÞ and the previous Lemma 2 we deduce that: lim Vln ðcn ; dn Þ a lim sup hVln ð ; dn Þ; Pcn i



n!y



n!y



a hV þ ; P0 i thus: V ðc0 ; d0 Þ ¼ V þ ðc0 ; d0 Þ ¼ lim Vln ðcn ; dn Þ n!y



ð a



V þ ð~ c; d0 Þ dPc0 ð~ cÞ



C



ð a C



V ð~ c; d0 Þ dPc0 ð~ c Þ:
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Ð We deduce that: V ðc0 ; d0 Þ a C V ð~ c; d0 Þ dPc0 ð~ c Þ. So that, c0 being an extreme point of V ð ; d0 Þ, Pc0 is the dirac mass at c0 . Hence, Pcn ! Pc0 ¼ dc0 . Now, by ðÞ and concavity of Vln on C, we deduce that: ð Vln ðcn ; dn Þ a ln uð~ c; dn Þ dPcn ð~ c Þ þ ð1  ln ÞVln ðcn ; dn Þ C



hence also: ð



Vln ðcn ; dn Þ a



uð~ c; dn Þ dPcn ð~ c Þ:



C



Since: Pcn ! dc0 , dn ! d0 and u is jointly continuous, we ﬁnally obtain that: V ðc0 ; d0 Þ ¼ V þ ðc0 ; d0 Þ a uðc0 ; d0 Þ:



9



Now, we will use the geometric property of C (resp. D) to deduce the concavity of V  on C (resp. the convexity of V þ on D). Note this is the only place where we use the property SC. Proposition 6. (i) If D is SC then V þ and V are convex on d in D. (ii) If C is SC then V  and V are concave on c in C. Proof: We prove (i). Let a A ½0; 1 and d 1 ; d 2 in D. Given d ¼ ad 1 þ ð1  aÞd 2 , let: ln ! 0; cn ! c; dn ! d such that: V þ ðc; dÞ ¼ lim Vln ðcn ; dn Þ: n!y



Since D is SC, there exists Qn A DD ðdn Þ such that add 1 þ ð1  aÞdd 2 :¼ Q0 is an accumulation point of Qn and w.l.o.g. one can assume that Qn ! Q0 . Now, by convexity of Vln on D one has: V þ ðc; dÞ ¼ lim Vln ðcn ; dn Þ ð a lim sup Vln ðcn ; d~Þ dQn ðd~Þ: D



Again by Lemma 2, we deduce that: þ



V ðc; dÞ a



ð



V þ ðc; d~Þ dQ0 ðd~Þ



D



¼ aV þ ðc; d 1 Þ þ ð1  aÞV þ ðc; d 2 Þ: Now, since V ¼ CavC ½V þ , we deduce that it remains convex in d on D. The proof is standard (see Aumann and Maschler (1995)). Actually, for all ðb j ; dj Þ, there exists ðai ; ci Þ a convex combination of c such that:
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X  X  X V c; b j dj ¼ ai V þ c i ; b j dj j



i



a



X



j



ai bj V þ ðci ; dj Þ



i; j



 X X bj ai V þ ðci ; dj Þ



¼



j



a



X



i



b j V ðc; dj Þ:



9



j



In fact, the same proof as above allows to show the following general result. Corollary 3. Let f be any convex bounded function on D. If D is SC then f þ the uppersemicontinuous regularization of f is also convex. Proof: Given d ¼ ad 1 þ ð1  aÞd 2 , let: dn ! d such that: f þ ðdÞ ¼ lim f ðdn Þ: n!y



Since D is SC, there exists Qn A DD ðdn Þ such that Q0 ¼ add 1 þ ð1  aÞdd 2 is an accumulation point of Qn . w.l.o.g. one can assume that Qn ! Q0 . Now, by convexity of f on D one has: f þ ðdÞ ¼ lim f ðdn Þ ð a lim sup f ðd~Þ dQn ðd~Þ D



ð



f þ ðd~Þ dQn ðd~Þ



a lim sup D



ð a



f þ ðd~Þ dQ0 ðd~Þ



D



¼ af þ ðd 1 Þ þ ð1  aÞ f þ ðd 2 Þ:



9



Note that this is not the case if the set is not SC (consider the example of Kruskal (1969)). The next result deals with continuity properties. Lemma 3. V is uppersemicontinuous and V is lowersemicontinuous. Proof: Remark that no assumption on the geometry of C or D is needed. Let ðcn ; dn Þ ! ðc0 ; d0 Þ such that limn!y V ðcn ; dn Þ exists. Since V þ is uppersemicontinuous, there exists sn A DC ðcn Þ such that: V ðcn ; dn Þ ¼ hV þ ð ; dn Þ; sn i:
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W.l.o.g. we assume that: sn ! s0 A DC ðc0 Þ. Again, by Lemma 2, we deduce that: lim V ðcn ; dn Þ a hV þ ð ; d0 Þ; s0 i



n!y



a V ðc0 ; d0 Þ:



9



Finally we obtain: Corollary 4. If C and D are SC then: (i) V is saddle, jointly uppersemicontinuous and satisﬁes P1½u; C; D. (ii) V is saddle, jointly lowersemicontinuous and satisﬁes P2½u; C; D. Corollary 5. V a V . Proof: Follows from Proposition 3.



9



Corollary 6. If C and D are SC then (MZ) admits a (unique) continuous solution V. V ¼ V þ ¼ V  ¼ lim Vl : l!0



Proof: First, remark that we have always V ¼ VexD ðV  Þ a V  a V þ a CavC ðV þ Þ ¼ V . The result is then just a consequence of corollary 8 (V a V ). 9 Corollary 7. ðVl Þ1bl>0 converges uniformly, as l goes to zero, to the unique continuous solution of the Mertens-Zamir system. Proof: From V ¼ V þ ¼ V  , and deﬁnition 8 we deduce that, for any c A C and d A D and for any family ðcl ; dl Þ1bl>0 satisfying ðcl ; dl Þ !l!0 ðc; dÞ, one has: V ðc; dÞ ¼ liml!0 Vl ðcl ; dl Þ. This is clearly equivalent to uniform convergence (since C and D are compacts). 9 Remarks: One may ask, when C (or D) is not SC, about existence or uniqueness of a solution in a larger space of functions. A natural candidate is the space of uppersemicontinuous-lowersemicontinuous saddle functions. Two di‰culties arise: one for uniqueness since the comparison principle fails; the second for existence since our construction uses all assumptions. References Attouch H (1984) Variational convergence for functions and operators. Pitman Publishing Limited, London Aumann RJ, Maschler M with the collaboration of Stearns RB (1995) Repeated Games with Incomplete Information, M.I.T. Press Choquet G (1969) Lectures on analysis. Volumes 1–3, WA Benjamin, Inc., New York-Amsterdam Kruskal JB (1969) Two convex counterexamples: A discontinuous envelope function and a nondi¤erentiable nearest-point matching. Proc. Amer. Math. Soc. 23:697–703
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