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Abstract Recent advancement in microarray technology permits monitoring of the expression levels of a large set of genes across a number of time points simultaneously. For extracting knowledge from such huge volume of microarray gene expression data, computational analysis is required. Clustering is one of the important data mining tools for analyzing such microarray data to group similar genes into clusters. Researchers have proposed a number of clustering algorithms in this purpose. In this article, an attempt has been made in order to improve the performance of fuzzy clustering by combining it with Support Vector Machine (SVM) classifier. A recently proposed real-coded variable string length genetic algorithm based clustering technique and an iterated version of fuzzy C-means clustering has been utilized in this purpose. The performance of the proposed clustering scheme has been compared with that of some well known existing clustering algorithms and their SVM boosted version for one simulated and six real life gene expression data sets. Statistical significance test based on ANOVA followed by posteriori TukeyKramer multiple comparison test has been conducted to establish the statistical significance of the superior performance of the proposed clustering scheme. Moreover biological significance of the clustering solutions have been established.
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1 Introduction



Classical approach to genomic research was based on the local study and collection of data on single genes. With the advancement in microarray technology, it has now become feasible to have a global and simultaneous view of the expression levels of many thousands of genes across different time points during some biological processes [1]. Microarray technology in recent years have major impacts in many fields such as medical diagnosis, bio-medicine, characterizing various gene functions, understanding different molecular biological processes, gene expression profiling etc [2–5]. New application opportunities have been created for data mining methodologies due to the development of microarrays. However, microarray chips consist expression levels of huge number of genes, hence produce large amount of data to handle. Due to its large volume, computational analysis is essential for extracting knowledge from microarray gene expression data. Clustering is one of the primary approaches to analyze such large amount of data to discover the groups of co-expressed genes. Clustering [6,7] is a popular unsupervised pattern classification technique which partitions the input space into K regions {C1 , C2 , . . . , CK } based on some similarity/dissimilarity metric where the value of K may or may not be known a priori. The main objective of any clustering technique is to produce a K × n partition matrix U(X) of the given data set X, consisting of n patterns, X = {x1 , x2, . . . , xn }. The partition matrix may be represented as U = [ukj ], k = 1, . . . , K and j = 1, . . . , n, where ukj is the membership of pattern x j to cluster Ck . In crisp partitioning ukj = 1 if x j ∈ Ck , otherwise ukj = 0. On the other hand, for fuzzy partitioning of the data, the following conditions hold P PK on U (representing non-degenerate clustering): 0 < nj=1 ukj < n, k=1 ukj = PK Pn 1, and j=1 ukj = n. k=1



Some early works dealt with visual analysis of gene expression patterns to group the genes into functionally relevant classes [2,3,8]. However, as these methods were very subjective, standard clustering methods, such as K-means [9], fuzzy C-means [10], hierarchical methods [4], Self Organizing Maps (SOM) [11], simulated annealing based approach [12,13] and genetic algorithm (GA) based clustering methods [14,15] etc. have been utilized for clustering gene expression data. Fuzzy clustering of microarray data has an inherent advantage over crisp partitioning. While clustering the genes, it is often the case, that some gene has an expression pattern that is similar to more than one class of genes. For example, in the MIPS (Munich Information Center for Protein Sequences) categorization of data, several genes belong to more than one category [16]. Hence it is evident that great amount of imprecision and uncertainty is 2



related with gene expression data. Therefore it is natural to apply fuzzy clustering methods for partitioning expression data. Fuzzy C-Means (FCM) [10,17] and its variants [18] are widely used techniques for microarray data clustering. Support vector machine (SVM) based classifiers are inspired by statistical learning theory and they perform structural risk minimization on a nested set structure of separating hyperplanes [19,20]. A training data set is used to train the SVM classifier to obtain the optimal separating hyperplane in terms of generalization error. A special property of SVMs is that they simultaneously minimize the empirical classification error and maximize the geometric margin; hence they are also known as maximum margin classifiers. For defuzzifying a fuzzy clustering solution, usually genes are assigned to cluster to which they have the highest membership degree. In general, it has been observed that for a particular cluster, among the genes that are assigned to it based on maximum membership criterion, some have higher membership degree to that cluster, whereas the other genes of the same cluster may have lower membership degree. Thus the genes in the later case are not assigned to that cluster with high confidence. This observation motivates us to improve the clustering result obtained by some fuzzy clustering technique by using some supervised classification tool, which is trained by the points with high membership degree in a cluster. The trained classifier thereafter can be used to classify the remaining points. An iterated version of fuzzy C-means (IFCM) clustering technique [17] and a real-coded variable string length Genetic Algorithm [21] based fuzzy clustering algorithm (VGA) [22,23] have been utilized for generating the fuzzy partition matrix as well as the number of clusters in the first stage. In the subsequent stage, SVM classifier is applied to classify the points having lower membership degree. The superiority of the proposed VGA-SVM clustering method, as compared to some other clustering methods for clustering gene expression data has been established through experiments on a simulated gene expression data and six real life gene expression data sets, viz., Yeast Sporulation, Arabidopsis Thaliana, Human Fibroblasts Serum, Rat CNS, Yeast Cell Cycle and Colon Tumor data sets. The other algorithms used for comparison purpose are VGA based clustering [23], iterated Fuzzy C-means (IFCM) [17], iterated average linkage [6], Self Organizing Map (SOM) [11], and weighted Chinese restaurant clustering (CRC) scheme [24]. For a fare comparison, the performance of VGA-SVM is also compared to that of the SVM boosted versions of the other algorithms. Two distance measures, namely Correlation based distance and Euclidean distance have been used. For validating the clustering results, two cluster validity indices, viz., Adjusted Rand Index (ARI) [25] (for 3



simulated data) and Silhouette index [26] (for real life data) have been used. The performance of the proposed clustering scheme is also demonstrated by some visualization tools for expression data. Moreover, statistical tests have been carried out to establish that the proposed technique produces results that are statistically significant and do not come by chance. Finally biological significance test has been conducted to establish that the clusters identified by the proposed technique are biologically relevant. The rest of the article is organized as follows: the next section discusses the structure of a microarray data set. In Section 3, the fuzzy clustering algorithms, viz., FCM, IFCM and VGA are described. Section 4 discusses the fundamentals of SVM classification. The next section describes how SVM can be incorporated with the fuzzy clustering methods. Section 6 describes the distance metrics used in this article. In Section 7, The data sets used in this article are described along with the preprocessing used. Section 8 reports the experimental results and statistical testing results. Section 9 describes the test or biological significance of the clustering results. Finally Section 10 concludes the article.



2 Microarray Gene Expression Data A microarray is a small chip onto which a large number of DNA molecules (probes) are attached in fixed grids. The chip is made of chemically coated glass, nylon, membrane or silicon. Each grid cell of a microarray chip corresponds to a DNA sequence. For cDNA microarray experiment, the first step is to extract RNA from a tissue sample and amplification of RNA. Thereafter two mRNA samples are reverse-transcribed into cDNA (targets) labelled using different fluorescent dyes (red-fluorescent dye Cy5 and greenfluorescent dye Cy3). Due to the complementary nature of the base-pairs, the cDNA binds to the specific oligonucleotides on the array. In the subsequent stage, the dye is excited by a laser so that the amount of cDNA can be quantified by measuring the fluorescence intensities [4,27]. The log ratio of two intensities of each dye is used as the gene expression profiles. gene expression level = log2



Intensity(Cy5) . Intensity(Cy3)



(1)



A microarray experiment typically measures the expression levels of large number of genes across different experimental conditions or time points. A microarray gene expression data consisting of n genes and d conditions can be expressed as a real valued n × d matrix M = [gij ], i = 1, 2, . . . , n, j = 1, 2, . . . , d. Here each element gij represents the expression level of the ith 4



gene at the jth experimental condition or time point (Fig. 1). The raw gene expression data may contain noise and also suffers from some variations arising from biological experiments and missing values. Hence before applying any clustering algorithm, some preprocessing of the data is required. Two widely used preprocessing techniques are missing value estimation and normalization. Normalization is a statistical tool for transforming data into a format that can be used for meaningful cluster analysis [28]. Among various kinds of normalization technique, the most used is the one by which each row of the matrix M is standardized to have mean 0 and variance 1.



3 Fuzzy Clustering In this article, two fuzzy clustering algorithms, viz., iterated fuzzy C-means clustering [17] and variable string length genetic fuzzy clustering (VGA) [23] has been used. These are described here. 3.1 Fuzzy C-means Fuzzy C-Means (FCM) [17] is a widely used technique that uses the principles of fuzzy sets to evolve a partition matrix U(X) while minimizing the measure n X K X 2 Jm = um (2) ki D (zk , xi ), i=1 k=1



where n is the number of data objects, K represents number of clusters, u is the fuzzy membership matrix (partition matrix) and m (m > 1) denotes the fuzzy exponent that controls the amount of fuzziness. Here xi is the ith data point and zk is the center of the kth cluster. D(zk , xi ) denotes the distance of point xi from the center of the kth cluster. In this article, Pearson correlation based distance measure and Euclidean distance measure (described later) have been used as a measure of the distance between two points. FCM algorithm is based on an alternating optimizing strategy. This involves iteratively estimating the partition matrix followed by computation of new cluster centers. It starts with random initial K cluster centers, and then at every iteration it finds the fuzzy membership of each data point to every cluster using the following equation [17]: uki = PK



1 D(z ,x )



2



k i m−1 j=1 ( D(z j ,xi ) )



, for 1 ≤ k ≤ K; 1 ≤ i ≤ n,



5



(3)



where D(zk , xi) and D(z j , xi ) are the distances between xi and zk , and xi and z j , respectively. m is the fuzzy exponent. (Note that while computing uki using Eqn. 3, if D(z j , xi) is equal to zero for some j, then uki is set to zero for all k = 1, . . . , K, k , j, while u ji is set equal to one.) Based on the membership values, the cluster centers are recomputed using the following equation [17]: Pn m i=1 (uki ) xi zk = Pn , 1 ≤ k ≤ K. (4) m i=1 (uki )



The algorithm terminates when there is no more movement in the cluster centers. Finally, each data point is assigned to the cluster to which it has maximum membership. It is known that FCM algorithm sometimes gets stuck at some suboptimal solution [29]. 3.1.1 Iterated Fuzzy C-means Clustering



This article uses an iterated version of FCM algorithm (IFCM), which is able to automatically evolve the number of cluster as well as the fuzzy partition matrix. In the iterated FCM (IFCM), the FCM algorithm is run for different values of K starting from 2 to K∗ , where K∗ is the soft estimate of the upper bound of the number of clusters. For each K, FCM is executed N times from different random initial configurations and the run giving the best Jm value is taken. Then we compute the value of Xie-Beni validity index (XB) [30] for this best solution. The XB index is defined as a function of the ratio of the total variation σ to the minimum separation sep of the clusters. Here σ and sep can be written as σ(U, Z; X) =



K X n X



u2ki D2 (zk , xi),



(5)



k=1 i=1



and sep(Z) = min{D2 (zk , zl )},



(6)



k,l



U, Z and X represent the partition matrix, set of cluster centers and the data set, respectively. The XB index is then written as XB(U, Z; X) = =



σ(U, Z; X) n × sep(Z) PK Pn 2 2 k=1 ( i=1 uki D (zk , xi )) n × (mink,l {D2 (zk , zl )})



(7) .



Note that when the partitioning is compact and good, value of σ should be low while sep should be high, thereby yielding lower values of XB index. 6



The objective is therefore to minimize the XB index for achieving proper clustering. The process is repeated for different values of K as mentioned above. Among these best solutions for different K values, the solution producing the minimum value of XB index is chosen as the best partitioning. The corresponding K and the partitioning matrix are considered as the solution. Fig. 2 outlines the IFCM method. 3.2 Variable Chromosome Length GA based Fuzzy Clustering Genetic Algorithms (GAs) [21,31] are randomized search and optimization techniques guided by the principles of evolution and natural genetics, and have a large amount of implicit parallelism. They provide near-optimal solutions of an objective or fitness function in complex, large and multimodal landscapes. In GAs, the parameters of the search space are encoded in the form of strings (or, chromosomes). A fitness function is associated with each string that represents the degree of goodness of the solution encoded in it. Biologically inspired operators like selection, crossover and mutation are used over a number of generations for generating potentially better strings. Genetic and other evolutionary algorithms have been earlier used for pattern classification including clustering of data [14,15,22,23,32–35]. In this section, an improved variable chromosome length GA based fuzzy clustering algorithm [23] is described. 3.2.1 Chromosome Encoding Here the chromosomes are made up of real numbers which represent the coordinates of the cluster centers. If chromosome i encodes the centers of Ki clusters in m dimensional space then its length li will be m × Ki . For example, in four dimensional space, the chromosome  encodes 3 cluster centers, (1.3, 11.4, 53.8, 2.6), (10.1, 21.4, 0.4, 5.3) and (35.6, 0.0, 10.3, 17.6). Each center is considered to be indivisible. 3.2.2 Initial Population In the initial population, each string i encodes the centers of a some Ki number of clusters, such that Ki = (rand()%K∗ )+ 2, where, rand() is a function returning a random integer, and K∗ is a soft estimate of the upper bound of the number of clusters. Therefore, the number of clusters will vary from 2 to K∗ + 1. The Ki centers encoded in a chromosome of the initial population are randomly selected distinct points from the input data set. 7



3.2.3 Computation of Fitness The fitness of a chromosome indicates the degree of goodness of the solution it represents. In this article we have used the Xie-Beni (XB) cluster validity index [30] for this purpose. Let X = {x1 , x2 , . . . , xn } be the set of n data points to be clustered. For computing the fitness, the centers encoded in a chromosome are first extracted. Let these be denoted as Z = {z1 , z2 , . . . , zK }. The membership values uik , i = 1, 2, . . . , K and k = 1, 2, . . . , n are computed as per Eqn. 3. Subsequently, the centers encoded in a chromosome are updated using Eqn. 4, and the cluster membership values are recomputed as per Eqn. 3. Thereafter XB index is computed using Eqn. 7. The objective is to minimize the XB index for achieving proper clustering.



3.2.4 Selection To generate the mating pool of chromosomes, conventional proportional selection based on roulette wheel technique [21] has been used. Here, a string receives a number of copies proportional to its fitness in the mating pool.



3.2.5 Crossover Conventional single point crossover for variable length chromosomes is used here. While choosing the crossover points, the cluster centers are considered to be indivisible. Hence the crossover points can only lie in between two clusters centers. The crossover operator, applied stochastically with probability pc , has been demonstrated in Fig. 4. Note that the offspring solutions generated by the crossover operation may accidentally encode less than two cluster centers. This situation is handled by assigning very large fitness values to those invalid chromosomes so that they will be out of competition in subsequent generations.



3.2.6 Mutation In this article following mutation operator is adopted depending on the mutation probability pm . In this method, a random center of the chromosome to be mutated is chosen. Then A random number δ in the range [0, 1] is generated with uniform distribution. If the value of the center in the dth dimension at is zd , after mutation it becomes (1 ± 2.δ).zd , when zd , 0, and (±2.δ), when zd = 0. The ‘+’ or ‘-’ sign occurs with equal probability. 8



3.2.7 Elitism Elitism is required to track the best chromosome obtained till the most recent generation. It is implemented as follows: If the fitness of the best chromosome of the previous generation is better than the fitness of the worst chromosome of the current generation, then the worst chromosome of the current generation is replaced by the best chromosome of the previous generation.



3.2.8 Termination Condition In this article the algorithm has been executed for a fixed number of generations. The population size is kept constant throughout all the generations. The best string of the last generation is considered as the solution given by the algorithm. Hence the number of clusters encoded in this string will be the number of clusters evolved by the algorithm. Fig. 5 shows the steps of VGA based fuzzy clustering method.



4 Support Vector Machine



Support vector machines (SVM) classifiers are inspired by statistical learning theory and they perform structural risk minimization on a nested set structure of separating hyperplanes [19,20]. A training data set is used to train the SVM classifier to obtain the optimal separating hyperplane in terms of generalization error. Viewing the input data as two sets of vectors in a d-dimensional space, an SVM constructs a separating hyperplane in that space, one which maximizes the margin between the two classes of points. To compute the margin, two parallel hyperplanes are constructed on each side of the separating one, which are “pushed up against” the two classes of points. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to the neighboring data points of both classes. The larger the margin or distance between these parallel hyperplanes indicates better generalization error of the classifier. The SVM design algorithm is described below for a two-class problem. It can be extended to handle multi-class problems by designing a number of one-against-all or one-against-one two-class SVMs. Suppose a data set contains n feature vectors < xi , yi >, where yi ∈ {+1, −1}, denotes the class label for the data point xi . The problem of finding the 9



weight vector w can be formulated as minimizing the following function: n



X 1 L(w) = ||w||2 + C ξi , 2 i=1



(8)



subject to yi [w.φ(xi ) + b] ≥ 1 − ξi , i = 1, . . . , n, ξi ≥ 0. Here, b is the bias and the function φ(x) maps the input vector to the feature vector. The dual formulation is given by maximizing the following: Q(λ) =



n X i=1



n



n



1 XX λi − yi y j λi λ j κ(xi , x j), 2 i=1 j=1



(9)



P subject to ni=1 yi λi = 0 and 0 ≤ λi ≤ C, i = 1, . . . , n. The parameter C, called as regularization parameter, controls the tradeoff between complexity of the SVM and the misclassification rate. Only a small fraction of the λi coefficients are nonzero. The corresponding pairs of xi entries are known as support vectors and they fully define the decision function. Geometrically, the support vectors are the points lying near the separating hyperplane. κ(xi , x j) = φ(xi ).φ(x j ) is the kernel function. Kernel functions map the input space into higher dimensional space. Linear, polynomial, sigmoidal, radial basis function (RBF), etc. are examples of them. RBF kernels are of the following form: 2



κ(xi , x j ) = e−γ|xi −x j | ,



(10)



where γ is the weight. In this article, above mentioned RBF kernel is used. Also, the extended version of the two-class SVM is used. It deals with multi-class classification problem by designing a number of one-against-all two-class SVMs. For example, a K-class problem is handled with K two-class SVMs.



5 Improving Fuzzy Clustering with SVM The fuzzy clustering techniques such as IFCM and VGA generate a fuzzy partition matrix U = [uik ], i = 1, . . . , K and k = 1, . . . , n, where K and n be the number of clusters evolved automatically and the number of data points, respectively. The final crisp solution is obtained by putting each point in the cluster to which it has the highest membership degree. Therefore, for a cluster, the points belonging to it and closer to its center will have higher membership degree to that cluster. On the other hand, the points that are relatively far from the cluster center will have lower membership degree to the cluster. The points that have higher membership degree can 10



be considered as the points classified with high confidence level, whereas the points with lower membership values have large amount of confusion regarding their class assignment. This observation motivates us to design a clustering method where the points having high membership values in each cluster are used to train a classifier and the class labels of the remaining points are predicted thereby using the trained classifier. In this article, we have used IFCM (Fig. 2) and VGA based fuzzy clustering algorithm (Fig. 5) to evolve the fuzzy membership matrix as well as the number of clusters automatically. Subsequently a one-against-all multi-class SVM with RBF kernel is used to do the classification task. The methods are named as IFCM-SVM and VGA-SVM, respectively and the steps are shown in Fig. 6. The size of the training and testing set depends on the threshold parameter P. Here P has been varied from Pmin to Pmax with step size 10 and silhouette index value (described later) is computed for each value of P. The value of P, for which the best (maximum) silhouette index score is obtained is taken as the optimum threshold P and the corresponding clustering solution is returned. Here Pmin and Pmax denote the minimum and maximum threshold, respectively and they are provided by the user. Note that the above process involves in running IFCM or VGA-clustering only once, whereas training and testing involving SVM classifier need to be executed for every value of threshold P. For the purpose of illustration, in Fig. 7 a two-dimensional artificial data set is shown. The data set contains five clusters. Figs. 8(a) and Fig. 8(b) show the training set and test set obtained using P = 50%. This example indicates that the points in the test set are usually situated at the overlapping regions of the clusters thus having large amount of confusion regarding their class assignment.



6 Distance Measures



Choice of distance measure plays an important role in the context of microarray clustering. In this article, Pearson correlation-based distance measure [36,37] and Euclidean distance measure [36,37] have been used as they are the commonly used distance metrics for clustering gene expression data. A gene expression data consisting of n genes and d conditions are usually expressed as a real valued n × d matrix E = [gij ], i = 1, 2, . . . , n, j = 1, 2, . . . , d. Here each element gij represents the expression level of the ith gene at the jth condition. 11



6.1 Pearson Correlation based Distance Measure Given two feature vectors, gi and g j , Pearson correlation coefficient Cor(gi , g j ) between them is computed as: Pd



− µ gi )(g jl − µ g j ) . q Pd 2 2 l=1 (gil − µ gi ) l=1 (g jl − µ g j )



Cor(gi , g j ) = q Pd



l=1 (gil



(11)



Here µ gi and µ g j represent the arithmetic means of the components of the feature vectors gi and g j , respectively. Pearson correlation coefficient defined in Eqn. 11 is a measure of similarity between two objects in the feature space. The distance between two objects gi and g j is computed as 1 − Cor(gi , g j ), which represents the dissimilarity between those two genes. 6.2 Euclidean Distance Measure Given two feature vectors, gi and g j , Euclidean distance E(gi , g j ) between them is computed as:



E(gi , g j ) =



v t d X



(gil − g jl )2 .



(12)



l=1



7 Data Sets and Pre-processing In this article, one simulated gene expression data set SD300 13 6 and six real life gene expression data sets viz., Yeast Sporulation, Arabidopsis Thaliana, Human Fibroblasts Serum, Rat CNS, Yeast Cell Cycle and Colon Tumor data sets have been used for experiments. The data sets as well as the preprocessing techniques used are described below. 7.1 SD300 13 6 This simulated gene expression data consists of 300 genes, 13 time points and 6 clusters. The six clusters have been created artificially as follows: first 6 centers of the 6 clusters are created as shown in Fig. 9. Each center is a row vector of 13 elements, corresponding to 13 time points. The values of the centers are taken between -2 and 2. Next we created 50 genes for each cluster 12



by generating 50 row vectors using standard normal distribution having the corresponding center as the mean and variance 0.5. Finally uniform random noise between -2 and 2 has been added with the row vectors (genes).



7.2 Yeast sporulation



Microarray data on the transcriptional program of sporulation in budding yeast has been considered here. The data set [3] is publicly available at the website http://cmgm.stanford.edu/pbrown/sporulation. DNA microarrays containing 97% of the known and predicted genes is used. The total number of genes is 6118. During the sporulation process, the mRNA levels were obtained at seven time points 0, 0.5, 2, 5, 7, 9 and 11.5 hours. The ratio of each gene’s mRNA level (expression) to its mRNA level in vegetative cells before transfer to the sporulation medium, is measured. Subsequently, the ratio data are then log2-transformed. Among the 6118 genes, the genes whose expression levels did not change significantly during the harvesting have been ignored from further analysis. This is determined with a threshold level of 1.4 for the root mean squares of the log2-transformed ratios. The resulting set consists of 690 genes.



7.3 Arabidopsis Thaliana



This data sets consists of expression levels of 138 genes of Arabidopsis Thaliana. The data contains expression levels of the genes over 8 time points viz., 15 min, 30 min, 60 min, 90 min, 3 hours, 6 hours, 9 hours and 24 hours [38]. It is available at http://homes.esat.kuleuven.be/ thijs/Work/Clustering.html.



7.4 Human Fibroblasts Serum



This dataset contains the expression levels of 8613 human genes. The data set is obtained as follows: First, human fibroblasts were deprived of serum for 48 hours and then stimulated by addition of serum. After the stimulation, expression levels of the genes were computed over twelve time points and an additional data point was obtained from a separate unsynchronized sample. Hence the data set has 13 dimensions. A subset of 517 genes whose expression levels changed substantially across the time points have been chosen [39]. The data is then log2-transformed. This data set can be downloaded from http://www.sciencemag.org/feature/data/984559.shl. 13



7.5 Rat CNS The Rat CNS data set has been obtained by reverse transcription-coupled PCR to examine the expression levels of a set of 112 genes during rat central nervous system development over 9 time points [40]. This data set is available at http://faculty.washington.edu/kayee/cluster.



7.6 Yeast Cell Cycle The yeast cell cycle dataset was extracted from a dataset that shows the fluctuation of expression levels of approximately 6000 genes over two cell cycles (17 time points). Out of these 6000 genes, 384 genes have been selected to be cell-cycle regulated [8]. This data set is publicly available at the following website: http://faculty.washington.edu/kayee/cluster.



7.7 Colon Tumor The Colon cancer data set [12] consists of 62 samples of colon epithelial cells from colon cancer patients. The samples consists of tumor biopsies collected from tumors (40 samples), and normal biopsies collected from healthy part of the colons (22 samples) of the same patient. The number of genes in the data set is 2000. The data set is publicly available at the following website: http://leo.ugr.es/elvira/DBCRepository/index.html. This data set is pre-processed as follows: first the genes whose expression levels fall between 10 and 15000 are selected. From the resulting 1765 genes, the 200 genes with the largest variation across samples are selected, and the remaining expression values are log-transformed. Each data set is normalized so that each row has mean 0 and variance 1 (Z normalization) [28].



8 Experimental Results For the purpose of comparison, the performance VGA-SVM and IFCM-SVM have been compared with that of the SVM boosted versions of the other non-fuzzy algorithms, i.e., Average linkage, SOM and CRC. To identify the number of clusters using Average linkage, SOM and CRC, the algorithms are executed for different number of clusters from 2 to K∗ and the best 14



Silhouette index (s(C)) value (described later) is considered and the corresponding value of K is reported. To refine the clustering results for these algorithms using SVM, first we compute the cluster centers from the hard clustering results by taking the means of the clusters. Thereafter the fuzzy membership matrix is computed using Eqn. 3. After getting the fuzzy membership matrix, the results are refined using the same process described in Fig. 6. The SVM boosted versions of these three algorithms are termed as Avg-SVM, SOM-SVM and CRC-SVM, respectively. The main objectives of experimentation are to show that irrespective of the choice of the algorithm, incorporation of SVM improves its performance and VGA-SVM performs best among all. In this section, first we have described the performance metrics used to evaluate the performance of various algorithms. Thereafter, performance of the SVM boosted versions of all the algorithms have been demonstrated on the simulated and real life data sets and how the choice of the parameter P affects their performance is examined. Finally a comparative study has been made among several algorithms in terms of the performance metrics. Moreover a statistical significance test has been carried out to establish the significant superiority of VGA-SVM clustering.



8.1 Performance Metrics



For evaluating the performance of the clustering algorithms, two validation indices, viz., adjusted Rand index [25] and silhouette index [26] are used for artificial (where true clustering is known) and real life (where true clustering is unknown) gene expression data sets, respectively. Moreover, two cluster visualization tools namely Eisen plot and cluster profile plot have been utilized.



8.1.1 Adjusted Rand Index The adjusted Rand index [25] is used to compare a clustering solution with the true clustering. Suppose T is the true clustering of a gene expression data set based on domain knowledge and C a clustering result given by some clustering algorithm. Let a, b, c and d respectively denote the number of gene pairs belonging to the same cluster in both T and C, the number of pairs belonging to the same cluster in T but to different clusters in C, the number of pairs belonging to different clusters in T but to the same cluster in C, and the number of pairs belonging to different clusters in both T and 15



C. The adjusted Rand index ARI(T, C) is then defined as follows: ARI(T, C) =



2(ad − bc) . (a + b)(b + d) + (a + c)(c + d)



(13)



The value of ARI(T, C) lies between 0 and 1 and higher value indicates that C is more similar to T. Evidently, ARI(T, T) = 1.



8.1.2 Silhouette Index Silhouette index [26] is a cluster validity index that is used to judge the quality of any clustering solution C. Suppose a represents the average distance of a point from the other points of the cluster to which the point is assigned, and b represents the minimum of the average distances of the point from the points of the other clusters. Now the silhouette width s of the point is defined as: b−a s= . (14) max{a, b} silhouette index s(C) is the average silhouette width of all the data points (genes) and it reflects the compactness and separation of clusters. The value of silhouette index varies from -1 to 1 and higher value indicates better clustering result.



8.1.3 Eisen Plot In Eisen plot [4], (see Fig. 12(a) for example) the expression value of a gene at a specific time point is represented by coloring the corresponding cell of the data matrix with a color similar to the original color of its spot on the microarray. The shades of red color represent higher expression level, the shades of green color represent low expression level and the colors towards black represent absence of differential expression values. In our representation, the genes are ordered before plotting so that the genes that belong to the same cluster are placed one after another. The cluster boundaries are identified by white colored blank rows.



8.1.4 Cluster Profile Plot The cluster profile plot (see Fig. 12(b) for example) shows for each cluster the normalized gene expression values (light green) of the genes of that cluster with respect to the time points. Also, average expression values of the genes of the cluster over different time points are shown as a black line together with the standard deviation within the cluster at each time point. 16



8.2 Input Parameters



The VGA-based clustering algorithm is executed for 100 generations with a fixed population size = 50. The crossover and mutation probabilities are chosen to be 0.8 and 0.1, respectively. In each iteration of IFCM, FCM algorithm has been run for 100 iterations unless it converges before that. The fuzzy exponent m is chosen to be 2.0. SVM uses RBF kernel with parameter γ = 0.9. The value of K∗ , i.e., the soft estimate of the upper bound of the number of clusters is taken to be 10 for all the data sets. The percentage of points used for training, i.e., P has been varied from Pmin = 20% to Pmax = 80%.



8.3 Effect of Parameter P



In this section we have analyzed how the parameter P affects the performance of the SVM boosted versions of the different clustering techniques. Here correlation based distance measure is considered for illustration. Euclidean distance measure also provides similar results. The algorithms are executed for a range of P values starting from Pmin to Pmax for all the data sets. For each value of P, the average values of the performance indices in 20 consecutive runs have been considered. For the simulated and real life data sets, the variation of the performance metrics for different values of P has been demonstrated in Figs. 10 and 11, respectively. From Fig. 10, it is evident that the algorithms IFCM-SVM, VGA-SVM and SOM-SVM provide the best ARI scores for SD300 13 6 data set when value of P is 60%, whereas, Avg-SVM and CRC-SVM provide the best ARI scores at P = 50%. Note that all the algorithms have correctly obtained the number of clusters for this data set, i.e., 6. For the real life data sets, Fig. 11 shows how the s(C) index scores vary for different values of P. It appears that the general trend of variation of ARI or s(C) is similar for all the data sets and for all the algorithms, i.e., first it starts from a lower value and increases with increasing value of P to attain a highest value. Thereafter it decreases if P is increased further. This is quite expected, as for small value of P, the number of training samples is low and thus the hyperplanes between the classes cannot be properly defined. On the other hand, when P is very high, the training samples will contain lot of low-confidence points, which causes the class boundaries to be defined incorrectly. In some range of P (40% to 70%), a tradeoff is obtained between the size of the training set and its confidence level. Hence the highest value of ARI or s(C) is obtained in this range for all the data sets. Interestingly, it is evident from both Figs. 10 and 11, the best performance index score obtained by VGA-SVM is always better compared to that obtained by all other SVM boosted algorithms. 17



To demonstrate visually the result of VGA-SVM clustering, Figs. 12-17 show the Eisen plots and cluster profile plots corresponding to the best results (in terms of silhouette index) provided by VGA-SVM on Sporulation, Arabidopsis, Serum, Rat CNS, Cell cycle and Colon tumor data sets, respectively. For example, the 8 clusters of the Sporulation data are very prominent as shown in the Eisen plot (Fig. 12(a)). It is evident from the figure that the expression profiles of the genes of a cluster is similar to each other and they produce similar color patterns. The cluster profile plots (Fig. 12(b)) also demonstrate how the expression profiles for the different groups of genes differ from each other, while the profiles within a group are reasonably similar. Similar results are obtained for the other three real data sets also. 8.4 Comparative Study In order to establish the effectiveness of the proposed clustering scheme, its performance has been compared with SVM boosted versions of some other well-known algorithms. Hence six algorithms, i.e., VGA, IFCM, Average linkage, SOM, CRC and their SVM boosted versions, i.e., VGA-SVM, IFCM-SVM, Avg-SVM, SOM-SVM and CRC-SVM are considered. The performance index scores for both correlation and Euclidean distance have been reported. 8.4.1 Results for Simulated Data Set Table 1 reports the average ARI and s(C) index scores over 20 consecutive runs of each algorithm (for both correlation and Euclidean distance) considered here for SD300 13 6 data set. Also the number of clusters found corresponding to maximum s(C) value is reported. For this data set, each of the algorithms has correctly identified that the data set has 6 clusters. It can be noticed that for each of the algorithms, its SVM boosted versions perform better than its original version in terms of both ARI and s(C) index scores. Among all, VGA-SVM provides the best ARI and s(C) index scores. Moreover it is evident from the table that values of the performance indices are almost same for both correlation and Euclidean distance measures. This is because these distance measures have similar effects on normalized data sets. This indicates the effectiveness of the proposed clustering approach. 8.4.2 Results for Real Life Data Sets Table 2 and 3 report the average s(C) index values for all the algorithms over 20 consecutive runs for the real life data sets for correlation and Euclidean distance measures, respectively. The values reported in the tables reveal that 18



for all the real life data sets, the SVM boosted versions of the algorithms outperform their original versions in terms of s(C) index scores. Similar trend is noticed for both correlation and Euclidean distance measures as the data sets are normalized so that each row has mean 0 and variance 1. Among all the algorithms, VGA-SVM provides the best s(C) index score. Also VGA has efficiently determined the number of clusters accurately since it beats the other algorithms (IFCM, Average Linkage, SOM and CRC) in terms of s(C) index. VGA has determined 8, 4, 6, 6, 5 and 4 clusters for the Sporulation, Arabidopsis, Serum, Rat CNS, Cell cycle and Colon tumor data sets, respectively, as found in different literature [1,3,40,41]. These results indicate that irrespective of the choice of algorithms, the application of SVM to refine the clustering results improves their performance.



8.5 Test for Statistical Significance It is evident from Tables 1, 2 and 3 that the mean s(C) index values over 20 runs obtained by SVM boosted versions of different algorithms are better compared to that obtained by their original versions. Moreover it has been found that for all the data sets, VGA-SVM provides the best average s(C) index scores. In this article, we have used one way ANOVA (ANalysis Of VAriance) [42] at the 5% significance level followed by posteriori TukeyKramer multiple comparison test, to compare the mean s(C) index values produced by different algorithms in order to test the statistical significance of clustering solutions. Ten groups have been created for each data set corresponding to the ten algorithms viz., VGA, VGA-SVM, IFCM, IFCMSVM, Average linkage, Avg-SVM, SOM, SOM-SVM, CRC and CRC-SVM. Each group consists of s(C) index values obtained by 20 consecutive runs of the corresponding algorithm. As a null hypothesis (H0 ), it is assumed that there are no significant differences among the mean s(C) index values produced by all the algorithms. H0 : µ1 = µ2 = . . . = µ1 0.



(15)



The alternative hypothesis (H1 ) is that there are significant differences in mean s(C) index values for at least two methods. H1 : ∃i, j : i , j ⇒ µi , µ j ,



(16)



where µi denotes the mean s(C) index value of the ith group. Table 4 shows the ANOVA test results for the seven data sets used in this article. As the size of each group is 20 and there are total 10 groups, hence the degree of freedom is 10 × 20 − 10 = 190. The critical value of F-statistic (The 19



statistic used for ANOVA test) is 1.92943. The table reports the F-statistic value and the P-value for each data sets. It appears that the F-values are much greater than F-critical and the P-values are much smaller than 0.05 (5% significance level). These are extremely strong evidences against the null hypothesis which is therefore rejected for each data set. This signifies that there are some groups whose means are significantly different. There are to main objectives for the statistical tests conducted here: one is to show that the SVM boosted versions significantly outperforms the original methods and the other is to establish that VGA-SVM performs better than other SVM boosted algorithms. Though ANOVA test tells us that the means of some groups are significantly different, it does not tell which group means actually differ. For this, the posteriori Tukey-Kramer multiple comparison test has been conducted. We have used MATLAB’s multcompare function from satistics toolbox for this purpose. The multcompare function performs a multiple comparison using one-way ANOVA results. Tables 5-11 reports the results of multiple comparison test for the seven data sets, respectively. Each table has two parts: the first part shows the multiple comparison test results comparing each algorithm with its SVM-boosted version and the second part shows the multiple comparison results by comparing VGA-SVM with IFCM-SVM, Avg-SVM, SOM-SVM and CRC-SVM. The first two columns represent the two algorithms that are compared and the last three columns reports the range of mean difference of these two algorithms by showing the lower bound, estimate and upper bound of the mean difference. If this range excludes zero, that means the mean difference is statistically significant. It is evident from the tables that for all the data sets, all these ranges do not contain zero. This indicates that the average s(C) index scores provided by the SVM boosted versions are significantly better than that provided by the original versions of the algorithms. Moreover, the average s(C) values yielded by VGA-SVM are significantly better than any other SVM boosted algorithms.



9 Biological Significance The biological relevance of a cluster can be verified based on the statistically significant Gene Ontology (GO) annotation database available at this website: http://db.yeastgenome.org/cgi-bin/GO/goTermFinder. This is used to test the functional enrichment of a group of genes in terms of three structured, controlled vocabularies (ontologies), viz., associated biological processes, molecular functions and biological components. The p-value of a statistical significance test is used to find the probability of getting values of a test statistic that are at least equal to in magnitude 20



(or more) compared to the observed test statistic. The degree of functional enrichment (p-values) is computed using a cumulative hypergeometric distribution. This measures the probability of finding the number of genes involved in a given GO term (i.e., function, process, component) within a cluster. From a given GO category, the probability p for getting k or more genes within a cluster of size n, can be defined as [43]: p= 1−



k−1 X i=0



f  g− f  i n−i , g n



(17)



where f and g denote the total number of genes within a category and within the genome, respectively. Statistical significance is evaluated for the genes in a cluster by computing p-values for each GO category. This signifies how well the genes in the cluster match with the different GO categories. If the majority of genes in a cluster have the same biological function, then it is unlikely that this takes place by chance and the p-value of the category will be close to 0. The biological significance test for Yeast Sporulation data has been conducted at 1% significance level. For different algorithms, the number of clusters for which the most significant GO terms have p-value less than 0.01 (1% significance level) are as follows: VGA - 6, VGA-SVM - 8, IFCM - 6, IFCM-SVM - 7, Average linkage - 5, Avg-SVM - 5, SOM - 6, SOM-SVM 6, CRC - 7 and CRC-SVM - 7. In Fig. 18, the plot of most significant pvalues of the functionally enriched clusters of Sporulation data as obtained by different algorithms are shown. The clusters are sorted according to the decreasing significance level. The p-values are log-transformed (base 10) for better readability. It is clear from the figure that the curves corresponding to the SVM boosted versions of the algorithms are above those of their original versions. This means that the SVM boosted versions yield more biologically significant clusters. Moreover the curve corresponding to VGA-SVM is above the all other curves. This indicates that all the 8 clusters found by VGA-SVM are more significantly enriched compared to the clusters obtained by other algorithms. Thus these results conform to the findings in the previous section. For the purpose of illustration, Table 12 reports the three most significant GO terms shared by the genes of each of the 8 clusters identified by VGA-SVM technique (Fig. 12). The most significant GO terms for these 8 clusters are microtubule organizing center (p-value: 6.235E-9), nucleotide metabolic process (p-value: 1.320E-4), cytosolic part (p-value: 1.4E-45), spore wall assembly (sensu Fungi) (p-value: 8.976E-25), glycolysis (p-value: 2.833E-14), M phase of meiotic cell cycle (p-value: 1.714E-25), ribosome biogenesis and assembly (p-value: 1.4E-45) and organic acid metabolic process (p-value: 1.858E-4), respectively. As is evident from the table, all the clusters produced by VGA21



SVM clustering scheme are significantly enriched with some GO categories, since all the p-values are less than 0.01 (1% significance level). This establishes that the proposed VGA-SVM clustering scheme is able to produce biologically relevant and functionally enriched clusters.



10 Discussion and Conclusions This article makes an attempt to improve a fuzzy clustering solution by using SVM classifier. In this regard, two fuzzy clustering algorithm, viz., VGA and IFCM have been used. The number of clusters in a gene expression data set is automatically evolved by the proposed clustering approach. The results demonstrate how improvement in clustering performance is obtained by refining the clustering solution produced by IFCM or VGA using SVM. The performance of the proposed clustering method has been compared with the average linkage, SOM, CRC, VGA and IFCM clustering algorithms and their SVM boosted versions to show its effectiveness on one simulated and six real life gene expression data sets. It has been found that the SVM boosted versions of the algorithms consistently outperform their original versions and the VGA-SVM clustering scheme outperforms all the other clustering methods significantly. Moreover, it is seen that VGA performs reasonably well in determining the appropriate value of the number of clusters of the gene expression data sets. The clustering solutions are evaluated both quantitatively (i.e., using adjusted Rand index and silhouette index) and using some gene expression visualization tools. Also statistical tests have also been conducted in order to establish the statistical significance of the results produced by the proposed technique. Finally a biological significance test has been carried out to establish the biological relevance of the clusters produced by the proposed clustering scheme. As a scope of future works, other techniques like reversible jump Markov chain [44], multiobjective simulated annealing [45] and differential evolution [46] can be used for clustering gene expression data.
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Figures



Fig. 1. Gene Expression Matrix
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Fig. 2. Outline of the IFCM method



Fig. 3. Example of the chromosome encoding scheme
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Fig. 4. Example of crossover mechanism



Fig. 5. VGA-based fuzzy clustering algorithm
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Fig. 6. The IFCM-SVM / VGA-IFCM clustering scheme
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Fig. 7. A two dimensional artificial data set having 9 clusters
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Fig. 8. (a) Training set obtained using P = 50% for the data set in Fig. 7, (b) Test set obtained using P = 50% for the data set in Fig. 7
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Fig. 9. The centers of the six clusters of the simulated data set SD300 13 6
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Fig. 10. Variation of ARI value with parameter P for the simulated data SD300 13 6.
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Fig. 11. Variation of ARI value with parameter P for the real data sets: (a) Yeast sporulation data, (b) Arabidopsis Thaliana data, (c) Human Fibroblasts Serum data, (d) Rat CNS data, (e) Yeast Cell Cycle data, (f) Colon Tumor data.
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Fig. 12. Yeast sporulation data clustered using VGA-SVM clustering method. (a) Eisen plot, (b) Cluster profile plots
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Fig. 13. Arabidopsis Thaliana data clustered using VGA-SVM clustering method. (a) Eisen plot, (b) Cluster profile plots
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Fig. 14. Human Fibroblasts Serum data clustered using VGA-SVM clustering method. (a) Eisen plot, (b) Cluster profile plots
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Fig. 15. Rat CNS data clustered using VGA-SVM clustering method. (a) Eisen plot, (b) Cluster profile plots
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Fig. 16. Yeast Cell Cycle data clustered using VGA-SVM clustering method. (a) Eisen plot, (b) Cluster profile plots
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Fig. 17. Colon Tumor data clustered using VGA-SVM clustering method. (a) Eisen plot, (b) Cluster profile plots
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Fig. 18. Plot of the most significant functional enrichment score (p-value) for the significant clusters of Yeast Sporulation data as obtained by different algorithms. The p-values have been log-transformed (base 10) for better readability. The clusters are sorted according to decreasing significance level
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Tables



Table 1 Comparison of different algorithms with Correlation and Euclidean distance in terms of ARI and s(C) for SD300 13 6 data Algorithm



Correlation



Euclidean



K



ARI



s(C)



K



ARI



s(C)



VGA



6



0.8624



0.3122



6



0.8612



0.3156



VGA-SVM



6



0.8869



0.4124



6



0.8837



0.4178



IFCM



6



0.8526



0.3064



6



0.8552



0.3019



IFCM-SVM



6



0.8821



0.4002



6



0.8828



0.3988



Average linkage



6



0.6867



0.2672



6



0.6854



0.2658



Avg-SVM



6



0.6954



0.2894



6



0.6943



0.2866



SOM



6



0.6601



0.2884



6



0.6613



0.2877



SOM-SVM



6



0.6933



0.3014



6



0.6947



0.3059



CRC



6



0.7037



0.2987



6



0.7126



0.2952



CRC-SVM



6



0.7534



0.3472



6



0.7622



0.3416



Table 2 Comparison of different algorithms with Correlation distance in terms of s(C) for real life gene expression data sets Algorithm



Sporulation



Arabidopsis



K



s(C)



K



s(C)



K



s(C)



K



s(C)



K



s(C)



K



s(C)



VGA



8



0.4863



4



0.3831



6



0.3624



6



0.4563



5



0.4376



4



0.3021



VGA-SVM



8



0.5152



4



0.4312



6



0.4154



6



0.5115



5



0.4487



4



0.3376



IFCM



7



0.3725



4



0.3642



8



0.3326



5



0.4122



6



0.3872



5



0.2677



IFCM-SVM



7



0.4563



4



0.4092



8



0.3797



5



0.4517



6



0.4018



5



0.2873



Avg. Link



8



0.4852



5



0.3151



4



0.3562



6



0.3601



4



0.4329



3



0.2287



Avg-SVM



8



0.5033



5



0.3455



4



0.3875



6



0.4077



4



0.4398



3



0.2438



SOM



8



0.3847



5



0.2133



6



0.3347



5



0.3252



6



0.3682



4



0.2983



SOM-SVM



8



0.4611



5



0.3112



6



0.3788



5



0.3886



6



0.3955



4



0.3114



CRC



8



0.4702



4



0.3309



10



0.3411



4



0.4455



5



0.4123



4



0.3002



CRC-SVM



8



0.5007



4



0.3569



10



0.3964



4



0.4769



5



0.4323



4



0.3123
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Colon



Table 3 Comparison of different algorithms with Euclidean distance in terms of s(C) for real life gene expression data sets Algorithm



Sporulation



Arabidopsis



Serum



CNS



Cell Cycle



K



s(C)



K



s(C)



K



s(C)



K



s(C)



K



s(C)



K



s(C)



VGA



8



0.4798



4



0.3878



6



0.3672



6



0.4622



5



0.4378



4



0.3011



VGA-SVM



8



0.5108



4



0.4289



6



0.4203



6



0.5125



5



0.4471



4



0.3329



IFCM



7



0.3755



4



0.3701



8



0.3327



5



0.4102



6



0.3862



5



0.2598



IFCM-SVM



7



0.4552



4



0.3982



8



0.3862



5



0.4487



6



0.3984



5



0.2833



Avg. Link



8



0.4811



5



0.3162



4



0.3512



6



0.3612



4



0.4318



3



0.2214



Avg-SVM



8



0.4992



5



0.3373



4



0.3797



6



0.4122



4



0.4389



3



0.2438



SOM



8



0.3974



5



0.2254



6



0.3328



5



0.3189



6



0.3636



4



0.2977



SOM-SVM



8



0.4628



5



0.3123



6



0.3716



5



0.3792



6



0.3908



4



0.3126



CRC



8



0.4741



4



0.3323



10



0.3427



4



0.4425



5



0.4106



4



0.2986



CRC-SVM



8



0.4986



4



0.3652



10



0.3902



4



0.4712



5



0.4322



4



0.3176



Table 4 ANOVA test results for all the data sets comparing total 10 groups consisting of s(C) index scores of 20 consecutive runs of the 10 algorithms, i.e., VGA, VGASVM, IFCM, IFCM-SVM, Average linkage, Avg-SVM, SOM, SOM-SVM, CRC and CRC-SVM. Degree of freedom = 190. F-critical = 1.92943 Data Sets



F-statistic



P-value



SD300 13 6



131.12



1.44E-76



Sporulation



164.42



1.09E-84



Arabidopsis



254.19



6.6E-101



Serum



57.92



9.15E-50



Rat CNS



149.42



3.16E-81



Cell Cycle



152.62



5.46E-82



Colon Tumor



78.26



4.21E-59
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Table 5 Results of Tukey-Kramer multiple comparison test for SD300 13 6 data set Group A



Group B



Mean difference Lower bound



Estimated



Upper bound



Comparison of original algorithms with SVM boosted versions VGA



VGA-SVM



-0.13341



-0.11255



-0.091693



IFCM



IFCM-SVM



-0.11283



-0.091968



-0.07111



Avg link



Avg-SVM



-0.053392



-0.032534



-0.011677



SOM



SOM-SVM



-0.049964



-0.029106



-0.0082484



CRC



CRC-SVM



-0.0563



-0.035442



-0.014585



Comparison of VGA-SVM with other SVM boosted algorithms VGA-SVM



IFCM-SVM



0.0092027



0.03006



0.050918



VGA-SVM



Avg-SVM



0.12145



0.1423



0.16316



VGA-SVM



SOM-SVM



0.095398



0.11626



0.13711



VGA-SVM



CRC-SVM



0.06882



0.089678



0.11054



Table 6 Results of Tukey-Kramer multiple comparison test for Sporulation data set Group A



Group B



Mean difference Lower bound



Estimated



Upper bound



Comparison of original algorithms with SVM boosted versions VGA



VGA-SVM



-0.071423



-0.054539



-0.037655



IFCM



IFCM-SVM



-0.094861



-0.077977



-0.061093



Avg link



Avg-SVM



-0.046224



-0.02934



-0.012456



SOM



SOM-SVM



-0.098404



-0.08152



-0.064636



CRC



CRC-SVM



-0.051133



-0.034249



-0.017365



Comparison of VGA-SVM with other SVM boosted algorithms VGA-SVM



IFCM-SVM



0.059211



0.076095



0.092979



VGA-SVM



Avg-SVM



0.015501



0.032385



0.04927



VGA-SVM



SOM-SVM



0.049098



0.065982



0.082866



VGA-SVM



CRC-SVM



0.016736



0.03362



0.050504
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Table 7 Results of Tukey-Kramer multiple comparison test for Arabidopsis data set Group A



Group B



Mean difference Lower bound



Estimated



Upper bound



Comparison of original algorithms with SVM boosted versions VGA



VGA-SVM



-0.071917



-0.054454



-0.03699



IFCM



IFCM-SVM



-0.062977



-0.045513



-0.02805



Avg link



Avg-SVM



-0.044753



-0.027289



-0.0098258



SOM



SOM-SVM



-0.12577



-0.10831



-0.090848



CRC



CRC-SVM



-0.036364



-0.0189



-0.0014365



Comparison of VGA-SVM with other SVM boosted algorithms VGA-SVM



IFCM-SVM



0.0093097



0.026773



0.044237



VGA-SVM



Avg-SVM



0.072403



0.089867



0.10733



VGA-SVM



SOM-SVM



0.10326



0.12072



0.13818



VGA-SVM



CRC-SVM



0.061551



0.079015



0.096479



Table 8 Results of Tukey-Kramer multiple comparison test for Serum data set Group A



Group B



Mean difference Lower bound



Estimated



Upper bound



Comparison of original algorithms with SVM boosted versions VGA



VGA-SVM



-0.076183



-0.058483



-0.040784



IFCM



IFCM-SVM



-0.063275



-0.045575



-0.027876



Avg link



Avg-SVM



-0.040445



-0.022745



-0.005046



SOM



SOM-SVM



-0.062031



-0.044331



-0.026632



CRC



CRC-SVM



-0.082143



-0.064444



-0.046745



Comparison of VGA-SVM with other SVM boosted algorithms VGA-SVM



IFCM-SVM



0.030501



0.0482



0.0659



VGA-SVM



Avg-SVM



0.025352



0.043051



0.06075



VGA-SVM



SOM-SVM



0.02638



0.04408



0.061779



VGA-SVM



CRC-SVM



0.0049948



0.022694



0.040394



40



Table 9 Results of Tukey-Kramer multiple comparison test for Rat CNS data set Group A



Group B



Mean difference Lower bound



Estimated



Upper bound



Comparison of original algorithms with SVM boosted versions VGA



VGA-SVM



-0.070804



-0.04978



-0.028757



IFCM



IFCM-SVM



-0.065709



-0.044685



-0.023662



Avg link



Avg-SVM



-0.084513



-0.063489



-0.042466



SOM



SOM-SVM



-0.086



-0.064976



-0.043953



CRC



CRC-SVM



-0.052634



-0.03161



-0.010586



Comparison of VGA-SVM with other SVM boosted algorithms VGA-SVM



IFCM-SVM



0.035425



0.056449



0.077473



VGA-SVM



Avg-SVM



0.080066



0.10109



0.12211



VGA-SVM



SOM-SVM



0.096789



0.11781



0.13884



VGA-SVM



CRC-SVM



0.012987



0.03401



0.055034



Table 10 Results of Tukey-Kramer multiple comparison test for Cell Cycle data set Group A



Group B



Mean difference Lower bound



Estimated



Upper bound



Comparison of original algorithms with SVM boosted versions VGA



VGA-SVM



-0.038746



-0.028365



-0.017985



IFCM



IFCM-SVM



-0.023518



-0.013138



-0.0027574



Avg link



Avg-SVM



-0.02108



-0.0107



-0.00031973



SOM



SOM-SVM



-0.035332



-0.024952



-0.014571



CRC



CRC-SVM



-0.029089



-0.018709



-0.0083283



Comparison of VGA-SVM with other SVM boosted algorithms VGA-SVM



IFCM-SVM



0.048123



0.058503



0.068883



VGA-SVM



Avg-SVM



0.00079235



0.011173



0.021553



VGA-SVM



SOM-SVM



0.054055



0.064435



0.074815



VGA-SVM



CRC-SVM



0.019563



0.029943



0.040323



41



Table 11 Results of Tukey-Kramer multiple comparison test for Colon Tumor data set Group A



Group B



Mean difference Lower bound



Estimated



Upper bound



Comparison of original algorithms with SVM boosted versions VGA



VGA-SVM



-0.044748



-0.027801



-0.010853



IFCM



IFCM-SVM



-0.045285



-0.028337



-0.011389



Avg link



Avg-SVM



-0.034849



-0.017902



-0.00095419



SOM



SOM-SVM



-0.035488



-0.01854



-0.0015927



CRC



CRC-SVM



-0.036798



-0.01985



-0.0029029



Comparison of VGA-SVM with other SVM boosted algorithms VGA-SVM



IFCM-SVM



0.029345



0.046292



0.06324



VGA-SVM



Avg-SVM



0.073425



0.090372



0.10732



VGA-SVM



SOM-SVM



0.0076786



0.024626



0.041574



VGA-SVM



CRC-SVM



0.0065292



0.023477



0.040424
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Table 12 The three most significant GO terms and the corresponding p-values for each of the 8 clusters of Yeast Sporulation data as found by VGA-SVM clustering technique Clusters



Cluster 1



Cluster 2



Cluster 3



Cluster 4



Cluster 5



Cluster 6



Significant GO term



p-value



microtubule organizing center - GO:0005815



6.235E-9



spore wall assembly (sensu Fungi) - GO:0030476



1.016E-7



microtubule cytoskeleton organization and biogenesis - GO:0000226



1.672E-7



nucleotide metabolic process - GO:0009117



1.320E-4



glucose catabolic process - GO:0006007



2.856E-4



external encapsulating structure - GO:0030312



3.392E-4



cytosolic part - GO:0044445



1.4E-45



cytosol - GO:0005829



1.4E-45



ribosomal large subunit assembly and maintenance - GO:0000027



7.418E-8



spore wall assembly (sensu Fungi) - GO:0030476



8.976E-25



sporulation - GO:0030435



2.024E-24



cell division - GO:0051301



7.923E-16



glycolysis - GO:0006096



2.833E-14



cytosol - GO:0005829



3.138E-4



cellular biosynthetic process - GO:0044249



5.380E-4



M phase of meiotic cell cycle - GO:0051327



1.714E-25



M phase - GO:0000279



1.287E-23



meiosis I - GO:0007127



5.101E-22



ribosome biogenesis and assembly - GO:0042254 Cluster 7



Cluster 8



1.4E-45



intracellular non-membrane-bound organelle - GO:0043232



1.386E-23



organelle lumen - GO:0043233



9.460E-21



organic acid metabolic process - GO:0006082



1.858E-4



amino acid and derivative metabolic process - GO:0006519



4.354E-4



external encapsulating structure - GO:0030312



6.701E-4
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